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A B S T R A C T   

Adjusting a vessel’s trim and draught to enhance resistance characteristics is a promising strategy to improve the 
energy efficiency of maritime transport. However, the vast majority of scientific effort has been directed at such 
gains in deep, unrestricted waters. Shallow and confined waters modify the flow and pressure distribution around 
a ship, altering considerably the resistance curve. This study aims to elucidate trim and draught increase effects 
on a ship’s resistance while advancing through a restricted waterway using Computational Fluid Dynamics. The 
results show that increasing the draught of a benchmark hull magnifies the hydrodynamic resistance by 
approximately 10% to 15% depending on the ship speed. This added hydrodynamic resistance may be 
compensated by adjusting the vessels’ trim, but the ability to compensate the added hydrodynamic resistance is 
sensitive to ship’s speed. At low speeds, the numerical model predicts the increase in resistance due to a 10% 
higher draught can be reduced by varying the trim angle leaving the total resistance 0.87% higher than at the 
design draught and zero trim angle condition. On the other hand, higher speeds offer a greater potential for 
resistance reduction through trim.   

1. . Introduction 

The area of shallow water hydrodynamics is an important field of 
study due to the constant increase in increased ship size and speed 
(Tuck, 1978). Shallow and confined water ship hydrodynamics is an 
expanding field as ways to safely reduce emissions and costs arising from 
transport of goods are sought, particularly in coastal and inland water
ways. For example, inland waterway transport can be significantly more 
energy efficient than road transport, reducing congestion, noise, and 
pollution in coastal cities, or cities near inland waterways. Greater use of 
transport over water is an effective way to effect substantial emission 
reduction at local, national, and supranational levels. This has led The 
European Commission (2020) to devise strategies to realise the potential 
of waterborne transport and carry out impact assessments. 

Shallow and confined water effects must be taken into account for all 
vessels, since ocean-going ships must enter shallow and narrow water
ways each journey. Advancements in technology have resulted acces
sible numerical modelling techniques which are frequently used to study 
shallow water hydrodynamics. These developments have allowed for 
savings in research costs as experimental methods can require more 
funds and time. However, both methods remain essential as highlighted 

by the validation presented in the following sections. 
While a number of research papers have been published on the topic 

of shallow and confined water ship hydrodynamics in the context of 
coastal waters and inland waterways, several unexamined areas remain. 
Amongst these is the influence of a ship’s loading condition on its per
formance. Research into potential optimisation and energy efficiency 
improvements in deep water has been carried out by several researchers. 
For example, Shivachev et al. (2017) performed a numerical and 
experimental study of the trim influence of a container ship using 
computational and experimental methods. Sun et al. (2016) created a 
trim optimisation software and validated their results against full-scale 
trials. However, the influence of ship trim and draught are not 
frequently studied in shallow and confined waters. 

The main aim of this paper is to investigate the effects of loading 
condition on the resistance of a vessel sailing in shallow waters. This is 
done using the commercial CFD software package Star-CCM+, version 
14.06.008. For this study, the widely used KCS model is analysed under 
different draughts and trim angles. The importance of investigations of 
this nature in recent times has increased drastically due to the formerly 
discussed constant demand for increase in ship size and speed. The 
motivation behind this work is to enhance the understanding and 

* Corresponding author. 
E-mail address: momchil.terziev@strath.ac.uk (M. Terziev).  

Contents lists available at ScienceDirect 

Applied Ocean Research 

journal homepage: www.elsevier.com/locate/apor 

https://doi.org/10.1016/j.apor.2022.103301 
Received 3 March 2022; Received in revised form 3 May 2022; Accepted 26 July 2022   

mailto:momchil.terziev@strath.ac.uk
www.sciencedirect.com/science/journal/01411187
https://www.elsevier.com/locate/apor
https://doi.org/10.1016/j.apor.2022.103301
https://doi.org/10.1016/j.apor.2022.103301
https://doi.org/10.1016/j.apor.2022.103301
http://crossmark.crossref.org/dialog/?doi=10.1016/j.apor.2022.103301&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Applied Ocean Research 126 (2022) 103301

2

knowledge of this topic. 
The following sections will first present background on the impact of 

trim on resistance. This will highlight the practical importance and 
potential impact of studies such as this. Section 3 will present the 
methodology used to carry out the CFD simulations for this investigation 
and explain the numerical setup. Section 4 will first present a validation 
and verification of a subset of the obtained results, before analysing the 
full set of case studies. Finally, conclusions and recommendations for 
future work are given in Section 5. 

2. . Background 

Sherbaz and Duan (2014) explored the effects of trim on the resis
tance of the KRISO container ship (KCS) at model scale, finding that a 
relatively small trim adjustment by stern reduces resistance. They 
computed a 2.29% reduction in resistance as a result of this adjustment. 
Later, Du et al. (2017) investigated the effect of varying draught on the 
performance of the KCS in deep waters using OpenFOAM. They found 
that the bulbous bow’s effectiveness in modifying the bow wave may be 
compromised depending on the draught. Islam and Soares (2019) 
modelled the same problem, including varying trim in their test matrix 
based on the same solver. A significant reduction in ship resistance was 
predicted to be possible depending on the combination of draught and 
trim, of approximately 3.9%. 

Sun et al. (2016) conducted a combined experimental-numerical 
study on the resistance of a 4250 TEU container ship. They coupled 
their CFD model to an optimisation algorithm to compute the response 
surfaces of the resistance and effective power, finding that each draught 
and speed showed a different optimum trim. Similar findings were re
ported by Lyu et al. (2018), who focused on the wave resistance and 
total resistance, finding a maximum reduction of 26.2% and 7.2%, 
respectively. Chen et al. (2019) presented a URANS trim optimisation 
technique based on ordinary Kriging interpolation to reduce resistance 
of the KCS. They stressed the importance of speed, which their findings 
suggested change the optimum trim condition. By contrast, Shivachev 
et al. (2017) predicted that the KCS hull’s resistance is always greatest 
when trimmed by stern across a range of Froude numbers, spanning 
from 0.18 to 0.26, the latter being the operational speed of the KCS. 

More recently, Le et al. (2021) used the US Navy Combatant, DTMB 
5415 to investigate the effect of draught and trim on resistance. Their 
results indicate that savings of 1.5% may be achieved in the total 
resistance, while the pressure resistance can decrease by up to 8% 
depending on the case investigated. Around the same time, Wu et al. 
(2021) used Detached Eddy Simulation to predict the influence of trim 
on the bow breaking wave generated by the DTMB 5415 hull. They 
modelled ±1∘ trim and reported that the breaking wave is influenced 
considerably by the trim. Trim was found to increase the bow wave 

Table 1 
Ship main particulars.  

Parameters Symbol Value 

Scale λ 75 
Length between perpendiculars (m) L 3.067 
Breadth at water line (m) B 0.429 
Depth (m) D 0.25 
Design draught (m) T 0.144 
Block Coefficient CB 0.651  

Table 2 
Test matrix.   

Trim (◦) Draught 
increase 

Depth-to-draught ratio 
(h/T) 

0.302 − 0.9, − 0.5, − 0.3, 0, 0.3, 
0.5, 0.9 

0%, 5%, 10% 2.22, 2.12, 2.02 

0.4 − 0.9, − 0.5, − 0.3, 0, 0.3, 
0.5, 0.9 

0%, 5%, 10% 2.22, 2.12, 2.02 

0.469 − 0.9, − 0.5, − 0.3, 0, 0.3, 
0.5, 0.9 

0%, 5%, 10% 2.22, 2.12, 2.02 

0.502 − 0.9, − 0.5, − 0.3, 0, 0.3, 
0.5, 0.9 

0%, 5%, 10% 2.22, 2.12, 2.02 

0.57 − 0.9, − 0.5, − 0.3, 0, 0.3, 
0.5, 0.9 

0%, 5%, 10% 2.22, 2.12, 2.02  

Fig. 1. Computational domain and boundary conditions.  
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amplitude and resistance, the latter by 4.49%. 
Iakovatos et al. (2013) tested the dependence of resistance on trim of 

six models using CFD. They highlighted the importance of whether the 
transom is immersed and that resistance is highly sensitive to such 
changes. The emergence of the bulbous bow was also highlighted as a 
key factor in determining changes in resistance. Sogihara et al. (2018) 
investigated how two fine hulls can be trimmed to improve their energy 
efficiency. They performed self-propulsion experiments on these hulls to 
determine changes in propulsive power requirements and the compo
nents of resistance causing these changes. As reported in previously 

mentioned studies, the wave component of resistance was responsible 
for the observed differences and is the component that may be opti
mised. On the other hand, frictional resistance changes were propor
tional to the wetted surface area. 

As demonstrated above, several authors pointed out that wave 
resistance changes account for the main changes in vessel performance 
under different trim and draught conditions. This motivated Park et al. 
(2015) to combine an investigation of retrofitting alternative bulbous 
bow forms while varying the ship loading condition leading to changes 
in the trim and draught. Their CFD model predicted the greatest 
reduction in resistance of 3% in slow steaming conditions, while the 
design speed resistance was predicted to reduce by no more than 1%. On 
the other hand, Moustafa et al. (2015) linked observed changes in 
resistance as a result of trim and draught variation to the waterline 
length, showing that improvements in performance are generally ach
ieved when the waterline is smaller. 

Findings from the above-mentioned studies can be summarised as 
follows. Trim can have a significant influence on the resistance of a 
vessel in calm waters (Altosole et al., 2016) and can therefore be used to 
improve the energy efficiency of ships (Perera et al., 2015). The fric
tional resistance of a ship changes relatively little as a result of a varying 
trim angle (Duan et al., 2019), and is predominantly thought to stem 
from the change in wetted surface area of the vessel. Since the compu
tational requirements of potential flow approaches are smaller than 
approaches based on the Navier-Stokes equations, potential flow can be 
used to assess a large number of cases in an efficient manner (Lv et al., 
2013; Lyu et al., 2018). To the best of the authors’ knowledge, no pre
vious study has been conducted on the impact of trim and draught on the 
resistance of a vessel in confined water using CFD. The present paper 
aims to address this gap in the literature. 

3. Numerical modelling and case studies 

This section will provide details of the main steps in setting up the 
numerical investigation and how the results were obtained along with 
the adopted case studies. The averaged continuity and momentum 
equations in tensor form and Cartesian coordinates can be written as 
follows (Ferziger and Peric, 2002): 

∂(ρui)

∂xi
= 0 (1)  

∂(ρui)

∂t
+

∂
∂xj

(
ρuiuj + ρu′

iu′

j
)
=

∂p
∂xi

+
∂τij

∂xj
(2) 

Where τij is the mean viscous stress tensor component, expressed by: 

τij = μ
(

∂ui

∂xj
+

∂uj

∂xi

)

(3) 

Fig. 2. Three-dimensional view of the computational mesh.  

Table 3 
Temporal discretisation uncertainty assessment results for the zero trim, 0% 
draught increase case.  

Property Value 

Fd 0.302 0.4 0.46857 0.502 0.57 

Fine (N) 1.29 2.123 2.88 3.35 4.28 
Medium (N) 1.3 2.11 2.89 3.33 4.25 
Coarse (N) 1.33 2.08 2.89 3.31 4.2 
GCItime 0.34% 1.31% 3.44% 1.96% 2.78%  

Table 4 
Spatial discretisation uncertainty assessment results for the zero trim, 0% 
draught increase case.  

Property Value 

Fd 0.302 0.4 0.46857 0.502 0.57 

Fine (N) 1.29 2.123 2.88 3.35 4.28 
Medium (N) 1.32 2.15 2.92 3.29 4.29 
Coarse (N) 1.39 2.19 2.95 3.37 4.53 
GCImesh 3.57% 1.64% 3.29% 0.10% 2.41%  

Table 5 
Validation and verification study results for the zero trim, 0% draught increase 
case.  

Property Value 

Fd 0.302 0.4 0.46857 0.502 0.57 

CFD (N) 1.29 2.123 2.88 3.35 4.28 
EFD (N) 1.27 2.28 3.02 3.42 4.47 
|% error| 1.64% 7.06% 4.46% 2.08% 4.21% 
UEFD 2.20% 2.20% 2.20% 2.20% 2.20% 
Uv 4.21% 3.04% 5.24% 2.94% 4.29% 
Validated? Yes No Yes Yes Yes 
UEFD 0.79% 0.79% 0.79% 0.79% 0.79% 
Uv 3.67% 2.24% 4.82% 2.11% 3.77% 
Validated? Yes No Yes Yes No  

R. Campbell et al.                                                                                                                                                                                                                               



Applied Ocean Research 126 (2022) 103301

4

In Eqs. (1)–(3), p is the mean pressure, ui is the averaged Cartesian 
component of velocity, and ρuiuj is the Reynolds stress. 

3.1. Ship particulars and channel geometry 

The KRISO Container Ship (KCS) model is used in this study 
following Elsherbiny et al. (2019b, 2019a) against whose experimental 
results the present CFD model is validated. There is a large number of 
readily available data for this model as well as many different studies 
which adopt the KCS geometry. The main particulars are given below in 
Table 1. It should be noted that no full-scale ship exists. 

The KCS is modelled in a scale of λ=75, matching the experimental 
work of Elsherbiny et al. (2019b, 2019a) to avoid any scale effects. The 
water depth in the aforementioned study was h = 0.32 m, corre
sponding to a depth-to-draught ratio of 2.22, and the width of the 
waterway was 4.6 m with the ship sailing along the centreline. While the 
experiment featured a number of speeds, attention is focused on the 
range 0.3 < Fd < 0.57 in the present work, split into five Fd values, as 
shown in Table 2. Here, Fd = V/

̅̅̅̅̅̅̅̅̅
(gh)

√
is the depth Froude number, 

expressing the ratio of the ship and wave speed; g is the gravitational 
acceleration. For each depth Froude number, three draughts and nine 
trim angles are modelled. These include a 5% and 10% increase in ship 
draught, and a 0∘, ±0.3∘, ±0.5∘, and ±0.9∘ trim, where trim by bow is 
positive. The full test matrix is given in Table 2. 

The ratio between a vessel’s draught and the waterway depth is a key 
parameter determining the relative importance of shallow water effects 
on ship performance. Smaller underkeel clearances magnify the shallow 
water effect on ship resistance. For this reason, in the present assessment 
the KCS design draught is increased as stated earlier, reducing the 
available underkeel clearance. Increasing a vessel’s draught is also a 
strategy to improve energy efficiency of inland craft, suggested by the 
IWA (Inland Waterways Association, 2020) since this allows the fitting 

of a larger diameter propeller. However, the hydrodynamic conse
quences of such a modification must be examined to determine the 
added drag as a result of the increase in wetted area. The KCS is chosen 
for this assessment because of the wealth of results available, in fact, a 
significant minority of the literature cited in the previous section uses 
the KCS to conduct investigations. 

3.2. Computational domain and boundary conditions 

The computational domain was modelled in half as the resistance 
problem is symmetrical. Fig. 1 gives a 3D view of the domain used in 
Star-CCM+. The boundary conditions were selected based on ITTC 
(2011) recommendations. Specifically, the velocity inlet is placed 1.5 
ship lengths upstream of the forward perpendicular, while the pressure 
outlet is positioned 2.5 ship lengths downstream of the aft perpendic
ular. The pressure outlet boundary condition prevents backflow. More
over, it is possible to set a constant pressure, equal to the hydrostatic 
pressure, accelerating convergence. The top boundary is a velocity inlet, 
placed 1.25 ship lengths above the mean waterline. 

The choice of boundary conditions can have a relatively small effect 
on ship resistance when a boundary is located far from the region of 
interest, in this case, the ship hull. However, in shallow and restricted 
water conditions, one has limited freedom to position the domain 
boundaries, since the dimensions of the computational domain must 
conform to the experiment. As stated previously, for the simulations 
carried out in this study, the half width is 2.3 m and the water depth is 
0.32 m (Elsherbiny et al., 2019b). The only boundary with few re
strictions imposed is the top, which is set as a velocity inlet because 
so-called open boundaries accelerate the solver’s convergence proper
ties. A flow velocity equal to the free stream is set in the negative x di
rection only, mimicking a domain extending infinitely in the z direction. 
The side and bottom boundaries are set as no-slip walls to conform to the 
experimental set-up. 

Fig. 3. Total resistance coefficients. The red lines indicate the least total resistance coefficient achieved at each speed. These are given in the bottom right tile of the 
figure for each trim and draught condition. 
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3.3. Physics modelling 

In order to model the fluid flow, Star CCM+ uses the finite volume 
method, where the integral form of the conservation equations is used 
and the domain is divided into a finite number of control volumes 
(Siemens, 2018). 

In this study the Realizable k-ε turbulence model was selected. This 
model is used in similar studies (Tezdogan et al., 2016) as it gives a good 
agreement with experimental data. Terziev et al. (2020b) carried out a 
study to investigate the differences between turbulence models in CFD 
simulations. In comparing the resistance, sinkage and trim results ob
tained with each model to experimental results, it was found that the 
average error for the k-ε model was 2.48%. The average between all 
methods was 3.13%, meaning that the k-ε model provided reasonable 
results. 

The volume of fluid (VOF) method was applied to model the free 
surface in all numerical simulations. To accelerate convergence of the 
results, the VOF wave damping function was applied with a value of 2 m 
on the inlet and outlet. This was applied to the aforementioned inlet and 
outlet ends of the domain only to allow possible reflections from the side 
of the canal geometry. 

Terziev et al. (2020b) stated the importance of the chosen convection 
scheme. In this study’s CFD work a 2nd order convection scheme was 
used as it is known that changing this to 1st order causes a loss of ac
curacy (Andrun et al., 2018). A segregated flow model was applied to the 

CFD simulations. This allows the RANS solver to solve the flow equa
tions in an uncoupled manner using the Semi-implicit Method for 
Pressure Linked Equations (SIMPLE) algorithm. 

In this work, the ship model was not allowed to sink or trim in the 
numerical towing tank to isolate the effects of resistance change 
resulting from the loading condition. Modelling ship squat increases the 
computational requirements. For example, the impulsive start of the 
ship creates long waves which require time to eliminate even with wave 
damping imposed on the inlet and outlet boundaries. These waves 
amplify unsteadiness created by ship sinkage and trim. The combination 
of these facts increases the physical time the simulation must run for, as 
well as the time per iteration. To ensure ship squat effects do not skew 
the results presented in the following section by an unacceptable 
margin, a validation and verification study is performed. Validating the 
numerical model ensures that the error introduced by the neglect of 
ships squat is tolerable. A similar approach has been adopted in a 
number of studies (Du et al., 2020; Le et al., 2021; Pacuraru and Dom
nisoru, 2017; Rotteveel et al., 2017). 

3.4. Time step and stopping criteria 

Tezdogan et al. (2016) discussed two approaches when it comes to 
selecting the time step. The first is proposed by ITTC (2014), which 
recommends a time step value for resistance predictions based on Eq. 
(4). 

Fig. 4. Total resistance coefficient against depth Froude number at each draught and trim angle.  
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Δt = 0.005 ∼ 0.01L/V (4)  

where L is the ship length in metres. However, a convergence study 
carried out by Tezdogan et al. (2016) found that a much smaller time 
step would be more suitable. Therefore, Eq. (5) was used to calculate the 
time step for this study: 

Δt = 0.0035L/V (5) 

Each simulation was allowed to run for a maximum of 200 s which 
was sufficient for convergence without requiring unreasonable CPU time 
demands. The time step is advanced at the end of 10 inner iterations. 
This approach was found to reduce residuals by between 3 and 4 orders 
of magnitude. Finally, a first order temporal discretisation was used for 
the unsteady term in the governing equations. All other discretisation 
terms are set to second order accuracy. 

3.5. Mesh generation 

Star CCM+ provides automatic meshing tools for generating a mesh, 
which were applied in this study. As is the case in Tezdogan et al. (2016) 
a trimmed cell mesher was applied with hexahedral cells. Jones and 
Clarke (2010) stated that selecting tetrahedral cells can cause a loss of 
accuracy in the solution which motivated the choice of hexahedral cells. 

The mesh settings around the area of the hull and also the expected 
ship wake were focused on to ensure the more complex flow around 

these areas was solved accurately. The areas of refinement corre
sponding to the Kelvin wedge were achieved using custom refinements. 
The prism layer mesher was used to create near-wall cells at the ship. 
Values of y+ between 30 and 100 were maintained throughout. 

Fig. 2 depicts a three-dimensional view of the computational mesh. It 
should be noted that the mesh shown in Fig. 2 does not change signifi
cantly when varying the trim and draught of the vessel. The total cell 
numbers for the level keel condition were approximately 1.05 million, 
while the remaining cases, with small variation of circa 1000 cells 
caused by changing the draught/trim. Hereafter, the condition in which 
the vessel has a trim of 0∘ is referred to as the level keel condition. 

4. Results and discussion 

This section will analyse and discuss the results obtained from the 
CFD simulations, starting with a validation and verification study. 

4.1. Validation and verification 

This section presents a validation and verification study. Any nu
merical solution relying upon the mapping of partial differential equa
tions onto discrete notes or time-intervals inevitably induces errors 
(Terziev et al., 2020a). There are a number of methods to estimate these 
errors and corresponding uncertainty. Some rely on an error transport 
equation (Phillips, 2014; Yan and Ollivier-Gooch, 2017), others employ 

Fig. 5. Total resistance against depth Froude number.  
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a priori techniques based on the mesh (Kallinderis and Kontzialis, 2009). 
By far the most popular approach and arguably the simplest is the a 
posteriori method based on Richardson Extrapolation (RE) (Richardson, 
1927). This technique relies on solving additional numerical simulations 
with different mesh/time step densities to predict the behaviour of the 
solution with respect to the asymptotic limit. The procedure begins by 
coarsening the mesh or time step by a (in this case) constant factor, 
referred to as the mesh refinement factor, r, chosen as r =

̅̅̅
2

√
in line with 

recommendations from the open literature (ASME (American Society of 
Mechanical Engineers), 2009; ITTC, 2017). 

The fine (S1) mesh and time step are coarsened twice to produce the 
medium (S2) and coarse (S3) solutions. While changing one parameter, 
all other settings are maintained the same. For example, when magni
fying the time step, the mesh is copied. Once the medium and coarse 

solutions are obtained, the differences between the medium and fine 
(ε21 = S2 − S1) and coarse and medium (ε32 = S3 − S2) are used to 
predict the convergence ratio (R), shown in Eq. (6). 

R = ε21/ε32 (6) 

The convergence ratio determines the type of convergence or 
divergence observed. When 0 < R < 1, monotonic convergence is ach
ieved; when R < 0, |R| < 1, oscillatory convergence is observed. All 
other cases result to divergence, whether oscillatory (R〈0, |R|〉1) or 
monotonic (R > 1). The inverse of R is used to predict the observed 
order of accuracy (p) as given by Celik et al. (2008): 

p =

⃒
⃒
⃒
⃒ln

⃒
⃒
⃒
⃒
ε32

ε21

⃒
⃒
⃒
⃒+ q(p)

⃒
⃒
⃒
⃒× 1

/

ln(r21) (7) 

Fig. 6. Total resistance coefficients against trim angle.  
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where q(p) = 0 since the refinement ratio between the medium (r21) and 
coarse (r32) solutions is kept constant, r21 = r32 = r =

̅̅̅
2

√
. The cell 

numbers used in the medium (S2) mesh case were 547,028, while the 
coarse (S3) simulation contained 281,686 cells. The time step is varied 
by multiplying Eq. (5) by r and r2 to obtain the medium (S2) and coarse 
(S3) case, respectively. Once the order of accuracy is known, the Grid 
Convergence Index (GCI), based on the work of Roache (1998) can be 
estimated as shown in Eq. (8). 

GCI = 100 ×

⃒
⃒
⃒
⃒
1.25(S1 − S2)

S1(rp − 1)

⃒
⃒
⃒
⃒ (8) 

The GCI value represents a symmetrical band around the fine solu
tion indicating the uncertainty due to the choice of time step or mesh 
based on the coarsened parameter. For the purposes of this study, the 
total resistance of the vessel is used as the studied parameter. The 
multiplicative value of 1.25, known as the Factor of Safety, is necessary 
to bring the confidence interval of the GCI prediction to 95%, whereas 
standard RE has a coverage of only 50%. The GCI values for the time and 
space-induced discretisation uncertainty and error are shown in Table 3 
and Table 4, respectively. 

Once the GCI values for each of the aforementioned parameters is 
known, the validation uncertainty, UV can be estimated as shown in Eq. 
(9). 

UV =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

GCI2
mesh + GCI2

time + U2
EFD

√

(9)  

where UEFD is the experimental uncertainty. According to Elsherbiny 
et al. (2019b), the uncertainty for low speeds is 2.2% for resistance. On 
the other hand, for high speeds, the experimental uncertainty is 0.79%. 
Elsherbiny et al. (2019b) do not specify a definite speed past which the 
high-speed uncertainty should be taken. For this reason, both cases 
(with UEFD = 2.2%, and UEFD = 0.79%) are compared in the validation 
and verification exercise in Table 5. It should be noted that iterative 

uncertainties were checked prior to conducting the validation exercise 
using the method of Roy and Blottner (2006) and were in the region of 
10–4%. A simulation is considered validated when the validation un
certainty, derived using Eq. (9) is smaller than the error between the fine 
solution (S1) and experimental (EFD) value (where the error is defined 
as |% error|= |(CFD − EFD)/EFD| × 100). 

Table 5 contains the validation and verification results for all speeds 
in the case when the ship is operating at its design draught and with a 
0∘ trim angle. It should be noted that in the experiment of Elsherbiny 
et al. (2019b), the ship is allowed to sink and trim, whereas in the 
current numerical model, the ship is fixed. According to the validation 
and verification results given in Table 5, all speeds except Fd = 0.4 are 
validated when assuming the low speed experimental uncertainty 
(UEFD = 2.2%) is valid. On the other hand, when the high speed un
certainty value of UEFD = 0.79% is taken as valid, the cases when Fd =

0.4 and Fd = 0.57 are not validated. When the ship speed corresponds 
to Fd = 0.4, the comparison error is approximately 7.06%, the highest of 
all cases, whereas the validation uncertainties are 3.04% and 2.24% for 
the low and high speed cases, respectively. 

The validation uncertainties (UV, predicted as shown in Eq. (7)), are 
predicted in the range 2.94% to 5.24% in the low speed UEFD cases 
corresponding to Fd = 0.502, and Fd = 0.469, respectively. On the 
other hand, the high speed validation uncertainties, that is, when the 
experimental uncertainty is taken as the lower value of 0.79%, UV values 
range between 2.11% and 4.82% for Fd = 0.502, and Fd = 0.469, 
respectively. 

Since the validation uncertainties comprise grid and time step- 
induced uncertainties, it is instructive to examine which parameter at
tains greater values for each speed. Doing so presents a mixed picture:  

• For the two lowest speeds (Fd = 0.302, and Fd = 0.4) the time step is 
responsible for greater numerical uncertainty. However, the 
magnitude to the GCI uncertainty decreases as the speed is increased 
from Fd = 0.302 to Fd = 0.4 by up to one half. 

Fig. 7. Pressure resistance coefficients. The red lines indicate the least total resistance coefficient achieved at each speed. These are given in the bottom right tile of 
the figure for each trim and draught condition. 
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• For all other speeds, grid dependence is greater than time depen
dence. This suggests that the manner of setting the time step (Eq. (3)) 
is relatively effective in maintaining a stable solution in terms of 
temporal discretisation. 

The results of the validation and verification study can be summar
ised as follows. While the majority of cases were validated, validation 
was not achieved in some cases (four out of five speeds were validated 
when UEFD = 2.2% and three out of five speeds were validated when 
UEFD = 0.79%). However, since the majority were validated regardless 
of the experimental uncertainty, the validation and verification exercise 
is considered successful. Discretisation uncertainties were found to be 
within tolerable levels, with no case exceeding 3.44% (observed for Fd =

0.469) when performing grid coarsening, and 3.57% (observed for Fd =

0.302) when studying the influence of the time step. It should be noted 
that the uncertainties reported within this section are assumed to hold 
for all other cases mentioned in Table 2. 

4.2. Resistance results for varying trim angle and draught 

This section contains the computed resistance coefficients for all 
cases, including variations in depth Froude number, trim angle, and 
draught. Resistance coefficients are computed by dividing the force 
measured by 0.5ρSV2, where ρ = 997.561 kg/m3 is the fresh water 
density, S is the submerged area of the hull, measured at each draught 
and trim angle, and V is the ship velocity. The CFD model decomposes 
the total resistance into a frictional and a pressure component. In 

converting these forces to coefficient form, one arrives at the total 
resistance coefficient (CT), the pressure resistance coefficient (CP), and 
the frictional resistance coefficient (CF). 

Fig. 3 indicates that the total resistance coefficient is influenced 
considerably by the trim angle. Moreover, the least resistance changes 
with speed, but trim by bow is more likely to be a favourable condition 
than trim by stern. This conclusion can be arrived at by examining the 
bottom right tile of Fig. 3, which shows how each draught and Froude 
number influence the relative location of the smallest total resistance 
coefficient measured numerically. 

The presence of speed dependence implies an interaction between 
the effect of changes in the waterline as a result of varying trim and 
draught, and the resistance hump caused by variations in the wave 
resistance. To examine such effects, a comparison of the total resistance 
coefficients against depth Froude number is necessary. This is given in 
Fig. 4, where the effect of trim is clearly visible. While there is some 
clustering of the total resistance coefficients when the vessel is trimmed 
by bow (positive angles), it is evident that trim by stern (negative angles) 
is unfavourable. 

The case where the vessel is modelled with a trim of − 0.9∘ (trim by 
stern) exhibits the highest resistance coefficients for all depth Froude 
numbers and draughts. On the other hand, the numerical model predicts 
that a small trim angle by bow, typically 0.3∘~0.5∘, is the most 
favourable of the examined cases. It should be noted that for optima to 
be identified, the results should have a higher resolution, both with 
respect to speed, as well as with respect to trim. The resistance co
efficients shown in Fig. 4 were computed with the wetted surface area 

Fig. 8. Pressure resistance variation with draught and trim angle.  
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measured in each case (draught and trim) as mentioned previously. 
Therefore, these results include the effects of varying submerged wetted 
surface. It is instructive to examine the dimensional total resistance 
against depth Froude number to better understand if the hydrodynamic 
penalty incurred by increasing the draught of the vessel may be negated 
through trim optimisation. This is shown in Fig. 5, which demonstrates 
the increase in resistance across all speeds and draughts caused by a 
negative trim angle (trim by stern). 

The total resistance change between trim angles tends to increase at 
higher speeds indicating a greater potential for savings the higher the 
speed is. Fig. 5 shows that it is possible to reduce the total resistance by 
trim optimisation sufficiently to counter the hydrodynamic penalty 
incurred by draught changes. However, as discussed above, the opti
mum trim will vary depending on the draught. For example, when the 
draught is increased by 5%, the least resistance is recorded when the 
vessel is trimmed by 0.5∘ The total resistance coefficients for each trim 
angle are depicted in Fig. 6, where the aforementioned offset can be 
observed. 

As stated earlier, an increase in the draught can be used to fit a larger 
propeller, thereby increasing efficiency (IWA, 2020). It is therefore 
important to test the relative impact of draught increases. Draught 
changes can incur a hydrodynamic penalty in two ways. Firstly, the 
submerged surface area of the hull changes, therefore, the frictional 
resistance will be magnified, and secondly, by modifying the flow in the 
vicinity of the hull and waterline shape leading to differences in pressure 
resistance. 

The literature review section discussed which components of resis
tance are affected by differences in trim, finding that wave resistance, a 
component of the pressure resistance, is more sensitive to trim optimi
sation. In confined waters, although pressure resistance tends to attain a 
relatively small value, it is of higher importance than in deep, unre
stricted waters. It is important to quantify the pressure resistance 

magnitude to understand changes in the waterline shape which are 
known to have a great effect on the wavemaking resistance of a hull 
(Moustafa et al., 2015). Such changes occur due to both trim and 
draught changes, and may be particularly important if a hull is not 
operating at the design waterline. 

To provide further evidence on the impact of trim and draught 
changes on the resistance of the hull, it is necessary to examine the 
generated results for each depth Froude number separately. This is 
presented in Fig. 6, which confirms the observation made earlier; 
namely, the highest total resistance coefficient is always the case where 
the vessel is modelled with a trim of − 0.9∘ More importantly, Fig. 6 
shows that if a vessel is trimmed appropriately, the induced hydrody
namic penalty induced by increasing the draught can be partially offset. 

For example, in the even keel case, the total resistance coefficient is 
approximately 10.68% higher when comparing the design draught and 
the 10% increased draught cases for Fd = 0.303. This difference in
creases to 15.08% for Fd = 0.469 – the highest difference for all speeds. 
However, the results show that for Fd = 0.303, the resistance is only 
0.87% higher if the vessel is trimmed by 0.9∘ For Fd = 0.57, the total 
resistance coefficient may even be lower for the 10% increased draught 
case than the design draught by 0.34%. This is a result that indicates the 
importance of calibrating against speed as well as trim and draught. 

At this stage, it is convenient to introduce the obtained results for 
each resistance coefficient. To begin with, the pressure resistance coef
ficient is given in. The pressure resistance coefficients, given in Fig. 7, 
represent the normal component of the total drag and contain wave 
resistance as well as viscous pressure resistance. The data in Fig. 7 show 
that the pressure resistance is affected to a greater extent by the change 
in trim rather than speed. The highest CP values are always observed 
when the vessel is trimmed by stern ( − 0.9∘). This explains the prefer
ence of the total resistance results towards the positive trim angles, i.e. 
trim by bow. 

Fig. 9. Frictional resistance coefficients. The red lines indicate the least total resistance coefficient achieved at each speed. These are given in the bottom right tile of 
the figure for each trim and draught condition. 
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Fig. 10. Frictional resistance variation with draught and trim angle.  

Fig. 11. Dynamic pressure distributions (change with respect to hydrostatic pressure) for the design draught (left) and 10% increased draught (right) for all trim 
conditions at Fd = 0.57.
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It is instructive to examine the dimensional values of the resistance 
components alongside the relative difference of each case with respect to 
the even keel case. Fig. 8 shows that the pressure resistance increases 
strongly, by approximately 40% and 70% when the vessel is trimmed by 
stern ( − 0.9∘). This pattern holds true for all speeds, but also, the relative 
changes are predicted to be to a great extent independent of the draught 
increase. As evidenced by the changes relative to the even keel condi
tion, the change in the 5% and 10% increase draught are very similar to 
those predicted for the design draught. The dependence to speed can 
also be highlighted: the largest increases to stern are found when Fd =

0.469. 
Clearly, low values of the pressure resistance are more likely to be 

found when the vessel is trimmed by bow. As mentioned previously, 

pressure resistance is usually smaller than the frictional component, 
therefore, the variation of the pressure resistance coefficient must be 
considered in conjunction with the frictional resistance, which shown in 
Fig. 9. The frictional resistance coefficients show a different behaviour 
to CP. The main cause of variation is the ship speed and draught. This 
means there is comparatively little change in the path of the smallest CF 
predicted by the numerical model. This path is identical for the design 
draught and the 5% increased draught case, indicating that the least CF 
case experiences small changes as a result of the wetted area changes. 
Additionally, the frictional resistance coefficient is smaller when the 
vessel is trimmed by stern by − 0.3∘ for the design and 5% increased 
draught. This explains why the pressure resistance coefficients and the 
total resistance coefficients do not exhibit the same least resistance cases 

Fig. 12. Boundary layer extents at the aft perpendicular (x/L = 0) for the design draught and the 10% increased draught cases for Fd = 0.57. Each line represents the 
location where the flow velocity attains a value equal to 90% of the free stream velocity. Negative trim angles represent trim by stern. 

Fig. 13. Wave elevation on the hull for the design draught and the 10% increased draught cases for Fd = 0.57.  
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as the most favourable. The 10% increased draught case is predicted to 
have the least frictional resistance contribution in the even keel and −
0.5∘ case depending on the ship speed. 

To understand the changes in the frictional resistance better, 
dimensional equivalents of CF are given in Fig. 10. The frictional resis
tance changes proportionately to the trim, driven mostly by changes in 
the wetted surface area, as mentioned in the literature review. Relative 
to the even keel condition, the frictional resistance changes considerably 
less than the pressure resistance, showing a variation in the range 
approximately ±4.5% as opposed to +70% to − 10% as shown in Fig. 8. 
Nevertheless, friction dominates the total resistance, particularly at low 
speeds, where the greatest change in pressure resistance is observed. 
Therefore, a small relative difference in friction stemming from the 
change in wetted area may counter any changes brought about by 
modifying the pressure resistance. 

To better visualise such changes and explain the relative change in 
the pressure resistance coefficient, dynamic pressure distributions over 
the wetted area must be examined. This is depicted in Fig. 11, where the 
design draught and the 10% increased draught are compared in the case 
where Fd = 0.57. 

Fig. 11 demonstrates that the bow wave is split into two components 
and delayed significantly when the vessel is trimmed by stern. By 
contrast, the trim by bow cases exhibit a single elevation with a peak 
near the forward perpendicular. This observation also explains the 
supressed resistance hump in the cases where the vessel is trimmed by 
bow. Such humps would be expected when examining the range of 
speeds included in this study, and is apparent in the cases where the 
vessel is trimmed by stern. Additionally, a re-examination of Fig. 4 re
veals that the resistance hump in the − 0.9∘ cases has switched from Fd 
= 0.502 in the design and 5% increased draught cases to Fd = 0.496 in 
the 10% increased draught case. 

The results presented above show that pressure resistance, the 
normal component of the total, is influenced to a greater extent by 
variations in trim than frictional resistance. There is therefore a strong 
case for using potential flow-based methods for such investigations. 
However, viscous effects should also be taken into account for the 
following reasons. The stern area of the hull may be subject to strong 
viscous effects since the boundary layer is thicker than at the bow with 
consequences for wave making resistance (Song et al., 2019). Since 
wave making is influenced by these facts, it stands to reason that inviscid 
approaches may not fully capture the consequences of variations in the 
trim of a hull. Cuts of the boundary layer at the aft perpendicular are 
presented in Fig. 12 to investigate the effect of trim on the flow. 

Fig. 12 shows that trim has a considerable influence on the flow 
affected by viscosity in the stern area of a hull. The main disagreements 
between case studies are concentrated close to the centreline due to the 
proximity and position of the hull. Increasing the draught causes these 
disagreements to intensify, which is expected because viscous effects on 
ship resistance are known to grow with decreasing underkeel clearance 
(Zeng et al., 2019). In the majority of the y/L range, the +0.9∘ case has 
the smallest boundary layer, which rises more sharply and further as x/L 
is increased from the centreline than other cases. 

Viscous contributions to resistance are the primary cause of scale 
effects on ship resistance, it is therefore expected that magnifying the 
importance of viscosity will lead to greater scale effects. Terziev et al. 
(2021) and Zeng et al. (2019) explored the influence of shallow water on 
scale effects confirming that shallow water magnifies scale effects. The 
results presented herein are therefore expected to suffer scale effects 
when extrapolated to full-scale, particularly due to changes in the 
waterline shape. Waterline shapes obtained using the model-scale sim
ulations discussed above are compared in Fig. 13 for the design draught 
and the case where the draught is increased by 10%. The split in the bow 
wave elevation identified in Fig. 11 is confirmed, namely, as the vessel is 
trimmed by stern, the first wave trough at near the bow intensifies 
considerably when compared to cases where the vessel is trimmed by 
bow. Additionally, the design draught causes a larger oscillation when 

the vessel is trimmed by stern than at the 10% increased draught. In all 
cases, the +0.9∘ case shows the highest bow wave elevation and stern 
wave elevation. A reduction in the water level at the hull implies the 
flow is accelerated more than in other cases, causing additional friction 
and explaining the differences in frictional resistance observed in 
Fig. 10. 

At the vessel’s parallel midbody, the wave elevation is largely un
affected by variations in trim. However, near the stern wave elevations 
split and are arranged in ascending order vertically from − 0.9∘ to +0.9∘ 

vertically. Increasing the vessel draught causes the spread at the stern 
(near x/L = 0) to be greater: from approximately 2z/L× 10–3 to 4z/L×
10–3 in the design and 10% increased draught cases, respectively. As 
discussed previously, the same region experiences the greatest influence 
of viscosity and will be subject to scale effects. Particular care should 
therefore be given to reaching conclusions on the optimum trim enve
lope of a vessel in the absence of full-scale results and the use of inviscid 
methods. 

5. Conclusion and future work 

Reynolds averaged Navier-Stokes numerical simulations using the 
commercial software Star-CCM+, version 14.06.009, were carried out to 
explore the effect of a ship’s trim angle and draught on its resistance in 
confined waters. To this end, a set of five speeds (Fd = 0.302~0.57), 
seven trim angles (±0.9∘, ±0.5∘, ±0.3∘, and 0∘), and three ship draughts 
(design – 0% increase, 5% increase, and 10% increase) were modelled. 
The first step was to perform a validation and verification study on the 
level keel case (0∘ trim, 0% draught increase), for all speeds in the design 
condition, which resulted in a successful validation of the majority of 
ship speeds. Validation uncertainties in the range 5.24% and 2.11% 
were found for Fd = 0.469 and Fd = 0.502, respectively. 

For the examined ship, in the confined water channel investigated, 
the KCS showed the least resistance when trimmed by bow. However, a 
strong speed dependence was shown to influence the best trim angle. 
Changes in draught also contribute to determining the least total resis
tance coefficient. Similarly to other studies highlighted in the literature 
review section, the results presented herein show that pressure resis
tance is considerably more sensitive to changes in the trim than fric
tional resistance. The former is predicted to increase by up to 
approximately 70% when the vessel is trimmed by stern and reduce by 
approximately 15% when trimmed by bow. Conversely, frictional 
resistance exhibits changes by no more than 5% regardless of the trim 
condition. 

According to the numerical model, increases in the draught of the 
KCS may incur a hydrodynamic penalty of up to approximately 15.08% 
for Fd = 0.469 when compared to the design draught. However, the 
vessel trim can compensate this to a large extent. Specifically, the results 
presented herein showed that in the case of 10% increased draught and 
Fd = 0.303, the total resistance coefficient is 0.87% higher than the 
design loading condition if the vessel is trimmed by 0.9∘ (trim by bow). 
The highest examined speed showed a 0.34% reduction in the total 
resistance for the same case. This result has implications for the design of 
vessels, since it points to the possibility of fitting larger, more efficient 
propellers on deeper draught craft with little downside if the trim is 
taken into account. Significant changes in boundary layer and wave 
elevation were shown near the stern. Since the stern area of a hull is 
where viscous effects are strongest extrapolation to full-scale will incur 
scale effects which must be taken into account when proving design or 
operational recommendations. Additionally, care must be taken when 
providing trim optimisation advise since at some conditions the transom 
may immerse. Growth in the stern wave height as a result of scale effects 
may also cause such an effect. 

The study can be extended in a number of ways. Two suggestions 
could be the inclusion of sinkage and trim to model ship squat and its 
effect on resistance, which was not taken into account in the current 
model. Similarly, the effects of self-propulsion should be examined, 
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since a variation in the trim will also impact propeller performance. The 
study could also be enhanced by employing a typical inland hull, rather 
than a benchmark geometry. That would however require experimental 
data at a variety of data points to ensure the computational model is 
validated against several of the examiend conditions as was done in the 
present study. 
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