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Abstract—A multicarrier-division duplex (MDD)-
based cell-free (CF) scheme, namely MDD-CF, is pro-
posed, which enables downlink (DL) data and uplink
(UL) data or pilots to be concurrently transmitted on
mutually orthogonal subcarriers in distributed CFmas-
sive MIMO (mMIMO) systems. To demonstrate the
advantages of MDD-CF, we firstly study the spectral-
efficiency (SE) performance in terms of one coher-
ence interval (CT) associated with access point (AP)-
selection, power- and subcarrier-allocation. Since the
formulated SE optimization is a mixed-integer non-
convex problem that is NP-hard to solve, we leverage
the inherent association between involved variables to
transform it into a continuous-integer convex-concave
problem. Then, a quadratic transform (QT)-assisted
iterative algorithm is proposed to achieve SE maxi-
mization. Next, we extend our study to the case of
one radio frame consisting of several CT intervals. In
this regard, a novel two-phase CT interval (TPCT)
scheme is designed to not only improve the SE in radio
frame but also provide consistent data transmissions
over fast time-varying channels. Correspondingly, to
facilitate the optimization, we propose a two-step it-
erative algorithm by building the connections between
two phases in TPCT through an iteration factor. Sim-
ulation results show that, MDD-CF can significantly
outperform in-band full duplex (IBFD)-CF due to the
efficient interference management. Furthermore, com-
pared with time-division duplex (TDD)-CF, MDD-CF
is more robust to high-mobility scenarios and achieves
better SE performance.

Index Terms—Cell-free, multicarrier-division du-
plex, time-division duplex, in-band full-duplex

I. Introduction
As one of the promising techniques integrating the

advantages of cloud radio access network (C-RAN), mas-
sive multiple-input multiple-output (mMIMO) and coor-
dinated multipoint (COMP), cell-free (CF)-mMIMO has
attracted the growing attention from both academia and
industry in recent years [1]. The inter-cell interference,
which imposes the main limit on the performance of the
cell-edge users in cellular networks, is no longer intractable
in the CF-mMIMO systems, as the result of no cell
boundaries and user-centric operation, and hence leading
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to the possible seamless coverage [2]. Furthermore, CF-
mMIMO has been deemed as the most promising tech-
nique to support massive machine type communications
in the future Internet-of-things (IoT) networks, owing to
its better massive access performance and more flexible
AP cooperation [3, 4].

As it is evolved from the collocated mMIMO, CF-
mMIMO systems still consider time-division duplex
(TDD) as the dominant duplexing mode [5, 6]. However,
TDD has its limitation, especially, when implemented in
fast time-varying environment. First, in TDD, the guard
period (GP) between DL and UL transmissions is indis-
pensable. In this regard, when communication channels
change quickly in high-mobility scenarios, UL training has
to be frequently performed due to the shorter CT inter-
val, and hence the portion of time for data transmission
decreases [7]. Second, the successive transmission of DL
and UL represses the explosive demand of asymmetric
communications [8]. For instance, several users having high
demand on DL data may have to wait for a single user
with a low demand on UL data, which in turn causes the
low utilization efficiency of the time-frequency resources.
To mitigate the above-mentioned problems, in-band full-
duplex (IBFD) has been envisaged as one of the candidate
techniques in beyond 5G and 6G systems, owing to its
potential to double the spectral-efficiency (SE), when com-
pared with the half-duplex (HD) systems [9]. Nevertheless,
the self-interference (SI) problem stands in the way of the
practical implementation of IBFD, leading to the fact that
IBFD can only outperform HD when powerful and efficient
SI cancellation (SIC) approaches operated in propagation-,
analog- and digital-domain are available, which is however
at the expense of high complexity and system resources
[10–12].

Recently, multicarrier-division duplex (MDD) has been
proposed as a potential alternative for shift from HD to
IBFD [13], which allows systems to render the FD opera-
tions in the same time slot and the same frequency band
but different subcarriers without the cost of GP. Although
MDD still suffers from SI due to the FD operation on
the same time-frequency resources, the requirement for
the digital-domain SI is largely relaxed with the aid of
the FFT operation implemented in the built-in analog-to-
digital converter (ADC) of receiver chains [14]. To show
the merits of MDD, the comparison of MDD, HD and
IBFD has been comprehensively studied in [7, 15], when
potentially practical scenarios are considered.
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Noise floor
-94 dBm

-52 dBm

AP transmit power
40 dBm

-20 dBm

12-bit ADC dynamic range

Input power at ADC

32 dB

42 dB

Propagation, Analog 

domains

Digital domain

Power after large-scale fading

Pathloss + shadowing

Fig. 1. An example to illustrate the IAI at receiver.

A. Motivation

To date, there have been a lot of works on the TDD-
based CF (TDD-CF) [2, 6, 16, 17], which demonstrated the
advantages of CF systems over the traditional small-cell
systems in terms of throughput and reliability. In order
to further improve the performance of TDD-CF, it is
intuitively to integrate IBFD into the CF systems, namely
IBFD-CF, thereby fully exploiting the resources in time-
and frequency-domain compared to its HD counterparts.
However, as analyzed in [18], the inter-AP interference
(IAI) and inter-mobile station (MS) interference (IMI)
largely limit the performance of IBFD-based multi-AP
or/and multi-MS systems.
To elaborate this point further, let us consider a basic

example of IAI, as depicted in Fig. 1. Since in the IBFD-
CF systems, the IAI coexists with the desired UL signal
in the same resource element, the cancellation of IAI is
similar to that of SI. In practice, to avoid large quanti-
zation noise and loss of effective ADC bits, the power of
the analog-domain signal input to ADC should not exceed
the noise floor by the dynamic range of the ADC. In other
words, for a 12-bit ADC, which has approximately 42 dB
of dynamic range [19], the maximum signal power input to
the ADC is -52 dBm. According to the outdoor microcell
PL model presented in [20], the large-scale fading can lead
to over 60 dB attenuation, when two APs are separated
by a distance of more than 10 meters. As a result, the
IBFD-based AP in CF systems needs to provide 32 dB
and 42 dB IAI suppression in propagation/analog-domain
and digital-domain, respectively.
In fact, in comparison with the propagation/analog-

domain IAI mitigation, the digital-domain IAI suppres-
sion is much harder to be achieved in IBFD-CF. This
is because the former can be obtained with the aid of
the power control and some passive approaches, such
as path-loss, cross-polarization and antenna-directionality
[21, 22], while the latter, such as minimum mean square
error (MMSE) and successive interference cancellation,
are usually not efficient for mitigating the interference
generated by a large number of APs from various direc-
tions in cell-based systems. For instance, in [23], authors
studied the IBFD-CF in centralized CF-mMIMO systems,
which can only provide a small amount of digital-domain

IAI mitigation by using the coordinated precoding and
successive interference cancellation at APs’ receiver. In
this case, the AP have to cut down its transmit power to
decrease the influence of IAI on neighboring APs, which
may lower the system performance. Noticeably, compared
with IAI, the IMI problem is much more difficult to handle,
as the baseband processors in MSs are not as powerful as
those in APs. However, since the transmit power of MS is
relatively small, the IMI can be largely mitigated in analog
domain by power allocation and user scheduling [8].

Furthermore, there have been some other works on FD-
style CF, such as DTDD-based CF and network-assisted
FD-based CF [24, 25], which heavily rely on the central
processing unit (CPU) to suppress the digital-domain IAI.
However, these centralized CF schemes require the precise
IAI channel estimation as well as a large capacity fron-
thaul, leading to the increased system overhead. Moreover,
the influence of propagation/analog-domain IAI/IMI, as
we elaborated in Fig. 1, are overlooked in [24, 25]. To the
authors’ best knowledge, despite the better scalability and
less dependence on fronthaul [1], none of the existing pa-
pers study the distributed CF-mMIMO systems with FD-
style operation, since the suppression of IAI/IMI can be
highly intractable when APs work independently without
sharing channel information with the CPU.

B. Contributions

To alleviate the problem of IAI/IMI, but maximize the
time-frequency resource usage at the same time, in this
paper, we propose an MDD-CF scheme. According to the
principles of MDD, DL and UL transmissions take place at
the same time but on different subcarriers. Therefore, the
IAI/IMI are mutually orthogonal with the desired UL/DL
signals in the digital domain, and can be easily removed
during reception without any additional system overhead.
On the other hand, owing to the FD-style operation, MDD
allows to concurrently implement DL transmission and
UL training, which improves the SE even over fast time-
varying channels. To leverage these advantages, however,
one of the challenges is how to efficiently allocate the power
and time-frequency resources among multiple APs and
MSs for simultaneously supporting data transmission or
training in two directions. To the best of our knowledge,
there is no study in the open literature that has considered
this kind of optimization problem. Therefore, against the
background, we comprehensively study the AP-selection,
power- and subcarrier-allocation issues in the MDD-CF,
with the motivation to achieve the optimal SE perfor-
mance. In summary, the novelties and contributions of this
paper can be briefly described as follows:
• In order to mitigate the interference to enable the

FD-style operation in distributed CF-mMIMO, the
MDD-CF scheme is proposed, where the effect of SI,
IAI and IMI are practically modeled. Additionally,
to study the optimization of AP-selection, power-
and subcarrier-allocation under the constraint of MSs’
quality of service (QoS), two application scenarios,
which assume that DL/UL transmissions occur in one
CT interval or in one radio frame, are considered.
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• In the case of DL/UL transmissions in one CT in-
terval, we firstly leverage the inner association be-
tween the continuous variables for power-allocation,
and binary variables for AP-selection and subcarrier-
allocation, to change the mixed-integer optimization
into a continuous-integer convex-concave problem.
Then, a quadratic transform (QT)-assisted iterative
algorithm is proposed to achieve the SE maximization
in MDD-CF scheme.

• In the case of DL/UL transmissions in one radio
frame, we consider imperfect channel estimation. A
two-phase CT (TPCT) interval is designed for the
CF systems operated in the MDD and IBFD modes.
Since the two phases are tightly coupled and both
of them support simultaneous transmissions in two
directions, they lead to a very intricate formulation.
Correspondingly, we introduce an iteration factor to
build the connection between the two phases, and
transform the original problem to a two-step iterative
optimization with the aid of the bisection method.

• We comprehensively compare MDD-, IBFD- and
TDD-CF in distributed CF-mMIMO systems under
the practical network settings. Our simulation results
demonstrate the superiority of MDD-CF over IBFD-
CF, due to more effective suppression of IAI and IMI
in the digital domain. Furthermore, the well-designed
TPCT interval with the proposed two-step iterative
algorithm enables MDD-CF to achieve much higher
SE than TDD-CF in high-mobility communication
scenarios.

Throughout the paper, the following notations are used:
AAA, aaa and a stand for matrix, vector, and scalar, respec-
tively; A and |A| represent the set and the cardinality
of set, respectively; (aaa)i denotes the i-th element of aaa;
AAA(i,:),AAA(:,j) and (AAA)i,j denote the i-th row, the j-th column
and the (i, j)-th element of AAA, respectively; Furthermore,
|AAA|, AAA∗, AAAT , AAA−1 and AAAH represent, respectively, the
determinant, complex conjugate, transpose, inverse and
Hermitian transpose of AAA; The Euclidean norm of a vector
and the Frobenius norm of a matrix are denoted as ‖·‖2
and ‖·‖F , respectively; IIIN denotes a (N×N) identity ma-
trix; CN (000,AAA) represents the zero-mean complex Gaussian
distribution with covariance matrixAAA; Furthermore, Tr(·),
ln(·) and E[·] denote the trace, natural logarithmic and
expectation operators, respectively.

II. System Model
We consider an MDD-CF scheme as shown in Fig. 2,

where the set D = {1, ..., d, ...,D} of single-antenna MSs
and the set L = {1, ..., l, ..., L} of APs of each with N
antennas are operated in the MDD mode that rely on
the mutually orthogonal subcarrier sets [14], namelyM =
{1, ...,m, ...,M} with |M| = M and M̄ =

{
1, ..., m̄, ..., M̄

}
with

∣∣M̄∣∣ = M̄ , for DL and UL, respectively. The total
number of subcarriers is Msum = M + M̄ . Furthermore,
we assume that the CF system is operated in a distributed
way, where CPU offloads most of the tasks to APs to
relieve its computation burden, and only sends coded data
to APs for DL transmissions or integrates the received UL
data from APs via fronthaul links without any knowledge

CPU

AP 1

AP 2

MS d

MS 1

Data transmissions

IAI/IMI

SI 

Fronthaul link

Data transmissions

IAI/IMI

SI 

Fronthaul link

AP  

Over DL subcarriers

Over UL subcarriers

Fig. 2. Illustration of MDD-CF scheme.

DLP UL G

: Analog-, digital-domain SI

TDD

IBFD

MDD

P : Pilots

DL : DL on          subcarriers           : DL on          subcarriers           

UL : UL on          subcarriers           

DL : DL on       subcarriers           : DL on       subcarriers           

UL : UL on       subcarriers           : UL on       subcarriers           

G : Guard period           : Guard period           

DL

ULP

DL

ULP
: Analog-domain SI

Fig. 3. Transmission in a coherence time interval of TDD-, IBFD-
and MDD- schemes.

of channel information. We assume that pilots and DL/UL
data are transmitted in a coherence time (CT) interval Tc
in terms of OFDM symbols. As shown in Fig. 3, in the
TDD mode, which is deemed as the mainstream duplex
mode in mMIMO systems [5], signal transmissions are
performed in sequence, where UL training, guard period
(GP) and DL/UL transmissions require γP, γG, γDL

TDD and
γUL

TDD symbol durations, respectively. Note that, in the
TDD mode, the GP between UL and DL is indispensable.
By contrast, in both IBFD and MDD modes, after the
same training time γP as that in the TDD mode, DL and
UL data transmission time are Tc−γP, which can be much
higher than that in the TDD mode.

A. Channel Model
For the convenience of notation, we denote the SI chan-

nel at the l-th AP and d-th MS by HHH ll ∈ CN×N and hdd,
respectively. These two SI channels are modeled as

(HHH ll)i,j =
√
ξSI
l αs,

hdd =
√
ξSI
d αs,

(1)

where αs ∼ CN (0, 1) is the small-scale fading, ξSI
l and

ξSI
d ∈ (0, 1] denote the residual SI levels at AP and MS
receivers, respectively. We assume that ξSI

l < ξSI
d , meaning

that the SI at AP receiver can be mitigated to a lower
level than that at MS receiver. This is because APs are
capable of employing more complicated circuits and higher
resource budget for SI suppression than MSs.
Remark 1. We consider two assumptions for the SI chan-
nels. 1) Since the SI link is relatively short in comparison
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to the AP-MS link, we assume SI link is of single-path
without suffering from the large-scale fading; 2) The resid-
ual SI level (ξSI

l /ξ
SI
d ) relies on the SIC capability, which

accounts for the propagation/analog- and digital-domain
SIC methods1, such as dual-port polarized antenna [28],
antenna circulator [19] and multi-tap RF canceller [29].
Furthermore, we denote the time-domain channel im-

pulse responses (CIRs) of the communication channels
between the d-th MS and the n-th antenna at the l-th AP,
the IAI channels between the n-th antenna at the l-th AP
and the n′-th antenna at the l′-th AP, and the IMI chan-
nels between the d-th MS and d′-th MS by gggnld ∈ CU×1,
gggnn

′

ll′ ∈ CU×1 and gggdd′ ∈ CU×1, respectively, where U is
the number of taps of multipath channels. Specifically,
the u-th tap of these channels can be generally modeled
as (ggg)u =

√
β/U αs with ggg ∈

{
gggnld, ggg

nn′

ll′ , gggdd′
}
, where

β ∈ {βld, βll′ , βdd′} accounts for the large-scale fading of
path loss and shadowing. The channels of different taps
are assumed to be independent. Additionally, the spatial
correlation among the antennas of AP is not considered in
this paper, which will be addressed in the future research.
Given the time-domain CIRs, the frequency-domain

channels can be obtained as hhh = FFFΨΨΨggg with hhh ∈{
hhhnld,hhh

nn′

ll′ ,hhhdd′
}
, where FFF ∈ CMsum×Msum is the FFT ma-

trix, ΨΨΨ ∈ CMsum×U is constructed by the first U columns
of IIIMsum . Moreover, the single DL/UL subcarrier channel
can be expressed as h[m] = φφφTDLhhh and h[m̄] = φφφTULhhh,
respectively, where φφφDL = III

(:,m)
Msum

and φφφUL = III
(:,m̄)
Msum

are the
mapping vectors. Note that here h[m] or h[m̄] denotes the
point-to-point subcarrier channel, which will be further
integrated into the vector and matrix for the AP-AP
channel (i.e., HHH ll′ [m or m̄] ∈ CN×N ), AP-MS channel
(i.e., hhhld[m] ∈ CN×1 and hhhld[m̄] ∈ CN×1), respectively, as
shown later in Section II.B.

B. Downlink Transmission
Within each CT interval, the data transmitted on the

m-th DL subcarrier for the d-th MS is denoted by xd[m],
which satisfies E

{
|xd[m]|2

}
= 1. The transmitted signal

on the m-th DL subcarrier by the l-th AP is given by

sssl[m] =
∑
d∈D

λldµldm
√
pldmfff ld[m]xd[m], (2)

where the binary variable λld denotes the association
relationship between the l-th AP and the d-th MS, with
λld = 1 expressing that the d-th MS is associated with
the l-th AP and λld = 0, otherwise. The binary variable
µldm explains the operation status of MS d on the m-th
DL subcarrier, with µldm = 1 implying that the m-th DL
subcarrier is activated by the l-th AP for DL transmission
to MS d and µldm = 0, otherwise. In (2), fff ld[m] ∈ CN×1 is

1As we mentioned before, MDD systems can be nearly free from
the SI in digital domain due to the FFT operation. By contrast,
in order to mitigate the digital-domain SI in IBFD-based systems,
the receiver has to estimate the channel between DAC and ADC,
and then reconstruct the transmitted signal, which is subsequently
subtracted from the received signal [26, 27]. This process incurs large
overhead, especially when the system is operated with a large number
of subcarriers.

the precoding vector with ‖fff ld[m]‖22 = 1, and pldm is the
power allocated to the m-th subcarrier of the d-th MS by
the l-th AP. The total power budget at the l-th AP is ex-
pressed as Pl, satisfying

∑
m∈M

∑
d∈D λldµldmpldm ≤ Pl.

The signal received from the m-th DL subcarrier at the
d-th MS can be expressed as

yd[m] =
∑
l∈L

hhhHld [m]sssl[m]︸ ︷︷ ︸
Desired signal + MUI

+zSI
d + zIMI

d + nd, (3)

where nd ∼ CN (0, σ2) is the additive white Gaus-
sian noise. According to [30, 31], the residual inter-
ference in digital domain arising from SI and IMI(
i.e., zSI

d and zIMI
d in (3)

)
are modeled as Gaus-

sian noise [30]. Specifically, zSI
d ∼ CN (0,E

[
z̄SI
d

(
z̄SI
d

)∗])
with z̄SI

d = hdd
∑
m̄∈M̄ µdm̄

√
pdm̄xd[m̄], where xd[m̄]

denotes the data transmitted on the m̄-th UL sub-
carrier by the d-th MS, pdm̄ denotes the transmitted
power. zIMI

d ∼ CN (0, ξIMI
d E

[
z̄IMI
d

(
z̄IMI
d

)∗]) with z̄IMI
d =∑

d′∈D\{d}
∑
m̄∈M̄ µd′m̄

√
pd′m̄hdd′ [m̄]xd′ [m̄], where ξIMI

d

denotes the residual IMI level at MS d.
Based on (3), it can be shown that the received SINR

on the m-th DL subcarrier at the d-th MS is given by

SINRd,m =
∣∣∑

l∈L λldµldm
√
pldmhhh

H
ld [m]fff ld[m]

∣∣2
MUId,m + var

{
zSI
d

}
+ var

{
zIMI
d

}
+ σ2 , (4)

where

MUId,m =
∑
l∈L

∑
d′∈D\{d}

λld′µld′mpld′m
∣∣hhhHld [m]fff ld′ [m]

∣∣2 .
(5)

C. Uplink Transmission
The received UL signal by the l-th AP from the m̄

subcarrier of MS d can be expressed as

yyyl[m̄] =
∑
d∈D

µdm̄
√
pdm̄hhhld[m̄]xd[m̄]︸ ︷︷ ︸

Desired signal + MUI

+zzzSI
l + zzzIAI

l +nnnl, (6)

where pdm̄ denotes the power allocated by MS d to the
m̄-th UL subcarrier, which satisfies

∑
m̄∈M̄ µdm̄pdm̄ ≤ Pd.

Similar to the received signals at MSs, the residual
interference due to the SI and IAI are modeled as Gaussian
noise, where zzzSI

l ∼ CN
(

0,diag
(
E
[
z̄zzSI
l

(
z̄zzSI
l

)H]))
with z̄zzSI

l = HHH ll

∑
m∈M sssl[m], and zzzIAI

l ∼
CN

(
0, ξIAI

l diag
(
E
[
z̄zzIAI
l

(
z̄zzIAI
l

)H])) with z̄zzIAI
l =∑

l′∈L\{l}
∑
m∈MHHH ll′ [m]sssl′ [m], where ξIAI

l denotes
the residual IAI level at the l-th AP.
Remark 2. zzzIMI

d and zzzIAI
l in (3) and (6) are mainly at-

tributed to the large-scale fading of the interfering links,
power-allocation and the residual IAI/IMI after the sup-
plementary mitigation of IAI/IMI in propagation/analog-
and digital-domain. In distributed CF systems, since each
AP works independently, the propagation/analog-domain
IAI suppression can hardly rely on the coordinated trans-
mit beamforming and successive interference cancellation
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[23, 32]. Furthermore, the passive methods, such as an-
tenna cross-polarization, beam separation and absorber
can only provide a small part of IAI suppression [9].
Additionally, due to the employment of single-antenna,
the MSs with less powerful baseband processor may fail
to handle any IMI in the propagation/analog domain.
However, as seen in (3) and (6), in our porposed MDD-
CF scheme, the IAI/IMI are mutually orthogonal to the
desired UL/DL signals in digital domain. Therefore, aided
by the large-scale fading and power-allocation to limit the
received signal within the effective dynamic range of ADC,
the followed FFT operation in digital domain can provide
extra mitigation of IAI/IMI [22].
We should mention that like any other multicarrier

systems, the FFT operation for the mitigation of residual
SI and IAI/IMI requires accurate time synchronization
[13]. As we know, it is relatively easy to achieve time
synchronization between transmitter and receiver at one
side or between different APs via low-latency fronthauls
[33], while the synchronization between MSs is challenging
and the excessive time synchronization error beyond the
allowable time window may degrade the performance of
the FFT-relied interference cancellation. However, this
issue is beyond the scope of this paper, and will be studied
in our future work.
Due to the feature of distributed operation in our

proposed system, each AP firstly processes the received
signals from MSs using the local combining vectors, yield-
ing ỹl[m̄] = wwwHld [m̄]yyyl[m̄], where wwwld[m̄] denotes the local
combining vector of AP l for detecting MS d. Then, the
local estimated data by all APs are further collected by
the CPU for final processing, which can be expressed as
ycpu[m̄] =

∑
l∈L ỹl[m̄]. The SINR obtained by the CPU

for detecting the data transmitted on the UL subcarrier
m̄ of MS d can be expressed as

SINRd,m̄ =
µdm̄pdm̄

∣∣∣w̃wwd[m̄]h̃hhd[m̄]
∣∣∣2

MUId,m̄ + SId,m̄ + IAId,m̄ + σ2 ‖w̃wwd[m̄]‖2
,

(7)
where

w̃wwd[m̄] =
[
wwwH1d[m̄], ...,wwwHLd[m̄]

]
∈ C1×NL,

h̃hhd[m̄] = [hhhH1d[m̄], ...,hhhHLd[m̄]]H ∈ CNL×1,

MUId,m̄ =
∑

d′∈D\{d}

µd′m̄pd′m̄

∣∣∣w̃wwd[m̄]h̃hhd′ [m̄]
∣∣∣2 ,

SId,m̄ =
∑
l∈L

E
[∥∥wwwHld [m̄]zzzSI

l

∥∥2]
,

IAId,m̄ =
∑
l∈L

E
[∥∥wwwHld [m̄]zzzIAI

l

∥∥2]
. (8)

D. Beamforming Strategy
In this paper, the ZF beamforming strategy is cho-

sen for transmitting and receiving at APs. Generally
speaking, MMSE beamforming outperforms ZF beam-
forming when perfect CSI is available, but when con-
sidering the multi-MS interfernece suppression, compu-
tation complexity as well as concise formulation, ZF
is applied in the following analysis, and it can be

easily substituted by MMSE in our proposed system.
Based on the ZF principle [34], the precoder/combiner
at the l-th AP, i.e., FFFZF

l [m] =
[
fffZF
l1 [m], ..., fffZF

lD [m]
]

and WWWZF
l [m̄] =

[
wwwZF
l1 [m̄], ...,wwwZF

lD [m̄]
]
, can be derived

as FFFZF
l [m] = HHHH

l [m]
(
HHH l[m]HHHH

l [m]
)−1 and WWWZF

l [m̄] =
HHH l[m̄]

(
HHHH
l [m̄]HHH l[m̄]

)−1, respectively, where HHH l[m] =
[hhhl1[m], ...,hhhlD[m]]H , HHH l[m̄] = [hhhl1[m̄], ...,hhhlD[m̄]]. Note
that, in order to ensure that the MUI is fully suppressed,
the implementation of ZF beamforming should adhere to
the constraint of N ≥ D.2 In this case, the MUI terms in
(4) and (7) are equal to zero. Therefore, the SINRd,m and
SINRd,m̄ can be rewritten as follows

SINRd,m =
∣∣∑

l∈L λldµldm
√
pldmωldm

∣∣2
ξSI
d ΘDL + σ2 ,

SINRd,m̄ = µdm̄pdm̄L
2∑

l∈L υldm̄
(
ξSI
l ΘUL + σ2

) , (9)

where

ωldm = 1∥∥fffZF
ld [m]

∥∥
2
, υldm̄ =

∥∥wwwZF
ld [m̄]

∥∥2
2 ,

ΘDL =
∑
m̄∈M̄

µdm̄pdm̄ + ξIMI
d

ξSI
d

∑
d′∈D\{d}

∑
m̄∈M̄

βdd′

Msum
µd′m̄pd′m̄,

ΘUL =
∑
m∈M

∑
d∈D

λldµldmpldm

+ ξIAI
l

ξSI
l

∑
l′∈L\{l}

∑
m∈M

∑
d∈D

βll′

Msum
λl′dµl′dmpl′dm. (10)

For the details of simplification, please refer to Appendix
A.

Consequently, the average SE of the MDD-CF scheme
in nats/s/Hz can be expressed as

ΛSE =
(

1− γP

Tc

)
1

Msum

∑
d∈D

( ∑
m∈M

R(SINRd,m),

+
∑
m̄∈M̄

R(SINRd,m̄)
)

(11)

where R(x) , ln(1 + x).

III. SE Optimization within single CT Interval

In this section, we aim to maximize the SE over one
CT interval in the MDD-CF scheme, as shown in Fig. 3.

2For the sake of convenience, we assume that each AP is employed
with sufficient antennas so as to suppress the interference that itself
generates. Although an AP is expected to be equipped with a small
number of antennas in CF systems, our assumption is still practical,
as each AP can be treated as a secondary central unit controlling N
single-antenna APs operated in a centralized mode through fronthaul
connections.
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Given the ZF beamforming, the optimization problem can
be stated as:

max
λld,µldm,µdm̄,pldm,pdm̄

ΛSE (12a)

s.t. λld ∈ {0, 1} , ∀l ∈ L, d ∈ D, (12b)
µldm ∈ {0, 1} , ∀l ∈ L, d ∈ D,m ∈M, (12c)
µdm̄ ∈ {0, 1} , ∀d ∈ D, m̄ ∈ M̄, (12d)∑
m∈M

∑
d∈D

λldµldmpldm ≤ Pl, ∀l ∈ L, (12e)∑
m̄∈M̄

µdm̄pdm̄ ≤ Pd, ∀d ∈ D, (12f)

∑
m∈M

R(SINRd,m) ≥ χDL, ∀d ∈ D, (12g)∑
m̄∈M̄

R(SINRd,m̄) ≥ χUL, ∀d ∈ D, (12h)

where the constraints of (12g) and (12h) are applied to
guarantee the MS’s QoS requirements for DL and UL so
as to avoid unbalanced greedy resource-allocation among
MSs. It can be observed that (12) is an optimization
problem of AP-selection and resource-allocation, which
is hard to solve because the binary variables

(
i.e., λλλ =

{λld} ,µµµ = ({µldm} , {µdm̄})
)
are tightly coupled with the

continuous variables ppp = ({pldm} , {pdm̄}). To circumvent
this problem, in what follows, we first focus on the reduc-
tion and approximation of the involved binary variables.

A. Reduction of Binary Variables
1) Reduction of µldm and µdm̄: Let us first consider the

case of µldm. According to (4), the relationship between
µldm and pldm at the l-th AP can be provided by the
following lemma.
Lemma 1. For the potentially optimal solution of (12),
the only feasible combinations of µldm and pldm are
(µ∗ldm, p∗ldm) ∈ {(0, 0), (1, p̃ldm)}, where p̃ldm 6= 0.

Proof. For the potentially optimal solution of (12), the
possible combinations of µldm and pldm are (µ∗ldm, p∗ldm) ∈
{(0, 0), (0, p̃ldm), (1, 0), (1, p̃ldm)}, where p̃ldm 6= 0. Then, it
can be easily found that ΛSE

(
(λ,µµµ,ppp) |µldm = 0 & pldm =

0
)

= ΛSE
(

(λ,µµµ,ppp) | µldmpldm = 0 & µldm + pldm 6= 0
)
,

since µldm and pldm are tightly coupled in (9). When
µldm or pldm is equal to 0, SINRd,m and SINRd,m̄ remain
unchanged as µldmpldm = 0. In conclusion, due to the
special relationship between µldm and pldm, these two
variables in the optimal solution of (12) can only be either
(0, 0) or (1, p̃ldm). This completes the proof.

Based on Lemma 1, after the optimization problem (12)
is solved, all µldm can be subsequently obtained from the
optimal power-allocation, i.e., p∗ldm, which can be given as

µldm =
{

0, p∗ldm
Pl

< κ

1, p∗ldm
Pl
≥ κ

, (13)

where κ is a very small number, implying that a small
value of p∗ldm can be deemed as zero. Analogously, we can
apply Lemma 1 and (13) to derive pdm̄ and µdm̄.

2) Reduction of λld: The binary variable λld denotes
the association status between AP l and MS d. Intuitively,
once any of the DL subcarriers is activated at AP l for
transmitting data to MS d, i.e., ∃m ∈ M, µldm = 1, the
communication link between AP l and MS d is established.
Therefore, λld can be obtained as

λld = max {µldm|m ∈M} , ∀l ∈ L, d ∈ D. (14)

B. Maximization of SE Based on Quadratic Transform
After the reduction of the binary variables, as shown

in Section III.A, the SE optimization problem can be
transformed to a relatively simple form as

max
ppp

ΛSE (15a)

s.t. (12b), (12c), (12d), (12e), (12f), (15b)

SINRd,m ≥ e
χDL
Md − 1, ∀d ∈ D,m ∈M, (15c)

SINRd,m̄ ≥ e
χUL
M̄d − 1, ∀d ∈ D, m̄ ∈ M̄, (15d)

where Md and M̄d denote the numbers of DL and UL
subcarriers assigned to MS d, respectively. During the
optimization, the values of λλλ and µµµ are initialized to 111
and then iteratively updated with the results of power-
allocation. Furthermore, the ZF precoder/combiner are
also re-computed during each iteration according to the
updated results of AP-MS connection and subcarrier-
allocation. Note that, the original constraints (12g) and
(12h) contain a sum of M and M̄ nonconvex components
for each MS d, respectively, resulting in extremely high
complexity. Hence, to make the optimization tractable,
these two constraints are simplified to (15c) and (15d).

It can be shown that the scaled-down objective function
(15a) belongs to the general multiple-ratio concave-convex
fractional programming (CCFP) problem [35]. However,
the constraints of (15c) and (15d) are still nonconvex,
which have to be approximated by the convex ones.

Specifically, based on (9), the constraint (15c) can be
equivalently written as

(15c)⇐⇒


SINRd,m , $2

d,m/ψd,m ≥ e
χDL
Md − 1, (16a)

0 < $d,m ≤
∑
l∈L
√
pldmωldm, (16b)

ψd,m ≥ ξSI
d ΘDL + σ2, (16c)

where $d,m and ψd,m are new variables, while (16b) and
(16c) are linear constraints. For (16a), since the function
fca($d,m, ψd,m) , $2

d,m/ψd,m with ($d,m, ψd,m) ∈ R2
++ is

convex, it can be approximated using the successive convex
approximation (SCA) properties as [36]

fca($d,m, ψd,m)

≥
2$(t)

d,m

ψ
(t)
d,m

$d,m −
($(t)

d,m)2

(ψ(t)
d,m)2

ψd,m := f (t)
ca ($d,m, ψd,m),

(17)

where ($(t)
d,m, ψ

(t)
d,m) is the feasible point obtained at the

t-th iteration. Therefore, (16a) can be substituted by the
new constraint given by

f (t)
ca ($d,m, ψd,m) ≥ e

χDL
Md − 1, ∀d ∈ D,m ∈M, (18)
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Following the same spirit, (15d) can be replaced by the
following convex constraints:

(15d)⇐⇒


f

(t)
ca (√$d,m̄, ψd,m̄) ≥ e

χUL
M̄d − 1, (19a)

0 < $d,m̄ ≤ pdm̄L2, (19b)
ψd,m ≥

∑
l∈L υldm̄

(
ξSI
l ΘUL + σ2) . (19c)

To this point, all the constraints in (15) are convex, and
we can now apply the QT to deal with (15). According to
[35, Corollary 2], the sum-of-functions-of-ratio problem in
(15a), i.e.,

max
ppp

1
Msum

D∑
d=1

( M∑
m=1

Rd,m(Ad,m(ppp)
Bd,m(ppp) ) +

M̄∑
m̄=1

Rd,m̄(Ad,m̄(ppp)
Bd,m̄(ppp) )

)
(20a)

s.t. (15b), (16b), (16c), (18), (19), (20b)

can be equivalently described as

max
ppp

1
Msum

D∑
d=1

( M∑
m=1

Rd,m
(
2zdm

√
Ad,m(ppp)− z2

dmBd,m(ppp)
)

+
M̄∑
m̄=1

Rd,m̄(2zdm̄
√
Ad,m̄(ppp)− z2

dm̄Bd,m̄(ppp)
)

(21a)

s.t. zdm ∈ R, ∀d ∈ D,m ∈M , zdm̄ ∈ R, ∀d ∈ D, m̄ ∈ M̄,
(21b)

(15b), (16b), (16c), (18), (19), (21c)

where A(ppp) and B(ppp) denote the numerator and denomi-
nator of (9), respectively. Since R(x) for all d, m and m̄ is
non-decreasing and concave, and for a given ppp, A(ppp)

B(ppp) is in
the concave-convex form, the optimal zzz = ({zdm} , {zdm̄})
can be obtained as zzz∗ =

√
A(ppp)
B(ppp) . Then, for a given zzz, the

problem (21) is a concave maximization problem over ppp.
Therefore, the overall problem can essentially be solved
by a block coordinate ascent algorithm, with zzz and ppp
iteratively optimized, until the optimization converges to
a local optimum. Note that our QT-assisted algorithm
mainly relies on the QT and SCA methods, and the details
for the proof of their convergence can be found in [35]
and [36]. Furthermore, the convergence properties and the
complexity of the algorithm will be studied in Section V.
In summary, the overall optimization algorithm for SE
maximization is stated as Algorithm 1.

IV. The SE Optimization within Radio Frame
The optimization problem addressed in the previous

section only considered the single CT interval and assumed
perfect CSI. In this section, we extend our studies by
considering a more complicated scenario, where the radio
frame with imperfect channel estimation is assumed. More
specifically, as shown in Fig. 4, in our proposed frame
structure, starting from the second CT interval of T 2

c ,
IBFD- and MDD-CF schemes can exploit an extra γP of
time for DL transmission at the beginning of the interval
during UL training, owing to their FD feature. There-
fore, for the convenience of illustration, we assume that

Algorithm 1: QT-assisted Algorithm for SE max-
imization in MDD-CF scheme

1 Initialization:
2 Set λλλ = 111,µµµ = 111;
3 Compute {ωldm} , {υldm̄} ,∀l, d,m, m̄;
4 Set t = 0, ppp(0) to a feasible value,

$
(0)
d,m = 1, $(0)

d,m̄ = 1, ψ(0)
d,m = 1, ψ(0)

d,m̄ = 1,∀d,m, m̄;
5 [QT Iteration]
6 repeat
7 Compute zzz(t) using zzz(t) =

√
A(ppp(t))
B(ppp(t)) , for a

fixed ppp(t) ;
8 Update ppp(t+1) by solving (21), for a fixed

zzz(t) ;
9 Update $(t+1)

d,m , $
(t+1)
d,m̄ , ψ

(t+1)
d,m , ψ

(t+1)
d,m̄ ;

10 Set t = t+ 1;
11 until Convergence;
12 end
13 Update µµµ and λλλ using (13) and (14), respectively;
14 Repeat Step 3 to Step 13 until λλλ and µµµ are stable,

and obtain the optimal SE, i.e., Λ∗SE.
Output: λλλ,µµµ,ppp,Λ∗SE

after T 1
c , each TPCT interval consists of two transmission

phases, namely Phase I with γP of supplementary DL
transmission and UL training, and Phase II with (Tc−γP)
of DL/UL simultaneous transmissions. By contrast, in the
counterpart TDD-CF scheme, since pilots and data are
sequentially transmitted, the SE performance may deteri-
orate quickly in some cases. For example, when the relative
velocity between MS and AP increases, UL training has
to be implemented more frequently as the result of the
shorter CT intervals, which unavoidably leads to the SE
degradation.

However, in order to unleash the full advantages of
FD, two paramount challenges need to be addressed in
this case. Firstly, since the channel varies continuously
from one CT interval to the next, the performance of
the supplementary DL transmission in Phase I hinges
on the predicted channel. For this problem, in literature,
there are various channel prediction methods, e.g., Wiener
filter [37], Kalman filter [38] and deep learning [39], which
can be applied to predict the required channels with
high accuracy. Secondly, as depicted in Fig. 4, although
the extra DL transmission during Phase I can increase
SE due to the added transmission time, it may cause
interference on the receiving of UL pilots, and hence affect
the channel estimation accuracy, which in turn leads to
degraded performance in Phase II. Therefore, there exists
a trade-off between the accuracy of channel acquisition and
the SE provided by the supplementary DL transmission.
To this end, we shall focus on this trade-off problem in
the sequel under the assumption that the CSI used for
the supplementary DL transmission is predicted using the
Wiener filter.



8

DLP UL G

: Analog-, digital-domain SI

TDD

IBFD

MDD

P : Pilots

DL : DL on          subcarriers           : DL on          subcarriers           

UL : UL on          subcarriers           

DL : DL on       subcarriers           : DL on       subcarriers           

UL : UL on       subcarriers           : UL on       subcarriers           

G : Guard period           : Guard period           

DLP UL G

DL

ULP

DL

ULP

DL

ULP

DL

ULP

DL

DL

……

……

……

DL : DL on       subcarriers with predicted channel          : DL on       subcarriers with predicted channel          

: Analog-domain SI

I II

Fig. 4. Structure of radio frame of TDD-, IBFD- and MDD- schemes,
where Nc denotes the number of CT intervals within one radio frame.

A. Channel Estimation in MDD-CF Scheme
Let us assume that all MSs synchronously transmit their

frequency-domain pilot sequences (FDPS) over the M̄ UL
subcarriers, while all APs transmit DL data to MSs over
the DL subcarriers. Let the FDPS transmitted by the d-
th MS be expressed as xxxp

d =
[
xp
d[1], ..., xp

d[m̄], ..., xp
d[M̄ ]

]T .
Then, the received training signal at the n-th antenna of
AP l can be written as

yyynl =
D∑
d=1

√
pp
dXXX

p
dΦΦΦULFFFΨΨΨggg

n
ld + zzzn,SI

l + zzzn,IAI
l +nnnnl , (22)

where pp
d denotes the power assigned for sending pi-

lots on each UL subcarrier by MS d, ΦΦΦUL = III
(M̄,:)
Msum

,
XXXp
d = diag {xxxp

d}, nnnnl ∼ CN (000, σ2IIIM̄ ). Note that
the transmit power of pilots is assumed to be larger
than that of UL data, which is fixed during com-
munication. According to Appendix A, we can ob-
tain zzzn,SI

l ∼ CN
(
000,
(
cov

{
zzzSI
l

})
n,n

IIIM̄

)
and zzzn,IAI

l ∼

CN
(
000,
(
cov

{
zzzIAI
l

})
n,n

IIIM̄

)
.

According to our previous study [14], the FDPS of MS
d can be designed as

xxxp
d =

[
1, ej2π

(d−1)ϑ
M̄ , ej2π

2(d−1)ϑ
M̄ , · · · , ej2π

(M̄−1)(d−1)ϑ
M̄

]T
,

(23)
where ϑ =

⌊
M̄
D

⌋
. With the assumption that M̄ ≥ DU 3

and the M̄ UL subcarriers are evenly distributed, JJJd =
XXXp
dΦΦΦULFFFΨΨΨ with respect to d = 1, ..., D are mutually

orthogonal, i.e.,{
JJJHd JJJd = M̄

Msum
IIIU ,

JJJHd JJJk = 000U , ∀ d 6= k.
(24)

Then, the noisy observation of gggn,d[i] can be formed as

ỹyynld = JJJHd yyy
n
l =

√
pp
dM̄

Msum
gggnld +JJJHd (zzzn,SI

l +zzzn,IAI
l +nnnnl ). (25)

3This assumption can be easily met in 5G and beyond systems [40],
as a large number of subcarriers is expected, especially, in the mm-
wave and THz bands. Note furthermore that, even if the distribution
of MSs become denser or if the number of multipaths increases due to
more complicated environments, leading to M̄ < DU , the LMMSE
method proposed in [14] can still guarantee an acceptable estimation
performance. However, for the simplicity of analysis, the case of M̄ <
DU is not further considered in this paper.

Correspondingly, the MMSE estimate to gggnld is given by

ĝggnld =
βld
√
pp
d

U

βldp
p
d
M̄

UMsum
+
(
ξSI
l Il + σ2

) ỹyynld, (26)

where Il =
∑
m∈M

∑
d∈D λ

I
ldµ

I
ldmp

I
ldm +

ξIAI
l

ξSI
l

∑
l′∈L\{l}

∑
m∈M

∑
d∈D

βll′
Msum

λI
l′dµ

I
l′dmp

I
l′dm denotes

the summation of SI and IAI. Here the superscript ‘I’
means that the interference arises from the supplementary
DL transmission of Phase I, as shown in Figure 4. Then,
according to the properties of MMSE, gggnld can be
orthogonally decomposed into gggnld = ĝggnld +eeenld, where eeenld is
the channel estimation error vector uncorrelated with ĝggnld
, which has the covariance matrix

Ξe = cov {eeenld} =

βld
U
−

β2
ldp

p
d
M̄

U2Msum

βldp
p
d
M̄

UMsum
+
(
ξSI
l Il + σ2

)
IIIU .

(27)

B. SE Maximization within Two-Phase CT Interval
As the case of the SE optimization in T 1

c has already
been addressed in Section IV, here we only study the case
of the new designed TPCT interval, i.e., Tnc , n = 2, ..., Nc,
as shown in Fig. 4.

To begin with, the average SE in Phase I can be
expressed as

ΛI
SE = γP

Tc

1
Msum

∑
d∈D

∑
m∈M

R( ˇSINRd,m), (28)

where ˇSINRd,m is different from the previous SINR, which
depends on the predicted CSI by Wiener filter. Then,
the maximization of the average SE in a TPCT interval
amounts to the following optimization problem:

max
pppI,pppII,λλλI,µµµI,λλλII,µµµII

ΛTPCT
SE = ΛI

SE + ΛII
SE (29a)

s.t. (12b), (12c), (12d), (12e), (12f), (15b), (15c), (29b)
λI
ld ∈ {0, 1} , ∀l ∈ L, d ∈ D, (29c)
µI
ldm ∈ {0, 1} , ∀l ∈ L, d ∈ D,m ∈M, (29d)∑
m∈M

∑
d∈D

λI
ldµ

I
ldmp

I
ldm ≤ Pl, ∀l ∈ L, (29e)

where pppI/II =
{
p

I/II
ldm

}
, λλλI/II =

{
λ

I/II
ld

}
, µµµI/II =

{
µ

I/II
ldm

}
.

The ΛI
SE is only related to pppI, while the ΛII

SE depends on
both pppI and pppII. (12b)-(12f) and (29c)-(29e) explain the
power constraints and binary selections for Phase II and
Phase I, respectively. (15b) and (15c) are the QoS con-
straints on Phase II, meaning that the objective in Phase
I is to increase the overall SE as much as possible, while the
QoS constraints are only imposed on Phase II. However,
as shown in (26) and (27), pppI in Phase I is included in
the error vector of the time-domain estimated CSI. Hence,
it implicitly affects the following DL/UL transmission in
Phase II, which makes the above optimization problem
intractable to obtain pppI and pppII at the same time.
In order to circumvent this problem, we introduce a two-

step iterative algorithm to split the original optimization
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problem of (29) into two sub-problems, namely the opti-
mizations of ΛI

SE and ΛII
SE, which are expressed as follows:

Sub 1: max
pppI,λλλI,µµµI

ΛI
SE (30a)

s.t. (29c), (29d), (29e), (30b)
ξSI
l Il ≤ ηlσ2, ∀l, (30c)

and

Sub 2: max
pppII,λλλII,µµµII

ΛII
SE (31a)

s.t. (29b). (31b)

Note that, since the above two sub-problems are strongly
correlated, we introduce (30c) in the first sub-problem to
build the connection between them, where ηl is a config-
urable factor for controlling the performance of channel
estimation, which is elaborated in the following remark.
Remark 3. The value of ηl directly influences the accuracy
of channel estimation, and further affects the DL/UL
transmissions in Phase II. For instance, as ηl decreases, to
meet the constraint of (30c), APs have to decrease their
transmit power so as to reduce Il at the cost of compro-
mised SE in Phase I. By contrast, a smaller Il results in
the smaller estimation error in (27), which in turn results
in a higher SE in Phase II. Hence, iteratively updating ηl
is essential for the proposed optimization problem. In our
implementation, we resort to the bisection method to find
the optimal ηl in the range of [0, ηmax], where 0 implies
that the supplementary DL transmission in Phase I is not
activated. In this case, there is no extra burden on the
channel estimation in the current CT interval. By contrast,
ηmax = ξSI

l I
max
l

σ2 denotes the maximum effective value,
where Imax

l means that all APs transmit at their highest
possible power for the supplementary DL transmission in
Phase I.
Therefore, in the proposed algorithm, we first set ηl = 0,

and obtain the total initial SE of ΛTPCT(0)
SE = ΛI(0)

SE +ΛII(0)
SE ,

where ΛI(0)
SE = 0. Then, ηl is iteratively updated based on

the bisection method until convergence is achieved. The
overall algorithm is summarized in Algorithm 2.

V. Simulation Results and Discussion
In this section, we provide the numerical results for

comparison of MDD-, IBFD- and TDD-CF in distributed
CF-mMIMO systems in terms of SE. All the simulations
are implemented on MATLAB using the CVX tool [41].

A. Parameters and Setup
The following results are obtained based on either one

CT interval or one radio frame consisting of one CT
interval and (Nc − 1) TPCT intervals. In our studies,
we assume that the subcarrier spacing is 15 KHz (with
the central carrier frequency of 5 GHz), and each OFDM
symbol with cyclic prefix spans ts = 71.35µs [40]. We
assume that all MSs move at a relative speed of v = 5
km/h, while APs are stationary. Hence, the coherence
time is tct ≈ 21.6 ms. In this case, one CT interval can
accommodate about Tc = tct/ts ≈ 300 OFDM symbols.

Algorithm 2: SE Maximization within TPCT
Interval

1 Initialization:
2 Set t = 0, t′ = 0

ηl ∈ [ηa, ηb], ηa = η
(0)
l = 0,∀l, ηb = ηmax;

3 Solve Sub 1 and Sub 2 problems in sequence using
the QT method, and obtain ΛI(t)

SE and ΛII(t)
SE ;

4 Compute ΛTPCT(t)
SE = ΛI(t)

SE + ΛII(t)
SE ;

5 [Bisection Iteration of ηl]
6 repeat
7 Set t = t+ 1, and update η(t)

l = ηa+ηb
2 ;

8 Implement Step 3 and Step 4;
9 if ΛTPCT(t)

SE < ΛTPCT(t
′
)

SE then
10 ηb = η

(t)
l ;

11 else
12 ηa = η

(t)
l , t′ = t;

13 end if
14 until Convergence;
15 end

Output: pppI,λλλI,µµµI, pppII,λλλII,µµµII,ΛTPCT∗
SE

Regarding the frame structure [40, 42], we assume that
for all systems, the pilot transmission requires 15 OFDM
symbol durations within one CT (i.e., γP = 15, as shown
in Fig. 3 and Fig. 4), while for TDD systems, the GP lasts
for 15 OFDM symbol durations in a TDD radio frame (i.e.,
γG = 15).

Assuming the delay spread of 40 ns [43], the coherence
bandwidth is Bc ≈ 4.2 MHz. To make subcarrier signals
experience flat fading, we assume that the total number
of subcarriers is Msum = 48 for all systems, while in
MDD systems, the numbers of DL and UL subcarriers
are M = 32 and M̄ = 16, respectively. For the sake of
fair comparison, in TDD systems, the ratio of DL/UL
transmission times is set to the same ratio of DL/UL
subcarrier numbers in MDD-CF, i.e., γDL

TDD = 180 and
γUL

TDD = 90, if the CT interval has 300 symbols, while
the other 30 symbols are pilot symbols and GP intervals.
Then, the total SE of TDD-CF within one CT or one radio
frame can be expressed as

ΛTDD
SE = 1

Msum

∑
d∈D

(Msum∑
m=1

γDL
TDD
Tc

R(SINRd,m)

+
Msum∑
m̄=1

γUL
TDD
Tc

R(SINRd,m̄)
)
. (32)

Owing to the DL transmission in Phase I, as shown in
Figure 4, the total SE achieved by the MDD-CF in one
radio frame is different from that in one CT interval, which
can be expressed as

ΛMDD-RF
SE = 1

Nc
ΛSE + Nc

Nc − 1ΛTPCT
SE , (33)

where ΛSE and ΛTPCT
SE are derived based on (11) and (29),

respectively. The SE computation of IBFD-CF within one
radio frame is similar to that of MDD-CF.



10

TABLE I
Simulation parameters

Default parameters Value
Number of APs, MSs (L,D) (12, 4)
Number of antennas per AP (N) 6
AP’s and MS’s Power budget (Pl, Pd, ∀l, d) (10, 1) W
UL pilot power (pp

d
, ∀d) 0.6 W

MSs’ QoS requirements (χDL, χUL) (0.5, 0.1)
Noise power (σ2) -94 dBm
Delay taps (U) 4
Number of CT intervals within one frame (Nc) 10
Residual SI level at AP (ξMDD-SI

l , ξIBFD-SI
l ,∀l) -130 dB

Residual SI level at MS (ξMDD-SI
d , ξIBFD-SI

d ,∀d) -120 dB
Cell length (SD) 400 m

We assume that APs in both IBFD-CF and MDD-CF
schemes with distributed operation are capable of pro-
viding 30 dB IAI suppression in the propagation/analog
domain with the existing approaches as mentioned previ-
ously. Provided that the 12-bit ADC is employed, MDD-
CF can suppress IAI up to 72 dB (i.e., ξMDD-IAI

l = −72 dB,
∀l), of which 42 dB is attributed to the digital cancellation
by FFT, as analyzed in Fig. 1. On the contrary, as IBFD-
CF can hardly cope with the IAI in digital domain,
we assume that it can provide no more than 10 dB of
digital-domain IAI mitigation4, yielding ξIBFD-IAI

l = −40
dB, ∀l. In the context of the IMI suppression, since the
propagation/analog-domain IMI methods are relatively
complicated to implement at the single-antenna MS, it is
assumed that ξIBFD-IMI

d = 0 dB, ∀d, while ξMDD-IMI
d = −42

dB, ∀d, owing to the FFT-assisted suppression.
We assume that all APs and MSs are uniformly and

randomly distributed within a square of size (SD × SD)
m2. The large-scale fading coefficients β ∈ {βld, βll′ , βdd′}
is given by β[dB] = PL + σshz, where the shadowing is
characterized by σshz with a standard deviation of σsh = 4
dB and z ∼ N (0, 1). The PL exponent is assumed to be
-3.8 [1]. Unless otherwise noted, the other parameters are
listed in Table I.

B. Case of One CT Interval
Given a randomly generated network layout, Fig. 5

shows the AP-selection and power-allocation results at-
tained by Algorithm 1 over one CT interval. The numbers
within the blue and pink squares denote the AP and
MS’s transmit power, respectively. The black arrowed lines
denote the DL links with the transmit power larger than
1 W . It can be observed from the figure that, subject to
the limited SIC capability, the transmit power of a MS
for UL transmission is much less than the budget power.
Moreover, some APs, such as AP 1, AP 2 and AP 9,
located far away from MSs are controlled by the algorithm
to reduce their transmit power to avoid IAI on the other
APs. Furthermore, in Fig. 6, as an example, we show the
detailed power- and subcarrier-allocation results of AP
11 to MS 3. Explicitly, based on (13), AP 11 allocates

4In fact, authors in [23] presented several digital-domain methods
to suppress IAI, which end up with only providing about 10 dB of IAI
mitigation. The study implies that the IAI suppression in IBFD-CF
scheme with centralized operation is very challenging, not to mention
the CF systems operated in a distributed way.

Fig. 5. AP-selection and power-allocation results obtained by Algo-
rithm 1 in MDD-CF scheme.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
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0.6

AP 11 MS 3

Fig. 6. Power- and subcarrier-allocation results of AP 11 to MS 3
achieved by Algorithm 1.

different power to the 32 DL subcarriers, where some
subcarriers, namely subcarriers 11, 12, 22, 23 and 24, with
very small power are not assigned to MS 3.

In the following simulations, we focus on the perfor-
mance comparison of MDD-, TDD- and IBFD-CF schemes
over one CT interval, as shown in Fig. 3. First, the
performance of three schemes is presented in Fig. 7. From
the results, when v = 5 km/h (corresponding to Tc = 300
OFDM symbols), TDD-CF slightly outperforms MDD-CF
in terms of the 95%-likely per-MS SE as the result of
the IAI and IMI being not perfectly canceled in MDD-
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1

Fig. 7. Cumulative distribution of the per-MS in different CF
schemes.
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Fig. 8. Cumulative distribution versus Per-MS SE in MDD- and
IBFD-CF schemes with different SIC.

CF. Although IBFD-CF provides substantially higher SE
for the strongest MSs, its 95%-likely performance is only
about 0.5 nats/s/Hz, which is 10 times lower than MDD-
and TDD-CF (5 nats/s/Hz). The rationale is that there
are usually only a small number of MSs that can benefit
from IBFD mode. These MSs should be located far away
from the neighboring MSs and their serving APs are also
not close to each other. Otherwise, to meet the QoS
requirements, see (12g) and (12h), the DL/UL transmit
power has to be decreased so as to reduce the negative
effect of IAI/IMI. Furthermore, the performance of these
schemes is very different when the relative speed between
MSs and APs is increased to 15 km/h, which corresponds
to 100 OFDM symbols transmitted in one CT interval.
Fig. 7 clearly shows that the performance of TDD-CF
deteriorates quickly as the relative speed increases. This is
because the length of GP is constant, but its proportion
within one CT interval becomes larger when the relative
speed goes up, which therefore leads to the reduced SE.
The influence of the SIC capability at APs and MSs

in the MDD- and IBFD-CF schemes is demonstrated in
Fig. 8. Note that the value of ξMDD-SI

d is not shown in
the figures, which is always set to be 10 dB lower than
that of ξMDD-SI

l . From Fig. 8(a), it can be seen that the
higher SIC capability the APs and MSs have, the better
performance the MDD-CF can attain. Specifically, when
ξMDD-SI
l = −140 dB, MDD-CF outperforms TDD-CF with
a higher performance upper bound. This is because MDD
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Fig. 9. Cumulative distribution versus Per-MS SE in MDD- and
IBFD-CF schemes with different cell size.

mode is free of GPs, and hence have more time resource
for data transmissions. On the contrary, from Fig. 8(b),
the interesting result is that when the ξIBFD-SI

l reaches at
120 dB, the further increased SIC capability can hardly
improve the performance of IBFD-CF. This implies that
the IBFD-CF is mainly IAI/IMI-limited.

Fig. 9 evaluates the influence of cell size on the perfor-
mance of MDD- and IBFD-CF schemes. It can be clearly
seen that as the cell size decreases, meaning that the
distribution of MS and AP become denser, the 95%-likely
per-MS SE of the MDD-CF is increased by 4 nats/s/Hz,
while the IBFD-CF fails to obtain the significant gain from
the denser network deployment. The reason is that, in
IBFD-CF, the denser distribution of APs and MSs also
means the shorter interference links of AP-AP and MS-
MS. In this case, the large-scale fading is unable to provide
enough IAI and IMI mitigation, consequently, both the
APs and MSs have to decrease their transmit power
so as to control the level of interferences. By contrast,
the FFT-assisted IAI and IMI cancellation in MDD-CF
can efficiently mitigate the interference in digital domain.
Hence, MDD-CF can benefit significantly from the short-
distance communications. Moreover, to further illustrate
the effect of IAI, we assume that the APs in both MDD-
CF and IBFD-CF schemes have an extra 30 dB of IAI
suppression capability, when SD = 100 m. Then, it can
be seen that the IBFD-CF has a significant improvement
in terms of both the 95%-likely and the median per-MS
SE. However, the 95%-likely per-MS SE of the IBFD-CF
with extra IAI suppression is still 4 nats/s/Hz lower than
that of the MDD-CF without extra IAI suppression, due
to the less IMI mitigation. We can conclude from Fig. 8
and Fig. 9 that the IBFD is not a desirable mode for FD-
style operation in distributed CF-mMIMO systems, while
the MDD mode is more promising.

The convergence behavior of the Algorithm 1 in MDD-
CF is shown in Fig. 10, where each iteration period denotes
one cycle, which includes step 3 - step 13 in the Algorithm.
The lowest starting point at the beginning of each iteration
period is due to the reinitialization at step 4. From the
figure, it can be easily seen that Algorithm 1 can reach
convergence only after two iteration periods. Concerning
the complexity, Algorithm 1 is mainly attributed to solving
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Fig. 10. SE convergence behavior of Algorithm 1 in MDD-CF
scheme.
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Fig. 11. Per-MS SE of one radio frame versus the relative speed.

the optimization problem (21), regardless of the compu-
tation of the ZF matrices and the initialization of the
involved variables. Hence, according to [44], the approx-
imated complexity of Algorithm 1 is O

(
(LDM + 2DM +

3DM̄)2(L + D + 3DMsum)2.5 + (L + D + 3DMsum)3.5)
per iteration. From these results, one can see that the
numbers of MSs and subcarriers are the two dominant
factors limiting the scalability of MDD-CF, where the MSs
are densely distributed with a large number of available
subcarriers. To this end, the more scalable approaches for
the MDD-CF scheme deserve further investigation in the
future.

C. Case of One Radio Frame
In this subsection, we demonstrate the advantages of

MDD-CF, which can fully exploit the time resource within
one radio frame with the aid of Algorithm 2 to improve
the SE performance, as detailed below.
Fig. 11 evaluates the per-MS SE of the three different

schemes over a range of relative speeds. Explicitly, the SE
performance of TDD-CF deteriorates quickly, as the rela-
tive speed increases. The explanation is as follows. In TDD
mode, DL/UL transmissions can only be implemented in a
sequential manner. When the relative speed between MSs
and APs increases, the reduced CT interval leads to the
less time for data transmission. By contrast, with the aid
of our proposed Algorithm 2, both MDD-CF and IBFD-
CF are robust to the high-mobility scenarios, as expected.
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Fig. 12. Cumulative distribution versus per-MS SE in Phase I.
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Fig. 13. Cumulative distribution versus per-MS SE in the case of
combined Phase I and Phase II.

In particular, as MDD-CF can benefit from the lower
IAI/IMI as well as the FD operation during both Phase
I and II, it doubling the per-MS SE compared to TDD-
CF, at the speed of 30 km/h. As shown in Fig. 11, the
IBFD-CF is also outperformed by the MDD-CF, due to
the larger residual IAI/IMI, which not only affect the UL
and DL communications in Phase II, but also the channel
estimation in Phase I. However, it can eventually surpass
the TDD-CF at about 18 km/h and achieve 1 nats/s/Hz
higher per-MS SE than the TDD-CF at 30 km/h, due to
the fact that Phase I becomes increasingly paramount in
TPCT interval.

The performance of Phase I and that of the combination
of Phase I and Phase II are demonstrated in Fig. 12
and Fig. 13, respectively. Due to the limited capability
of IAI/IMI management in IBFD-CF, in order to guar-
antee the accuracy of channel estimation in Phase I, the
APs have to cut down the DL’s transmit power so as
to limit the interference imposed on the pilot receiving.
Consequently, as seen in Fig. 12, the IBFD-CF attains a
much poorer performance in Phase I than the MDD-CF.
Furthermore, Fig. 13 shows that when the relative speed
is increased to 30 km/h, the 95%-likely per-MS SE of the
MDD-CF is nearly two times higher than that of the TDD-
CF. Additionally, as seen in Fig. 13, although the IBFD-
CF lags behind the TDD-CF in terms of the 95%-likely
per-MS SE, its median performance is higher than that of
the TDD-CF at 30 km/h.

Finally, the convergence of Algorithm 2 is shown in Fig.
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Fig. 14. SE convergence behavior of Algorithm 3 in MDD-CF
scheme.

14. Note that η marked in the figure denotes the average
value of ηl, i.e., η =

∑
ηl/L. It can be seen from the results

that when t = 0 and η = 0, only Phase II is activated
and there is no data transmission in Phase I. Then, as η
iterates in line 7 of Algorithm 2, the general observation
is that if the performance of one phase improves, the
performance of the other phase degrades. The reason is
that according to (30c), if more power is allocated for the
DL transmission in Phase I, it results in not only the SE
increase but also a larger channel estimation error, which
leads to the SE degradation in Phase II, and vice versa.
The results demonstrate that our proposed algorithm is
capable of attaining the 99% system performance after 6
iterations, and fully converging within about 10 iterations.
The complexity of Algorithm 2 is mainly attributed by
the optimization of (29), which has two phases. However,
as indicated by (30) and (31), the complexity of Phase
I is much lower than that of Phase II, as there are less
variables to consider and also less constraints involved in
the optimization of Phase I. Consequently, the complexity
of Algorithm 2 is dominated by the operations in Phase
II, which is nearly the same as Algorithm 1.

VI. Conclusions
The MDD-CF scheme has been proposed and compre-

hensively studied in terms of SE performance, when AP-
selection, power- and subcarrier-allocation are taken into
consideration. Firstly, the SE optimization problem has
been studied in one single CT interval. We have exploited
the interdependence of the involved variables and trans-
formed the mixed-integer optimization to a continuous-
integer convex-concave problem. In order to efficiently
solve the problem, we have proposed a QT-assisted iter-
ative algorithm, which is capable of quickly achieving a
local optimum. The simulation results show that in dis-
tributed CF-mMIMO systems, MDD-CF can significantly
outperform IBFD-CF due to the more efficient IAI and
IMI mitigation. Secondly, the case of one radio frame with
imperfect channel estimation has been studied. To fully
take the advantages of FD operation in radio frame, we
have designed a TPCT interval comprised of two tightly
coupled phases. Then, a two-step iterative algorithm based
on bisection method has been proposed to maximize the
SE in TPCT interval. According to the simulation results,
with the aid of TPCT interval and Algorithm 2, MDD-CF

is more robust to high-mobility scenarios, while the per-
formance of TDD-CF degrades quickly with the increase
of the relative speed between APs and MSs.

Appendix A
The simplification of SINRd,m and SINRd,m̄ in (9)

For SINRd,m, since the ZF precoder is employed with
the constraint of power normalization, the numerator of
(4) can be transformed to

∣∣∑
l∈L λldµldm

√
pldmωldm

∣∣2,
where ωldm = 1

‖fffZF
ld

[m]‖2
. In the denominator, MUId,m ≈ 0

due to the ZF precoding, when N ≥ D. Furthermore,
var
{
zSI
d

}
and var

{
zIMI
d

}
can be obtained as follows

var
{
zSI
d

}
= E

[
z̄SI
d

(
z̄SI
d

)H] (a)= ξSI
d

∑
m̄∈M̄

µdm̄pdm̄,

var
{
zIMI
d

}
= ξIMI

d E
[
z̄IMI
d

(
z̄IMI
d

)H]
(b)= ξIMI

d

∑
d′∈D\{d}

∑
m̄∈M̄

βdd′

Msum
µd′m̄pd′m̄, (34)

where (a) is derived using E
[
hddh

H
dd

]
= ξSI

d according
to (1), and (b) is obtained using E

[
hdd′ [m̄]hHdd′ [m̄]

]
=

E
[
(φφφTULFFFΨΨΨgggdd′)(φφφTULFFFΨΨΨgggdd′)H

]
= βdd′

Msum
.

For the SINRd,m̄, since (wwwZF
ld [m̄])HhhhZF

ld [m̄] ≈ 1, the term
in the numerator of (7) can be changed to µdm̄pdm̄L2. In
the denominator, MUId,m̄ ≈ 0, while the second term can
be obtained as∑

l∈L

E
[∥∥∥(wwwZF

ld [m̄]
)H

zzzSI
l

∥∥∥2
]

=
∑
l∈L

Tr
[(
wwwZF
ld [m̄]

)H diag
(
cov

{
z̄zzSI
l

})
wwwZF
ld [m̄]

]
(a)= ξSI

l

∑
l∈L

∥∥wwwZF
ld [m̄]

∥∥2
2

∑
m∈M

∑
d∈D

λldµldmpldm, (35)

where (a) holds since(
cov

{
z̄zzSI
l

})
i,i

=
∑
m∈M

∑
d∈D

λldµldmpldmE
[∣∣∣HHH(i,:)

ll fffZF
ld [m]xd[m]

∣∣∣2]
(b)=

∑
m∈M

∑
d∈D

λldµldmpldm×

Tr
{
fffZF
ld [m]

(
fffZF
ld [m]

)H E
[(
HHH

(i,:)
ll

)H
HHH

(i,:)
ll

]}
(c)= ξSI

l

∑
m∈M

∑
d∈D

λldµldmpldm, (36)

where we have (b) due to that the ZF precoder only
focuses on the desired signal, and hence the ZF precoding
vector is uncorrelated with the SI channel, we have(c)
according to the assumption that

∥∥fffZF
ld [m]

∥∥2
2 = 1 and

E
[(
HHH

(i,:)
ll

)H
HHH

(i,:)
ll

]
= ξSI

l IIIN .
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Similarly, the third term in the denominator of (7) can
be obtained as∑

l∈L

E
[∥∥wwwHld [m̄]zzzIAI

l

∥∥2]
= ξIAI

l

∑
l∈L

υldm̄
∑

l′∈L\{l}

∑
m∈M

∑
d∈D

βll′

Msum
λl′dµl′dmpl′dm,

(37)

where υldm̄ =
∥∥wwwZF

ld [m̄]
∥∥2

2. Consequently, SINRd,m and
SINRd,m̄ can be simplified to the desired form as shown
in (9).
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