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As scholarly communication has been digitised and moved online, large streams of
data are being generated by the millions of publications, citations, or viewership statis-
tics. This data, gathered by a few specialised services, serves an important role in help-
ing individual researchers conduct literature review, science policymakers to analyse
the impact of research, and science as a whole to progress effectively.

This research is aiming to summarise the requirements regarding scope, quality, trans-
parency and accessibility of scholarly communication databases, create a uniform method-
ology of analysis of these datasets based on these requirements. The methodology
is then used to analyse Google Scholar, Microsoft Academic and Scopus and the re-
sults are compared to other studies of these datasets. High similarity of the results ob-
tained using designed methodology to established publications show that the method-
ology may be a promising method of partially automated, cross-disciplinary analysis
of scholarly databases. Finally, a method of conducting an automated overlap analysis
of datasets is presented as a methodological contribution, alongside relevant statistics
of precision and recall.
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Chapter 1

Introduction and motivation for the
study

Data about the scientific publications and their citations have been rigorously collected
in large volumes only since the second half of the 20th Century. However, the few
decades have seen a rapid development in the methods of collection, the volume of
information gathered, and the way the data is used. The emergence of the World Wide
Web can be pointed as a key turning point. Firstly, the move of scholarly communi-
cation to the Web enabled timely indexing of every publication published, alongside
with information regarding its use by researchers and the society in terms of citations,
downloads or mentions in media. Secondly, online availability of the datasets via user-
friendly search engines or Application Programming Interfaces has inspired creation of
innovative services helping researchers, policymakers and companies. Scholarly com-
munications data has become a high-value asset with a broad number of applications.

The aims of the project are to present the requirements for scholarly communications
databases, create a methodology enabling in-depth study of the databases based on
aforementioned requirements and use it to study Google Scholar, Microsoft Academic
and Scopus, thus obtaining results enabling comparison with other studies of these
datasets. The requirements discussed take into account not only the size and interdis-
ciplinary scope of the datasets, but also openness, accessibility, transparency of data
gathering, and quality of data. As a final methodological contribution of the study,
a method for conducting database overlap analysis is presented with statistics on its
precision and recall.

This study focuses on a critical analysis of available methods for analysis of the schol-
arly datasets. By analysing the deficiencies of currently used procedures, a novel method
is created to enable a cross-disciplinary analysis of the quality, scope, methods of oper-
ation and data access of Microsoft Academic. The process is designed to enable large
scale, semi-automated comparison of bibliographic databases, based on sampling of
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the datasets using disciplinary key-phrases sourced from systematic reviews. This
methodology is designed to capture the variety of research publications types repre-
sented in databases, including not only journal publications, but also preprints, and
grey literature such as policy papers. Hence, the newly created method enables a
deeper insight into the decision-making of databases creators, reliability of the web
crawlers indexing and the quality of resultant datasets.

Critical evaluation of the databases underlying online search engines (Google Scholar,
Microsoft Academic), traditional databases collecting information about publications
and citations (Scopus, Web of Science) and other datasets (PubMed, CrossRef, Dimes-
nions) becomes crucial as scholarly communication makes further progress in the digi-
tal age. It is of importance to individual researchers, who conduct literature reviews
using those tools, science policymakers, who often evaluate scientists based on the
data, and science as a whole, as being it may prevent from building research activities
on unrepresentative data. The variety of online publications databases and fast-paced
evolution of data-gathering platforms raises concerns regarding their representative-
ness with regard to certain sets of criteria, such as coverage of all scholarly disciplines,
the definition of academic document indexed by the database, quality of metadata and
references.

In answering specific research questions, users need to consider whether the data source
used provides a balanced, comprehensive reflection of the discipline, publications, au-
thors, or institutions considered. For example, it may be important to make sure non-
English publications (Parekh-Bhurke et al., 2011) are properly taken into account by
the chosen data source or that the search engine indeed indexes publications from the
specific discipline in sufficiently representative manner (Moed and Visser, 2008). The
number and selection of criteria varies depending on the aims of the search activity, but
in general, it needs to be verified whether the proposed data sources provide knowl-
edge necessary to address the research question.

At the same time, the changing nature of scholarly communications – with the growing
popularity of preprints, not only journal publications - puts new challenges in front of
evaluation of data sources usability. It means that the study should be conducted on a
level of individual research outputs (articles, preprints, books) rather than traditional
aggregators, such as journals, which no longer capture a complete picture of scholarly
communication (Moed, 2005). Academic search engines, such as Google Scholar, Sco-
pus or Web of Science, have become a commonly used tool in conducting literature
review, even though their coverage and definitions of what constitutes a scholarly pub-
lication worthy of indexing differ to a large extent (Ortega, 2014).

In the process of adaptation to the digital age, scholarly community needs an efficient
infrastructure for knowledge circulation (Borgman, 2010) with an understanding of the
strength and weaknesses of online knowledge sources. The representativeness of the
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database has to be scrutinised with respect to a set of criteria. Because of the varying in-
terfaces of the search engines, differing types of data, multiple methodologies are used
to study them, making it difficult to compare more cases. Those analyses, however,
have already pointed to some disadvantages of commonly used systems. For exam-
ple, a recent study by van Eck and Waltmann (2019) has identified significant citation
data errors in Web of Science (WoS) and Scopus. In the case of WoS the problem is
created often by missing or incorrectly parsed references. In Scopus some inconsisten-
cies are being created by duplicate publications. Study of publications in the field of
international migrations conducted by Hassan, Visvizi and Waheed (2019) has come to
a conclusion that a large number of publications is missing from Scopus due to lack of
interoperability of the databases.

The research community needs a thorough understanding of the origin of the widely
used datasets, data processing methods, limitations of use, as well as the scope and
quality of the resultant datasets (Wilsdon, 2015). However, the observable lack of com-
mon rules of scholarly data source analysis indicates that the methodology of conduct-
ing studies of online search engines and databases has not kept pace with their rapid
development. For example, despite the calls to present basic statistics regarding the
effectiveness of cross-database overlap analysis methods, many studies in the area of
scientometrics do not contain such information (Hug et al., 2017). To verify the repre-
sentativeness of the source, we ought to look e.g. at the volume, differences in disci-
plinary coverage, timeliness of the records, and quality of the metadata. Unfortunately,
the few studies focusing on that subject have not yet resulted in a coherent, widely
acclaimed methodology to study online scholarly databases.

Analysis of the online publication and citation databases is crucial also because they
are more and more commonly used to evaluate scientists, based on metrics such as
the h-index. Calls for ’responsible metrics’, mentioned e.g. by Wilsdon (2015), the San
Francisco Declaration on Research Assessment (ASCB, 2012), and the Leiden Manifesto
(Hicks and Wouters, 2015), attempt to set necessary conditions for data sources used in
metric-based evaluation. Wilsdon calls for an open and interoperable data infrastruc-
ture, enabling cross-database verification and supplementation of data; openly pre-
sented information on the methods of data collection and processing; usage of global
identifiers (such as DOI or ORCiD); and common semantics. It has also been high-
lighted that metrics should be based on the best possible data in terms of accuracy and
scope, showing the need for periodic evaluation of rapidly developing portals. Hence,
reviews of data source needs to also analyse the openness, transparency, and interop-
erability of a given platform.

Online search for literature has become a common practice, enabling researchers to find
more publications, sooner after they are published, and hence speeding up the research
process. However, early analyses of scholarly communication databases show some
of their potential flaws and limitations which we describe in Section 3.2. Designing a
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methodology for reviewing online data sources on scholarly communication is a crucial
step in further development of scholarly communication for individual researchers,
science policymakers and science as a whole. Such a methodology should enable to
verify cross-disciplinary representativeness, capture of all types of research outputs,
fair representation of non-English publications, verification of quality of data.

This thesis describes the current landscape of scholarly communication databases and
services. It examines methods currently used in bibliometric studies to evaluate data
sources and building on this knowledge, aims to propose and verify a generalised
methodology.

The methodology needs to respect a few key properties, which would enable its usage
to study various databases. We propose three key criteria for the methodology, as it
should be:

• significantly automated, lowering the time and effort required to verify a data
source,

• become discipline-agnostic;

• be based on a diverse and large sample of publications.

Hence the proposed method is based on sampling using discipline-specific keywords
from all major fields of research. The data collection is conducted via the available
Application Programming Interfaces (APIs). Data analysis is conducted using a stan-
dardised and reproducible overlap analysis methodology.

The proposed methodology aims to be adjustable to the specific needs of individual
research questions, or even be used to study other kinds of databases, e.g. of media
article aggregators. In this work, it is used to evaluate a new scholarly communication
database, the Microsoft Academic.
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Chapter 2

Literature review

2.1 The history of data on scholarly communications

In the second edition of his influential ”The Structure of Scientific Revolutions”, Kuhn
(1970) stated that ”the key to understanding the structure of research communities was
to draw on the recent work in the sociology of science”. The phrase ”recent work” refers
to breakthrough research conducted by Eugene Garfield and Derek De Solla Price, util-
ising data on scholarly publications and citations between them to study the evolution
of science, as was mentioned by Leydesdorff et al. (2014). They have not been the first
to quantitatively study relations in the scholarly community. Already in 1926, Alfred
Lotka published an article, concluding that productivity of researchers (measured by
the number of publication) follows an inverse-square law, hence meaning that there is
a narrow group of scientists writing significant number of papers, whilst a much larger
group in the ”long tail” contributes by a much smaller number of research outputs
(Lotka, 1926).

In the 1960s the collection of data regarding scholarly discourse was institutionalised
and hence quantitative studies of scholarly discourse have begun. The process of col-
lection of such data was initiated by Eugene Garfield in what he called Science Citation
Index (Garfield, 1955), a service that has since evolved into the Web of Science (WoS).
The intellectual-property and science division of Thomson Reuters, which included the
service, has been acquired in 2016 by a pair of private equity funds for a reported sum
of US$ 3.55 billion. The service now belongs to a company named Clarivate Analytics1.

The original aim of Garfield was to improve researchers’ ability to review literature,
with citations being a way to identify criticism or endorsement of published articles.
It has since inspired creation of metrics to measure the development of science, a now

1https://www.nature.com/news/web-of-science-to-be-sold-to-private-equity-firms-1.20255
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established field of research named bibliometrics, and a developing variety of commer-
cial services.

The availability of the data has encouraged detailed studies. Garfield himself has be-
gun a variety of quantitative analyses. The data has become a tool for creation of new
measures. Garfield begun by analysing quantitatively the frequency of self-citations,
number of citations of one journal by another or number of references per source pa-
per (Garfield and Sher, 1963; Garfield, 1970). De Solla Price in his book ”Little Science,
Big Science”, uses scientific methodology to analyse science itself. By utilising data on
publications, he shows that science is developing logistically, rapidly developing until
it will reach a certain balanced stadium. Looking at citation data, he hypothesises that
the total scholarly literature existing at a given point in history (de Solla Price, 1963).
Eugene Garfield, Derek De Solla Price and others have created tools to collect data on
scholarly discourse and in turn created a novel, quantitative method of analysing the
progress of science.

The interest in bibliographic databases, collecting data on scholarly publications and
citations between them, has been steadily growing since the work of Garfield (Garfield,
1970, 1955) and their usage in analysis of evolution of science by De Solla Price (de Solla
Price, 1983). It was, however, the invention of the World Wide Web, a system designed
to improve the circulation of scholarly data and documents (Berners-Lee, 1989), that
has enabled large-scale data gathering, accompanied by easy access by institutions and
individual researchers.

Web of Science (formerly Science Citation Index) and its later born competitors - Sco-
pus, Google Scholar, Microsoft Academic - are the tools collecting scholarly commu-
nication data. As large part of scholarly communication has transferred from paper
to a digitised format, the variety and volume of data has also created alternative (to
citation-based) metrics called ”altmetrics” (Priem et al., 2010). From early datasets of
citations to online databases showing number of mentions of published article in so-
cial media, scholarly communication databases have been intensely developed - and
have grown in importance - over the last decades. What started as a research curios-
ity about quantitative observations of the development of science has since developed
into a growing field of study and valuable commercial properties and services, as is
indicated for example by the price-tag of the recent buyout of WoS.

2.1.1 Bibliometric databases: Web of Science and Scopus

Scholarly communication has been defined by the American Association of College and
Research Libraries as ”the system through which research and other scholarly writings
are created, evaluated for quality, disseminated to the scholarly community, and pre-
served for future use. The system includes both formal means of communication, such
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as publication in peer-reviewed journals, and informal channels, such as electronic list-
servs” (ACRL Scholarly Communications Committee, 2003).

Scholarly communication data in this project is defined as publications (including non-
traditional research outputs such as conference proceedings, blogs, social media posts),
links between publications (citations, URL links), and other associated metadata (e.g.
the number of downloads, number of shares in media or social media). Furthermore,
authors, affiliations, venues of publication (e.g. journal) and links between them (e.g.
co-authorship relationships) are also part of the scholarly communication data.

Garfield’s Science Citation Index has been renamed Web of Science (WoS) and rapidly
expanded in volume in the 1990s and 2000s, as the Web became the medium of schol-
arly communication. The database had been distributed to subscribers on CD-ROMs
during this period. In 2002, an online portal to access the data was created. Shortly
thereafter, the growing interest in scholarly databases has led to the creation of two
competitors. The year 2004 has been a breakthrough point in the discipline. Then, the
publishing giant Elsevier has created its own database and publication search engine,
Scopus (Burnham, 2006).

Both Web of Science and Scopus rely on a selection of journals which meet their internal
criteria. The data is then provided by the publishers, with rules of inclusion determined
by owners of the datasets.

2.1.2 Web-based search engines: Google Scholar and Microsoft Academic

The advent of the Web has not only increased the number of publications and volume of
data, but also has enabled new ways of indexing the scholarly communication. In 2004,
the same year Scopus has been launched, the Web search engine leader Google has cre-
ated Google Scholar (Harzing and van der Wal, 2008). Google Scholar has from the
start primarily relied on Web crawlers and algorithmic identification of scholarly pub-
lications (Falagas et al., 2008). Crawlers, widely used for Web search, have hence found
their way into the academic component of the WWW. Instead of relying on data pro-
vided by publishers, crawlers automatically traverse the web and scholarly documents,
identifying their location (URL) and which other documents they are referencing.

Another software giant, Microsoft, has been experimenting with the creation of a cita-
tion search engine since 1996, with a system called Windows Live Academic. This, as
well as a subsequent attempts such as Libra and Microsoft Academic Search, were re-
peatedly criticised because of limited coverage, lagging behind WoS and Scopus (Jacsó,
2011; Orduna-Malea et al., 2015). Microsoft Academic Search ceased to be updated
around 2013. Microsoft Academic (MA), a new (although confusingly named) project
launched in 2015, has been built from scratch by Microsoft’s engineers (Sinha et al.,
2015).
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Microsoft Academic attempts to follow Google Scholar’s strategy for approaching the
problem of indexing academic articles: it is using Microsoft Bing crawlers to search for
content, but is also using publication metadata obtained from the main bibliographic
databases, repositories, and publishers to improve quality and broaden the database
scope (Sinha et al., 2015). Those results have been initially confirmed by a variety of
researchers, who also exposed some caveats of the service (Harzing and Alakangas,
2016b; Orduna-Malea et al., 2015; Hug et al., 2017; Herrmannova and Knoth, 2016).
Unfortunately, in May 2021 Microsoft announced it will be retiring the Microsoft Aca-
demic website at the end of the calendar year2.

The traditional bibliographic databases and the Web-based datasets differ in the way
data is gathered, although hybrid models exist. Traditionally, what constitutes schol-
arly publication is defined by whether the publication venue is on an indexed list. Au-
tomatic crawlers, however, traverse the Web in search of publications and decide what
is worthy of indexing on their own. The difference has profound implications on the
number of research outputs indexed, citation figures, and quality of data, as we will
present in 5.

2.1.3 Beyond the metadata: Open Access repositories

Regardless of the way the information is gathered, the above-mentioned services fo-
cus on metadata, information about the research publications, not their content itself.
However, the World Wide Web has also created conditions for a new type of an open
self-publication venue, the Open Access repository.

The spread of the World Wide Web at the end of the 20th Century meant that the cost
of copying and distribution of publications has effectively diminished, as the majority
of scholarly communication has been moved to the Internet. The initial attempts to
create the so-called open-access journals (available without a necessary subscription,
currently referred to as ’Gold Open Access’ model), began in the late 1980s and early
1990s, using e-mail groups and volunteers (Jacobs, 2006).

In the meantime, however, a new way of storing and spreading the scholarly output
was created: an open-access repository. Building on a tradition of self-archiving al-
ready spread in physics, arXiv.org was launched in 1991 by Ginsparg to enable storage
of publications on a freely available website. In 1994, the Subversive Proposal (Harnad,
1995) aimed to extend the practice of self-archiving (recently often referred to as ’Green

2https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-to-
expand-horizons-with-community-driven-approach/
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FIGURE 2.1: Number of OA mandates by type of organisation, 2005-2018, source:
roarmap.eprints.org

Open Access’ model) to other disciplines. It resulted in the launch of other reposito-
ries, such as CogPrints, and fundamentally - repository software Eprints, which en-
abled other institutions or individuals to create one’s own repository in a simple way
(Sponsler and Van de Velde, 2001).

At the verge of the 21st Century, the term ”Open Access” (OA) was coined by the
Budapest Open Access Initiative. Crucial in making the Open Access model widely
adopted was the introduction of mandates requiring employees or grant recipients to
deposit their work in an Open Access repository or publish in an OA journal. One of the
key events was the outcome of the UK Parliamentary Committee in 20043. The outcome
recommended establishment of repositories by all UK higher education institutions,
whilst research funding agencies were to demand deposing the outcomes of inquiries
funded by them. Since then, the uptake of number of mandates can be observed on the
ROARMAP4:

Although the direction towards free availability of outcomes of research, including
publications, data, code, and other (by)products has been firmly established, a debate
is continued regarding the way the openness should be achieved. Fundamentally, the
two competing models are Green (self-archiving in repositories) and Gold (OA jour-
nals, with the Article Processing Charge paid by authors) (Mabe et al., 2012). Piwowar
et al. (2018) estimated that at the year of publication of their article at least 28% of
scholarly literature (19 million in total) was available in one of the OA models, but for
articles published in 2015 (latest year analysed) the number rose to 45%.

3https://publications.parliament.uk/pa/cm200304/cmselect/cmsctech/399/39903.htm
4www.roarmap.eprints.org
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The Open Access is not yet a universally adopted approach to publishing of research
outputs, but it forms a vast pool of data for bibliometric analysis and research evalua-
tion (Brody, 2006). For example, due to availability of the whole body of an article, cat-
egorisation and search practices could be greatly improved due to usage of advanced
Natural Language Processing methods (Whalen et al., 2015).

Notably, two major services have been created to foster creation of a Web of linked
research data and outputs. Crossref is an official Digital Object Identifier (DOI) reg-
istration agency run by Publishers International Linkining Association (PILA)5. As is
observed in this study, the DOI, a unique identifier of a research output, is a crucial
method of finding the same publication across databases or simply in the Web.

Dimensions.ai6 is a novel linked data service and search engine run by Digital Science7.
Despite being a recently created service, it indexes 120 million publications, alongside
grants, datasets, or policy documents. Initial studies of the service indeed describe it
as a service comparable in scope and quality to the likes of Web of Science or Scopus
(Visser et al., 2021).

2.2 Metrics: using data to observe science, make decisions and
measure impact

2.2.1 Bibliometrics: investigation of research

Interest in bibliometrics, a research field investigating academic publications and cita-
tions, has been steadily growing. From its origin as a tool for historical investigations
of the development of science, created by Garfield and De Solla Price (Garfield, 1955;
de Solla Price, 1963), it has evolved into a quantitative method of impact evaluation
for individual researchers, scholarly institutions, and science policy (Wilsdon, 2015).
Along with the growing importance of bibliometrics, the need for responsible use of
them has also been highlighted. Criticism of the metrics-based evaluation is often di-
rected at the scope and quality of data sources, especially with respect to non-English
publications, documents other than journal articles, and varying coverage of individual
disciplines (Moed and Visser, 2008).

As was mentioned in Chapter 1, in recent years we have observed growth in the num-
ber of portals collecting distributing scholarly communications data, novel methods of
data collection, and in the variety of the types of data gathered. We have observed the
introduction of new types of sources on academic communication, such as Open Access
repositories and altmetric portals (Bornmann, 2015a; Amaro et al., 2015). Apart from

5www.crossref.org/02publishers/59pub rules.html
6https://www.dimensions.ai/
7https://www.digital-science.com/
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the traditional databases using publisher-provided information, we have observed the
usage of Web-specific methods, such as crawlers, to find and identify academic docu-
ments online (Fagan, 2017).

Scholarly communications databases are fruitful sources of information for the schol-
arly community, policymakers, and scholarly communications innovators. Scientome-
tricians and bibliometricians use citation data to gain quantitative insight into the pro-
cess of science and communication of scientific results. Compared to the historical ex-
amples mentioned in Section 2.1, novel sources of data enable deeper and more fruitful
studies. For example, such data enables to visualise and map scholarly networks, us-
ing co-citation, the co-occurrence of words, and co-authorship analysis (Mingers and
Leydesdorff, 2015; Leydesdorff and Rafols, 2009).

2.2.2 Metrics and policymaking: the problem of evaluation of impact

Availability of scholarly communication data enables the creation of metrics, hence
providing quantitative indicators of impact on the level of an individual article, journal,
institution or researcher (Waltman, 2016a). Well-known examples of citation metrics
include the Journal Impact Factor (Garfield, 1970) and the h-index (Hirsch, 2005).

The usage of Journal Impact Factor (JIF) has drawn significant criticism. It is a measure
of an average number of citations of a given journal, originally intended as a guide for
librarians regarding the choice of subscriptions (Garfield, 1999). However, the resul-
tant number has been often used as a tool to evaluate researchers, an aim it was never
designed to perform, which has drawn significant criticism (Seglen, 1997).

Usage of citation metrics in policy making and funding decisions by individuals, in-
stitutions, and the government has also drawn increasing attention (Bornmann, 2015b;
Wilsdon, 2015). Scientometrics, apart from attempting to study the scientific proce-
dure, has become a tool for shaping the future of science via usage of metrics in the
decision-making process. Science policy has become dependent on the type, volume,
and quality of data available (Waltman, 2016b), highlighting the need for reliable data
sources as foundations of a fair science policy.

In his report regarding metrics usage in the British scientific evaluation system, “The
Metrics Tide” (Wilsdon, 2015) has highlighted the need for “open and interoperable
data infrastructure” underpinning indicators. Understanding the way data is collected
and processed is “crucial” for the creation of transparent and fair metrics. Therefore,
it is a principal aim of this research proposal to compare Microsoft Academic, the new
source of data, to other existing databases regarding its’ transparency, scope, and data
quality.
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Publication and citation databases could also be a more fruitful source of input data for
new services for scientists, but database owners’ policies have hampered that oppor-
tunity. Subscription fees, restrictions on the volume of retrieved database records, and
lack of ways to computationally access the data on large scale have been the limitations
to the access to the citation data for research purposes and the creation of innovative
applications (Waltman, 2016a). The new service studied in this project, Microsoft Aca-
demic, distinguishes itself because of less restrictive licensing and a promising, mul-
tifunctional Application Programming Interface enabling easier machine-readability
(Hug et al., 2017). Therefore, the project is to evaluate whether the new source of data
creates opportunities for improving scholarly communication studies.

2.2.3 Beyond citations: Altmetrics

Finally, the digitisation of scholarly discourse enables collection of new types of data
and creation of new metrics. Altmetrics is a term describing proposed social web met-
rics, coined by Jason Priem and others (2010). Such metrics may help to deal with
two of the upcoming issues of modern academia: the rise of the number of papers be-
ing published within a topic of inquiry to a level incomprehensible by individuals (a
selection problem) and the lack of timeliness of traditional citation scores. The delay
between a paper being published and it acquiring citations, often spanning a few years,
prohibits the use of citation score to inform other researchers of the impact of the arti-
cle directly after publication. The social web metrics - such as the number of views in
bibliographic managers such as Mendeley or Zotero, number of tweets mentioning the
paper, or mentions in media - provides information on the spread of the paper signifi-
cantly faster.

Multiple studies investigating altmetrics have underlined their potential for broaden-
ing the scope of information about a paper. At the same time, usage of the altmetric
scores raises significant questions. Firstly, usage of such information for evaluation
or promotion of one’s work raises questions about the feedback loop feeding under-
lying motivations of researchers, as number of downloads or retweets is a metric eas-
ily gamed (Gumpenberger et al., 2016). Even more than in the case of citation-based
metrics, it should be asked whether it should be one of the researcher’s aims to max-
imise the number of traditional and social media mentions? At a first glance, the ques-
tion may seem rhetorical, as spreading knowledge is necessary as we conduct science.
However, it is argued that often it is the process turning individual experiment result
into a scientifically-proven established knowledge by the media that helps the rise of
anti-scientific trends, such as the so-called anti-vaxxers community (Mnookin, 2012).
Therefore, rewarding scientists for making their research newsworthy could create a
scientific ”click-bait” culture which is not desired.
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Further questions arise around the the process of selection of metrics in this group.
Researchers need to consider the quality and completeness of data, including proposed
disciplinary normalisation (Sud and Thelwall, 2014). However, on a higher level, one
also needs to scrutinise the inter-dependence of the metrics (Bornmann, 2014).

Altmetrics are seen as a future source of valuable information regarding individual
publications, which remains to be further studied to uncover its’ potential applica-
tions. The questions and dilemmas raised are inevitable at a relatively early stage of
development of the novel type of measuring impact of publications.

2.3 Data-driven software innovation: helping researchers with
their work

2.3.1 Turning information into knowledge

World Wide Web, a system built by Tim Berners-Lee to help scientific knowledge man-
agement and distribution in the international atomic physics laboratory CERN (Berners-
Lee, 1989), has profoundly transformed scholarly communication. It has also enabled
creation a number of novel tools helping researchers to search, access and distribute
research outputs.

The scale of change induced by the Web can be compared only to the creation of sci-
entific journals in 17th Century (Jinha, 2010), as it enabled faster and more convenient
circulation of publications and online discussions. A study, attempting to measure the
size of the Google Scholar dataset, returned an estimate of 160-165 million publications
(Orduna-Malea et al., 2015), of which large part has been published after the dawn of
the Web. Furthermore, the annual number of publications is constantly increasing, as
is shown in 2.2, at least partially due to easier article sharing and management due to
communication via the Internet. With around 7,000,000 articles being published annu-
ally around the World, the Web has become an indispensable and convenient medium
for scientists.

On the other hand, scholarly communication has not taken full advantage of the op-
portunities provided by the digitisation of documents and the Web. Research outputs
are still mainly published in a format designed for printing (PDF). Some limitations
originating in the print era, such as the word limit for the article, remain (Bartling and
Friesike, 2014). It can be argued that the situation can be substantially improved by
taking advantage of the online nature of communication – including usage of data for
innovative applications.
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FIGURE 2.2: Comparison of number of papers indexed by each database per year of
publication; numbers for Google Scholar are crude estimations only, especially after

2004, conducted during MSc dissertation research (Paszcza, 2016)

2.3.2 Overview of academic search services innovation

It comes as no surprise that new services attempting to improve the situation are being
created. Bosman and Kramer are trying to crowdsource a list of innovative tools for
researchers, named ”400+ tools and innovations in scholarly communications” 8. In
the category ”search (literature/data/patents/code)” 103 tools are listed, with eighty
of these tools created since 2006. 2.3 presents the number of new tools for scholarly
outputs search according to the year of their creation, indicating a growing trend for
innovation in the area since the introduction of World Wide Web.

The novelty of the applications in this area manifests itself in various areas. Many of
the tools are web-search interfaces for new or existing publication databases (e.g. OSF
preprint search - enabling retrieval of records from “-xiv” disciplinary preprint reposi-
tories). Some of the novel services focus on new ways of visualisation of search results,
often using topic modelling and clustering (Open Knowledge Maps, shown in 2.4) or
citation network mapping (SciCurve, 2.5). Finally, some services focus on extraction
of entities from the text itself, using Natural Language Processing and Semantic Web

8https://docs.google.com/spreadsheets/d/1KUMSeq_Pzp4KveZ7pb5rddcssk1XBTiLHniD0d3nDqo/

https://docs.google.com/spreadsheets/d/1KUMSeq_Pzp4KveZ7pb5rddcssk1XBTiLHniD0d3nDqo/


2.3. Data-driven software innovation: helping researchers with their work 15

FIGURE 2.3: Accumulated number of new research outputs search tools for re-
searchers by date of creation (data source: ”400+ tools and innovations in scholarly

communications”survey)

technologies. Examples of such services include AMiner (Tang, 2016; Tang et al., 2007)
or CiteSeerX (Caragea et al., 2014; Kodakateri et al., 2015).

2.3.3 The novel search engines

As shown in 2.6, researchers use the search services based on citation databases to
find literature and filter results. In fact, the web portals of WoS, Scopus and Google
Scholar have become the primary publication search tools for most of the researchers
themselves.

JISC’s ”Researchers of Tomorrow” report (JISC, 2012) found out that 30% of PhD stu-
dents born between 1984 and 1994 relied on Google and Google Scholar as primary
sources for the literature search. The ”101 innovations in scholarly communications”
survey found out that among 20,417 researchers, students, industry professionals and
librarians who took the questionnaire, 89.1% respondents used Google Scholar, 41.5%
Web of Science and 26.5% Scopus to search for publications (Bosman and Kramer,
2016). The question arises, whether these interfaces are adequate. Traditional databases,
WoS and Scopus, do not index a large body of non-traditional research outputs pub-
lished outside of selected peer-reviewed journals, for example in the Open Access
repositories. On the other hand, Google Scholar has earned criticism for its’ lack of
transparency and quality control, limited metadata, duplicate publications indexing
(Jacsó, 2010; Prins et al., 2016; Harzing, 2016).

On the other hand, the availability of large science communication datasets enables
the creation of innovative services for researchers and policymakers. Currently, the
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FIGURE 2.4: Open Knowledge Maps - an example of search result of the phrase ‘sci-
entometrics’

researcher can specify a query – including an option to specify values for metadata
entities, such as range of publication years – and obtain a list of documents with their
total citation score. Navigating among the large body of results to identify relevant
articles takes much effort, as we illustrate in Section 3.3, dedicated to literature search
in systematic reviews. The rapid growth of the volume of publications, estimated to
reach 8-9% annually for the last few decades, results in a need for a more efficient
search and filtering tools and practices (Landhuis, 2016).



2.3. Data-driven software innovation: helping researchers with their work 17

FIGURE 2.5: SciCurve: example of citation network graph for keywords ’scientomet-
rics’ and ’citation databases’

FIGURE 2.6: Tools for literature search - usage indicated by respondents to the ”101
innovations in scholarly communication” survey (N = 20,417)
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2.3.4 The deficiencies of emerging services

The drawbacks of online search services regard coverage of the individual portals,
which may be leading to incomplete results, and narrow scope of innovation, without
using many of the developments of other services.

Firstly, the data sources used are in many cases either limited in coverage to a single
discipline or with their scope unverified. For example, SciCurve service uses PubMed,
biomedical citation database as the only data source; Open Knowledge Maps service
uses either PubMed or Bielefeld Academic Search Engine BASE. BASE is a multidis-
ciplinary database claiming to index 100 million publications (Pieper and Summann,
2006), which only recently has been compared in size to other datasets, but without a
deeper scrutiny of coverage of individual disciplines (Gusenbauer, 2019). Therefore,
the reliability of the services created on top of these databases is effectively unknown
and researchers have to judge whether their searches are complete by themselves.

Secondly, most of the new tools focus on one of the means of improving the service
only, neglecting the advances done by others in other areas. The novel services are fo-
cused on improving the scholarly search in various ways: by using new data sources,
improving analysis, filtering or visualisation, usually focusing on one of the aspects
only. As noted by Reyhani Hamedani et al. (2016) text-based and link-based similarity
measures individually present only partial information about the relationship between
academic papers. A hybrid method, one taking into account both the document’s con-
tent and its citations, should offer a thorough solution. Similarly, services advanced
text and entity mining methods, such as AMiner or CiteSeerX, mainly display the in-
formation found in the form of a traditional list, with only a few (if any!) additional
visualisation options.

It has to be mentioned that different use cases of the databases result in different re-
quirements (Waltman and Larivière, 2020). In case of science policymaking, the scope
and quality of the databases is of paramount importance. For example, precise reading
e.g. of author’s affiliations is needed to be able to enquire about a research output of an
institution. On the other hand, for researchers conducting literature review it is impor-
tant for a search engine to cover all related material, but also to provide links (citations)
to other research outputs. Furthermore, search for keywords not only in titles and ab-
stracts, but also full body of an article and including similar terms may be beneficial.
Hence, this research is aiming to combine a diverse list of requirements for scholarly
communications databases coming from these two main use cases to create a method-
ology enabling an in-depth assessment of usability of the datasets for researchers or
policymakers.
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The novel tools’ innovativeness is hampered by the limitations in the coverage of the
available datasets, but furthermore - by the lack of in-depth understanding of the na-
ture of deficiencies of underlying databases. The creators and users of the services
should be able to analyse whether the service is based on sources of data diverse
enough to be able to answer their queries in a representative manner. Hence, this re-
search is aiming to create a semi-automatic, cross-disciplinary methodology to conduct
the review of reliability of the underlying datasets.
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Chapter 3

Requirements of scholarly data
sources

3.1 Aims of the study

The aim of this study is to compile a list of requirements posed by researchers, bib-
liometricians and scholarly policymakers regarding scope, quality and accessibility of
scholarly communication databases, which is presented in Section 2.2. The study aims
to propose a methodology based on those requirements, enabling to study databases
and provide in-depth information regarding their disciplinary coverage, indexing of in-
dividual research outputs (documents) and their citations, overview of the methods of
data gathering, management and accessibility. Then, a comparison of three databases
- Microsoft Academic, Scopus, and Google Scholar - is to be conducted using the pro-
posed methodology, enabling the results of the study to be compared to other studies
of these datasets.

3.2 Currently used methodologies and their limitations

The developing area of bibliometric data sources investigation uses varying method-
ologies to study the scope and quality of databases and portals. The crucial problem
of these studies can be defined as finding a ”golden standard set” - an independently
verified set of records that could serve as a control group in the study.

Multiple approaches to create a control group are considered. Studies investigate pub-
lications from a chosen journal, e.g. (Thelwall, 2017a), from a single institution (Hug
et al., 2017; Vieira and Gomes, 2009), or from a set of authors from a single university or
discipline (Harzing and Alakangas, 2017; Meho and Yang, 2007), enabling to study the
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data source on a broader basis. Some studies combine the above-mentioned methods,
but focus on reviewing coverage of a single discipline - e.g. Business and Economics in
the case of Levine-Clark et. al. (2009).

Another issue is the proliferation of non-traditional ways of publications, including
preprints, which some of the above-mentioned studies omit. Hence, to verify that a
given data source can truthfully represent the scope of publications in a chosen disci-
pline, the method of sampling should to incorporate journal publications from various
sources (as some publishers may be indexed better than others), but also non-journal
publications, such as books, conference proceedings, preprints, and other research out-
puts, such as data (Kousha and Thelwall, 2008). Limiting oneself to the output of tradi-
tional journals does not allow to study the representativeness of a data source regarding
the whole of scholarly communication.

Furthermore, relying on a research output of a single entity, whether it is a researcher,
an institution, or a set of authors, also has an impact on the kind of knowledge gained.
If one aim is to study database coverage of scholarly communication in general, the
method should allow for inclusion of some under-represented types of research out-
puts, such as non-English publications (Thelwall, 2018). Relying on a single entity,
commonly an author or institution from one of the leading scholarly institutions, may
provide limited knowledge, for example, regarding the coverage of the developing
countries’ contribution.

We need to note that studying a single discipline, although helpful in discipline-related
studies and as an information tool for interested researchers and librarians, does not
provide enough information about disciplinary biases among the databases, prevent-
ing conclusions from being drawn regarding general coverage of the scholarly commu-
nication as a whole.

Although a significant number of studies of scholarly datasets have been conducted,
no generalised, commonly accepted methodologies have been created. Furthermore,
many of the studies focus on a narrow sample based on an individual researcher, in-
stitution, discipline or a set of journals, which has a potential to skew the comparison
result.

3.2.1 Database overlap analysis

There is a lack of a ’golden standard’ control group ideally representing the scholarly
communication landscape, due to each of the databases used in comparison being im-
perfect. Unfortunately, obtaining a reference set is a necessity to compare multiple data
sources (Moed, 2005). Hence, in this study we have chosen to create the set by analysing
the overlap of the three studied databases: Scopus, Google Scholar, and Microsoft Aca-
demic.
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Studies vary in the usage of these metadata entities to identify records referring to the
same research document in another database (Prins et al., 2016), a practice referred to
as analysis of datasets’ overlap. The methodology of matching records referring to
the same documents across multiple databases is often vaguely described in bibliomet-
ric studies. Most of the bibliographic databases offer a variety of metadata attributes
allowing for cross-database record matching: DOIs, URLs (address of the full-text or
abstract of the indexed article), title, authors list, date of publication, venue of publi-
cation (including its title, volume, issue, page), and other identifiers (such as PubMed
ID).

The two metadata attributes often used in this process are the article’s title and authors
list (Zuccala and Cornacchia, 2016). The documents’ titles are often cleansed before
comparison – deleting blanks, punctuation, and special characters (Mikki, 2010; Wal-
ters, 2007) to improve accuracy. Year of publication is sometimes used as a third crite-
rion for document matching (Cavacini, 2015). However, this metadata entity has been
found to be less effective due to a large proportion of parsing errors (Bar-Ilan, 2008)
and the growing availability of online preprints, which can be recorded with an earlier
date than the journal publication. Finally, the name of venue (journal) of publication is
sometimes used in overlap analysis (Bornmann et al., 2009; Cavacini, 2015; de Winter
et al., 2014).

Unfortunately, describing the methods used to find overlap between databases in detail
and presenting some basic precision and recall statistics regarding the accuracy of the
process is still not a common practice in the field, which was highlighted by Hug et. al.
(2017). This, in turn, hinders the ability to estimate confidence in the results obtained,
especially in cases where automatically-generated by crawlers and hence more error-
prone databases are being investigated. Recently, some major studies have begun to
present data, methodology and outcome datasets regarding overlap analysis, further
signalling a change in transparency of scientometric studies Martı́n-Martı́n et al. (2021);
Visser et al. (2021).

This study aims to first analyse the accuracy of overlap identification methods to then
describe an automatic or semi-automatic means of overlap identification which would
enable faster and more knowledgeable comparison of bibliographic databases.

3.2.2 Microsoft Academic

The newly designed methodology is to be put to a test by verifying the representa-
tiveness of a new data source, Microsoft Academic. It is a scholarly search engine and
bibliographic database launched in 2015 (Wang et al., 2019). It is the latest in a series
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of Microsoft’s attempts to create a scholarly communications search engine, being pre-
ceded by the discontinued Windows Live Academic and Microsoft Academic Search
(Jacsó, 2011).

Early research on the service has concluded that it is a promising source of informa-
tion because of its size reaching approximately 150 million records in 2017 (Hug and
Brändle, 2017) and a relatively open API service and licensing enabling easier data
access (Hug et al., 2017; Harzing and Alakangas, 2016b, 2017; Paszcza, 2016; Herrman-
nova and Knoth, 2016), leading to a conclusion in a review of academic web search
engines by Fagan (2017) that Microsoft Academic ”shows real potential to compete
with Google Scholar in coverage and utility”.

The current incarnation of the service is not the first attempt of Microsoft to construct a
scholarly search engine and underlying database, provoking Harzing (Harzing, 2016)
to call it ’a Phoenix rising from ashes’. The company has experimented with creation
of a citation database since 1996, but even in 2011 coverage of the previous genera-
tion of such system - the Microsoft Academic Search - has been found lagging behind
the three above-mentioned competitors (Jacsó, 2011). Furthermore, the service was
discontinued and was found to have stopped indexing new articles around year 2011
(Orduña-Malea et al., 2014). Four years later, Microsoft launched an entirely new ser-
vice - Microsoft Academic (MA). The new database and search engine is based on data
gathered both by Microsoft’s Bing web crawlers and documents from online libraries,
repositories, scientific publishers, and other scholarly databases (Sinha et al., 2015). Re-
ports highlight its volume as larger than that of WoS or Scopus, and the depth and
quality of its metadata as better than that of Google Scholar (Harzing and Alakangas,
2016b; Paszcza, 2016; Herrmannova and Knoth, 2016).

A recent study by Visser, van Eck, and Waltmann (2021) has not only conducted a
statistical analysis of Microsoft Academic’s coverage, but also an in-depth analysis of
overlap of Scopus, CWTS database, Dimensions, Crossref and MA. It has concluded
that MA offers ”by far the most comprehensive coverage” among studied datasets,
with particularly good indexing of Humanities and Social Sciences. Another study,
by Martin-Martin et. al. (2021) further confirms the latter finding with regard to Mi-
crosoft Academic, whilst also providing detailed statistics on the overlap analysis and
methodology.

Unfortunately, in May 2021 Microsoft announced it will be retiring the Microsoft Aca-
demic website at the end of the calendar year1. Some software underlying Microsoft
Academic, such as language and network similarity packages2 or core search engine

1https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-to-
expand-horizons-with-community-driven-approach/

2https://docs.microsoft.com/en-us/academic-services/graph/network-similarity
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MAKES3, have been open-sourced on GitHub. As a reason for such step, Microsoft
cites community-developed databases and algorithms as fulfilling the role Microsoft
Academic Search was aiming to perform.

3.2.2.1 Coverage

Studies attempting to measure the scope and quality of the Microsoft Academic database
have found that it outperforms Scopus and Web of Science (Harzing, 2016; Harzing and
Alakangas, 2016b; Paszcza, 2016) or at least performing on-par with them (Hug et al.,
2017), hence being second in terms of scope only to coverage of Google Scholar.

Harzing and Alkangas (2016b) in their study based on research output of 146 academics
from the University of Melbourne concluded that “only Google Scholar outperforms
Microsoft Academic regarding both publications and citations”. They established that
MA provided either similar or higher citation scores than Scopus and Web of Science
in each of the five analysed broad disciplinary areas.

Finally, in a largest study to date, Hug and Braendle (2017) analysed the coverage of ar-
ticles from the institutional Zurich Open Archive and Repository (ZORA). Firstly, they
found that 52% of documents stored in ZORA could be found in Microsoft Academic.
Then, upon restricting the sample to traditional research outputs only and publications
from years 2008-2015, they compared the performance of MA to Web of Science and
Scopus. In this study, MA performed on par with the two other bibliographic data
sources. Furthermore, the comparison probably lowered Microsoft’s database perfor-
mance by neglecting non-traditional research outputs (grey literature, such as disser-
tations, published research reports or newspaper articles), which are not indexed in
Scopus or Web of Science, but potentially could be found in Microsoft Academic.

In a comparison of citation counts of MA with Scopus and Mendeley, Thelwall (2017a)
found out that MA found 6% more citations than Scopus overall and 51% more for
current-year citations, indicating faster pace of database updating. However, MA per-
formance has recorded significantly less citations (59%) than Mendeley. In a further
study (Thelwall, 2018) it was found that search in Microsoft Academic can be con-
ducted with high precision and recall, in a variety of disciplines. Furthermore, the
correlation of citations between Microsoft Academic and Scopus was found to be ’uni-
versally high’.

3https://docs.microsoft.com/en-us/academic-services/knowledge-exploration-
service/?view=makes-3.0
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3.2.2.2 Quality

Further studies have focused on the quality of data collected in Microsoft Academic.
Herrmanova and Knoth (2016) analysed the downloadable version of the database,
named Microsoft Academic Graph, providing exploratory statistics, e.g. of the total
number of documents (120 million), establishing MAG as the largest publicly available
papers and citations database. On the other hand, they found that a large number of
indexed articles lacked some of the metadata, as only 30 million publications in the
dataset had citation information.

However, because their study was based on the last version of the dataset published
in the downloadable form of tab-separated files in February 2016, there is a high pos-
sibility of it being outdated. During the time of my MSc dissertation research (August
2016), we found that significantly better results could be obtained using the API service
than using downloadable Microsoft Academic Graph dataset, indicating a continuous
improvement of the database.

Haunshild et. al. (2017) analysed the number of linked references in Microsoft Aca-
demic in greater detail. They found that the number of linked references that can be
obtained is limited by Microsoft to 50 per paper - a limit which does not influence how
the citation counts are calculated. Compared to Web of Science, there were 11.1% of
documents which had no reference in MA, but had more than zero linked references in
WoS, indicating problems with quality of citation linkage between database records in
MA.

Interestingly, the usage of web crawlers by Microsoft Academic does not give the ser-
vice an advantage in finding early citation. Such a result was obtained in a comparison
with Scopus conducted by Thelwall (2017b), based on a sample of nine journals, largely
from the field of library studies, but also including Nature and Science.

3.2.2.3 Development of the database

To provide evidence for the improvement of performance of Microsoft Academic over
the period of a year, we have compared the numbers of document indexed by their
year of publication in the original, downloadable dataset (Microsoft Academic Graph,
published 05/02/2016) and data we obtained via the API in April 2017. As shown in
Figure 10 and Figure 11, during these 14 months the number of indexed documents
published after 1970 has increased by 10.8% in total. Interestingly, there has been a
decrease in the number of publications published after 2010, as shown in 3.2, which
may be explained by removal of duplicate entries and reclassification of non-academic
writings.
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FIGURE 3.1: Development of Microsoft Academic: number of documents indexed in
February 2016 vs April 2017

FIGURE 3.2: Development of Microsoft Academic: relative change in number of doc-
ument indexed in February 2016 vs April 2017
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Furthermore, Alkangas and Harzing (2017) findings confirm improvement of quality
of the data. They found that between 2015 and 2017, some problems, such as title splits
and incorrect year allocations, were resolved. Furthermore, MA does not suffer from
common Google Scholar problems, e.g. author and journal truncation, thus providing
a ’cleaner’ data.

3.2.2.4 Access to data - the Application Programming Interface

In their previous publication, Hug, Ochsner and Braendle (2017) focused on analysing
the MA API. They praised the service for structured and rich metadata, multiple query-
ing functionalities, postulating that the service “the potential to be used for full-fledged
bibliometric analyses (e.g. field-normalization, co-citation, bibliographic coupling, co-
authorship relations, the co-occurrence of terms)”. For example, the API allows cre-
ating services using both content-based similarity metrics and citation network graphs
using Similarity (paper similarity calculation) and GraphSearch (retrieving a set of doc-
uments found using initial seed and rules of proceeding between entities) methods.
The API also allows retrieval of bags-of-words from publications’ abstracts and titles
for further natural language processing analysis (Hug et al., 2017).

However, the three authors also draw attention to problems regarding the quality of the
metadata: wrongly associated publication years and dynamic, automatically created
fields of study classification make field-normalisation of metrics considerably harder
than in Web of Science or Scopus. The system lacks an interface enabling records search
using documents DOIs, severely limiting access to the database. DOI, as a unique iden-
tifier of a document, is a more precise way to find a given publication than search by a
non-unique title, or keywords.

What distinguishes MA from its competitors is the relative open licensing of the API
(Wang et al., 2019). The other three rival services have very limited or proprietary
data usage capabilities. Google Scholar does not provide any API service and can be
accessed only via the website or Publish or Perish software. Scopus and Web of Sci-
ence API services are either limited in volume, destined for non-commercial purposes
only, or available only to paying subscribers to the database. The Microsoft Academic
Knowledge Exploration Service provides an accessible API. Although the current pric-
ing seems not to have been yet made publicly available4, in 2018 it used to be pro-
vided free-of-charge for the first 10,000 queries per month, then priced at $0.25 per
1,000 transactions5. Therefore Microsoft Academic potentially provides an opportu-
nity for both large-scale, data-driven scientometric studies of scholarly communication
and for building innovative services for researchers.

4https://docs.microsoft.com/en-us/academic-services/knowledge-exploration-service/resources-
pricing

5https://stackoverflow.com/questions/54596766/how-to-subscribe-to-the-non-free-tier-version-of-
academic-knowledge-api
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The availability of robust metadata in Microsoft Academic enables relatively easy com-
parison with other data sources. Data obtained via the API includes article’s DOI, (often
multiple) links to full-texts, title, venue of publication and list of all authors. Such set
allows to compare a set of papers to data obtained via Scopus API (using title, main au-
thor, publication venue) or from Google Scholar (title, authors, links to full-texts) (Sinha
et al., 2015). The robustness of Microsoft Academic, in fact, helps overcome some lim-
itation of the data sources. Whilst Google Scholar does not provide publication’s DOI
and Scopus limits its’ metadata to just one author per paper, Microsoft Academic has
both DOI, multiple full-text links and (supposedly) complete authors list.

3.3 Researchers’ literature search practices as an example for
database evaluation methodology

Any future search service needs to answer the needs of real-life search practices of the
research community in order to be useful for the community. Unfortunately, only a
very limited number of studies have been dedicated to the analysis of academic search
practices using search engines usage data (Khabsa et al., 2016). Therefore, we will con-
sider literature review practices recorded by researchers conducting systematic reviews
as a ‘golden standard’ for the literature search.

Systematic reviews are secondary studies produced to provide an answer to a research
question based on a consideration of all relevant primary research papers. They contain
a well-documented literature search practices, including databases used, methods and
individual queries (Higgins and Green, 2008; Moher et al., 2015; Liberati et al., 2009).

Reviews need to present a complete, to the extent possible, overview of a research area,
which makes them similar in aims to literature reviews conducted in primary studies.
Indeed, such similarity is visible in research guides for researchers produced by various
university libraries, such as Leeds6 or Birmingham7, or guides for researchers8.

Although originally used in medicine and life sciences, the practice of systematic re-
views has spread to fields including economics, education, criminal justice and are of-
ten used for informed policy making (Tranfield et al., 2003). The spread of the practice
highlights the usefulness of such secondary studies and its literature review practices
to present a coherent, complete review of a research question. Therefore, search doc-
umentation in systematic reviews should represent the good practices of the scientific
community - or at least reflect its idealised vision.

6https://library.leeds.ac.uk/researcher-literature-search-strategy
7http://www.birmingham.ac.uk/Documents/college-social-sciences/social-policy/hsmc-

library/guide/Performing-a-literature-search.pdf
8http://www.howtodoaliteraturereview.com/describing-your-literature-search/
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3.3.1 Search methods in systematic reviews

The data sources proposed for literature reviews include various types of the scholarly
communication databases. For example, the widely used “Cochrane Handbook for
Systematic Reviews of Interventions” lists bibliographic databases (e.g. MEDLINE,
EMBASE, Cochrane Central Register), citation indexes (WoS, Scopus), online full-text
journals sites (BioMed Central, PLoS), conference abstracts and proceedings datasets
(ISI Proceedings), secondary sources such as reviews and reference lists, trial registers,
and websites (among others) as proposed sources of information (Higgins and Green,
2008). Such a variety of data sources often demands laborious and time-consuming
search by reviewers. Hence, in the future, unification of some of these sources in one
service should be profitable for the research community. Since both Google Scholar
and Microsoft Academic, apart from indexing journal publications, use web crawlers
to identify non-traditional scientific output online, it should be verified whether MA
API can help address the problem.

Practices for literature search in systematic reviews related to documents and citation
databases can be divided into a few categories.

3.3.1.1 Search using keyword or keyphrase

Beginning with an initial seed of articles known or obtained by the reviewers, some
of whom should be experts in the field, researchers define a set of discipline-specific
keywords (or key phrases, e.g. “body mass index”) that are common in the initial seed
of articles and are related to question asked (Higgins and Green, 2008; Khan et al.,
2003). Afterwards, an iterative process of queries construction and their refinement is
performed to retrieve an optimal set of documents, as shown in Figure 3.4. The goal
is to capture an adequate scope of relevant literature, but narrow enough to enable
efficient manual review by researchers (Lichtenstein et al., 2008).

As mentioned before, multiple databases are used to perform such search (Liberati
et al., 2009; Major et al., 2007). The keywords, often joined by Boolean operators to
form key phrases, are used to perform “triangulation”, enabling reviewers to identify
precisely the literature referring to the specific research question among the body of
research in related disciplines and areas – as shown in 3.5.

3.3.1.2 “Snowballing” - search for citing and referenced publications

Reviewers then consider documents citing or being referred to by the retrieved papers
to identify more related literature (Greenhalgh et al., 2005; Higgins and Green, 2008).
Since this type of search relies on citation indexing, it is often performed using citation
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FIGURE 3.3: Comparison of number of papers indexed by each database per year of
publication; numbers for Google Scholar are crude estimations only, especially after

2004 (conducted during MSc dissertation research, (Paszcza, 2016))

FIGURE 3.4: Example of search queries used for systematic reviews in PubMed and
EMBASE (Flegal et al., 2013)
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FIGURE 3.5: Triangulation: identifying a set of papers relevant to the research question
using keywords joined by Boolean operators (Higgins and Green, 2008)

databases. For example, in a study by (Niyibizi et al., 2017), Google Scholar and Web of
Science was used to identify citing publications. Therefore, the quality of links between
entities in MA has to be verified if it is to become a representative data source.

3.3.1.3 Search for non-traditional research output, such as conference proceedings
and abstracts, books, grey literature

Such literature is not indexed in the core of traditional citation databases (Scopus, Web
of Science) as they index information from a set of selected journals. Microsoft Aca-
demic and Google Scholar, which index publications using web-crawlers, should in
principle help address that problem. However, many studies of Google Scholar have
highlighted problems with classification of articles as scientific by automatic crawlers
(Harzing and van der Wal, 2008; Prins et al., 2016). Whether Microsoft Academic is
more reliable in this perspective remains to be verified.

The systematic literature search methods are a well-described source of information
regarding the ways researchers are searching for knowledge. Such information serves
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as an inspiration for creation of a novel methodology to study scholarly data sources,
as it should help us verify the databases with regards to the ways they are used by
individual researchers.

This research is aiming to design a new methodology learning from the deficiencies
of currently used methods. Inspired by the process of systematic reviews, the new
methodology is to utilise keyword search as a way of sampling the space of scholarly
publications. The problem of establishing a ”golden reference set” also needs to be
overcome to ensure a sensible overlap analysis.
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Chapter 4

Proposed Completeness
Methodology

4.1 Overview

FIGURE 4.1: Overview of the methodology

Figure 4.1 presents the overview of the proposed methodology for quantitative analysis
of bibliographic databases. It begins with the creation of a ”seed” set of keywords, later
used in the querying process in Google Scholar, Microsoft Academic, and Scopus, to
find publications with these keywords in tiles. This process aims to create a reference
set - sample of documents representative for broad fields of study used in comparison.

The cleansing process and methods of analysing the overlap between databases are also
presented. Then, a comparison between the three databases was conducted, including
an analysis of overlap of the three search engines databases.

4.1.1 Keyphrase sourcing and selection process

This section describes the first element of the methodology: selection of disciplinary
keywords used to query the databases.

The keyphrases selection process had to ensure that queries based on the phrase return:
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• a substantial number of records, but lower than the limit imposed by APIs (e.g.
number of results of a Google Scholar query in Publish or Perish (Harzing, Avail-
able from 2007) is limited to 1000 records, and Scopus limits to 200 results),

• is discipline-specific to enable comparison of coverage of different fields of re-
search,

• allows the representation of a variety of research in a given disciplinary field.

FIGURE 4.2: Key-phrases sourcing, selection, and verification process

The process began with obtaining a list of 20 most cited review articles in each of the
given six OECD disciplinary fields from Scopus. The OECD classification (Organisa-
tion for Economic Co-operation and Development (OECD), 2007) was used, as it is a
widely accepted standard, which is independent of disciplinary classifications created
within the studied databases and which can also be easily mapped onto the Scopus
classification. A decision was made to use meta-review publications as a source of key-
words, as such documents represent an overview of a live, developing topic of study
and hence are a source of widely-used, but disciplinary-specific keywords. Further-
more, using the most highly cited publications helps to focus on the impactful areas of
research within a discipline.

The list of reviews was cleansed to remove duplicates or wrongly classified documents.
A further limit of one review per journal was introduced in order to broaden the cov-
erage of sub-disciplines within each of the fields of study. Then, a manual search for
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keywords was conducted, using the reviews’ titles, abstracts, and keywords lists. This
was followed by the creation of a list of one to eight candidate keyphrases (individ-
ual keywords or longer phrases) per review publication. A Scopus search, looking for
documents with a given keyword in the title, was then conducted for each candidate,
where they had to pass all of the following criteria:

• Number of returned Scopus records – when querying for documents with the
phrase in title – had to be lower than 200, the maximum number of records ob-
tained in a single query in Scopus, as shown in Table 4.1

• More than half of the obtained records had to be classified by Scopus as belonging
to sub-disciplines of the area of research in question

We have to note that the aim of the keyword selection is not to recreate real-world
keywords used by researchers to describe fields of their research, as obtaining a set of
those would demand the involvement of researchers from all studied areas. Instead, the
method used aims to identify phrases that appear in the titles of research documents in
particular disciplines in order to compare sets of results of identical queries performed
on different databases.

This method of obtaining sample was, however, based on the methodology of conduct-
ing systematic reviews. In this type of meta-study, topic-related keywords are used to
obtain all publications relevant to answering a given research question. It can be con-
sidered as a ’golden standard’ of performing – and recording – a systematic review of
literature, and hence methodology based on such standard should, in principle, enable
us to obtain a representative sample of disciplinary publications.

As an example, in the field of Engineering and Technology, the most cited review found
was ”One-dimensional nanostructures: Synthesis, characterization, and applications”
(Xia et al., 2003). A candidate keyphrase ”1D Nanostructures” was selected. A Sco-
pus query for this phrase in articles titles (in brackets) resulted in 71 records (fitting
within the specified limit for that discipline, being 145 documents/query), with 53 of
them classified as belonging to Materials Science, 33 as Engineering, 29 in Physics and
Astronomy, 25 in Chemistry, 10 in Chemical Engineering, and fewer than 10 in 5 other
disciplines. As we can see from these numbers, Scopus classification is non-unique
(meaning that each record can be classified as belonging to more than one field of re-
search – in this example, the average number of disciplines per paper is 2.42). In this
case, as Materials Science, Engineering, and Chemical Engineering are sub-fields of the
OECD discipline of Engineering and Technology, it has been concluded that indeed
more than 50% of records obtained by querying for the keyphrase ”1D Nanonstruc-
tures” belong to the field in question.

An important note regarding the latter criterion has to be made. The rather arbitrarily
chosen 50% threshold may result in some sample noise; this is due to the presence of a
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TABLE 4.1: Disciplinary keywords selection process

Field of study Reviews Max query results threshold Keyword candidates Keywords selected Number of records
1. Natural Sciences 20 200 90 39 1918
2. Engineering and Technology 20 145 106 42 1806
3. Medical and Health Sciences 19 140 113 44 1968
4. Agricultural Sciences 19 125 113 46 1923
5. Social Sciences 19 125 111 53 1907
6. Humanities 21 180 119 38 1989

significant number of records from outside the field, hence hindering the opportunity
of observing disciplinary differences in database coverage. However, we would argue
that increasing the limit would also lead to bias. Because Scopus, as can be seen in the
example above, often classifies multidisciplinary research outputs in more than one dis-
cipline, setting a high threshold for documents assigned only to one discipline would
result in the rejection of keywords referring to interdisciplinary fields of research, e.g.
on the intersection of engineering and medicine. The exclusion of such documents
would prohibit us from obtaining a representative, diverse sample of publications from
a broad area of study.

4.1.2 Data gathering

Lists of disciplinary keywords were then used in semi-automatic querying using Sco-
pus and Microsoft Academic Application Programming Interfaces (APIs) and ”Publish
or Perish” software (Harzing, Available from 2007) for Google Scholar access. Unfortu-
nately, due to subscription limitations, it was not possible to obtain access to data that
would include a number of citations of papers obtained from Clarivate Analytics’ Web
of Science API, hence this database was not used in this comparison.

The Application Programming Interfaces are a standard data-gathering method in the
Web, due to their convenience and opportunity for automation. Therefore, the lack of
such interface in Google Scholar is a serious drawback of that platform. It has to be
noted that Scopus and its API are available to paying subscribers, whilst MA at the
time the study was conducted used to offer a free quota of 10,000 queries/month (Her-
rmannova and Knoth, 2016; Paszcza, 2016), and a pay-per-query fee system above this
limit. Furthermore, Scopus limits the scope of data gathering to a specific discipline,
and imposes a limit of 200 documents per query and a quota of 20,000 queries per 7
days 1.

Furthermore, one of the significant drawbacks of Google Scholar is a very limited meta-
data structure (effectively limited to title, authors, URL, citations, and venue of pub-
lication – lacking DOI, for example), whilst Microsoft Academic supports a broader
schema, shown in Figure 4.4.

1https://dev.elsevier.com/policy.html
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FIGURE 4.3: Data gathering and cleansing process overview

FIGURE 4.4: Microsoft Academic’s data schema, from (Sinha et al., 2015)

One clear drawback of the Microsoft Academic API found during the study is the pro-
hibition of use of stop-words (e.g. ’the’) in query based on a number of words. The
system in such cases returned zero results; such practice prohibits the automatic con-
version of titles to words for usage in queries. Combined with the inability to query by
part of the title (except for the ability to query with the beginning of the title) and lack
of DOI-based query, this hampers methods of searching for documents with incorrectly
parsed titles (regardless of whether the error in parsing is in MA or another dataset).
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TABLE 4.2: Summary of data cleansing statistics

Google Scholar Microsoft Academic Scopus
Records 23,144 100.0% 14,102 100.0% 7,903 100.0%
* Without source (URL/DOI) 7,246 31.3% 388 2.8% 0 0.0%
* Duplicates - identical DOI/URL 149 0.6% 153 1.1% 105 1.3%
* Duplicates - identical metadata 392 1.7% 190 1.3% 107 1.4%
* Duplicates - PPM clustering 261 1.1% 153 1.1% 34 0.4%
Cleansed records 15,096 65.2% 13,218 93.7% 7,657 96.9%

Before cleansing, some unification of the data schema was conducted, as databases use
different data formats for record storage. It was found during the study that for exam-
ple, the publication’s title length in Google Scholar is limited to 150 characters, impos-
ing a similar limitation on results from other datasets in the study. Furthermore, the
strings containing titles from Microsoft Academic contained indications of subscripts
or superscripts in the form of letters ”sup” or ”sub” within the string, which had to be
removed.

In order to unify the results, the search conducted on databases only looked for keyphrases
in titles of documents. This type of query was the single common keyword-search
method in all three of the studied datasets. As an example, Google Scholar enables
search in the full body of document (without ability to search in titles and abstracts
only), whilst both Scopus and MA offer opportunities for search in abstracts, without
an option for a full-text query.

It has to be concluded that Microsoft Academic stands out in terms of its openness
and methods of access (free-of-charge API quota) and robust metadata structure. On
the other hand, however, some inefficiencies in methods of querying (e.g. necessary
elimination of stop-words, lack of search for phrases in titles) demanded scrupulous
input manipulation in order to retrieve the desired documents from the database.

4.1.3 Data cleansing

The data cleansing procedure aimed to remove unidentifiable, duplicate, or wrongly
parsed records from the analysed set. A few methods were used to find and remove
such documents. Results of these efforts are presented in Table 4.2.

First, all records without a link to full document were removed. In practice, in the cases
of Microsoft Academic and Scopus, these consisted of records lacking both URL and
DOI. Because Google Scholar does not specify records’ DOIs, in this case all documents
without URL were removed.

Secondly, within each database, a search for duplicate records, using URLs and DOIs
was performed to remove repeated papers. Manual verification of other metadata
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FIGURE 4.5: Data cleansing statistics

fields was also conducted to ensure that the records were indeed duplicate, but DOIs
and URLs can be considered a reliable source of an article’s unique identification (Thel-
wall, 2018).

To further investigate duplicate records within each of the three databases, title-based
query was performed. In order to find those records with erroneous or no DOIs/URLs,
the quest was to find records with the same titles. Manual verification followed, defin-
ing duplicates as articles having the same titles, at least one author in the authors list,
and publication dates within a range of ±1 year of each other. An exception was made
for serial publications under the same title (e.g. ”Computer Modelling Working Group
Report”). It should also be noted that such methods tend to remove ’upgraded’ pub-
lications as duplicates, e.g. when a paper was first presented at a conference and then
developed into a journal article. In such cases, the record with larger number of ci-
tations was kept in the dataset. It is believed by the authors that although this is a
simplification, it is a necessary one – allowing to cleanse the dataset without the effort
of analysing papers in detail to find the degree of similarity. Finally, all records con-
taining the word ’patent’ in title or name of venue of publication were removed from
datasets.

Finally, a manual review was performed on duplicates for which titles and other meta-
data are not identical, for example due to errors in parsing or difference in versions of
the document. To find such cases, a clustering algorithm named prediction by partial
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matching (PPM) with default settings (of radius 1.0 and block consisting of 6 words),
implemented in OpenRefine, was run on records’ titles. Lists of clusters of potential
duplicates were created as a result of running the algorithm. Clusters were then man-
ually reviewed, using the criteria described in the paragraph above (of authors and
publication dates), and identified duplicates were removed.

To summarise, it has to be noted that Microsoft Academic’s data quality has been found
to be only marginally lower than that of Scopus (93.7% to 96.9% of the input records
passing the data cleaning process), whilst the set obtained from Google Scholar has
seen removal of a third of the records (65.2%). It has to be noted, however, that this
was mainly due to the number of records without URL in Google Scholar (31.3%) –
and probably also a lack of DOIs in metadata – highlighting the limitations of the small
amount of data describing each document that can be obtained from this source. The
three methods of duplicates identification return fairly uniform results in each of the
datasets, with the number of removed documents being in the range of 0.6% to 1.7%.
The low number of duplicates due to repeated DOIs/URLs in Google Scholar (0.6%)
compared with the results of 1.1% and 1.4% in MA and Scopus can also be partially
attributed to the fact that lack of DOIs in GS limits the chances of identifying duplicates
in the set.

4.1.4 Overlap analysis

To analyse overlap across databases, we need to choose a set of criteria and design an
algorithm. Unfortunately, only a narrow set of articles mention the details of methods
used to do so, along with statistics on effectiveness of this matching. As was mentioned
in Section 3.2.1, (cleansed) article titles, authors are commonly used (Prins et al., 2016;
Zuccala and Cornacchia, 2016), sometimes supplemented by less accurate metadata:
year of publication and venue of publication (Bar-Ilan, 2008; de Winter et al., 2014).

A recent study on Microsoft Academic used three independent methods (the meaning
each individual criterion was sufficient to form a match): DOIs, cleansed title, and
bibliographical information (journal title, volume, issue) (Hug et al., 2017). The last
of the three methods was deemed the least reliable. The same article mentioned that
studies should elaborate on the methods used and present basic statistics (precision,
recall) – a step that is often omitted in publications in the research field.

Therefore, the aim of the study was first to verify which metadata would yield best
possible method of finding overlap by analysing the precision and recall.

Furthermore, Thelwall (2018) studied the issue of identifying matching journal articles
in Microsoft Academic. This study focused on evaluating the queries to MA them-
selves, rather than finding overlap of two sets of records from different sources. The
results largely confirm the results from the study by Hug et.al. (2017).



4.1. Overview 43

FIGURE 4.6: Overlap identification test diagram

This study aimed to design and verify a methodology to analyse the overlap of the
Microsoft Academic, Google Scholar and Scopus datasets. Our study aimed to test
the criteria and choose the best performing ones. The task of finding overlap of three
databases adds another layer of complication (as some metadata, e.g. DOI, was avail-
able only in two of the sets), so testing the selection of metadata used to identify match
was deemed as necessary.

Firstly, we aimed to create ’a golden set’ - a sample of documents for which we semi-
manually find their records in all three databases. The set was obtained by choosing
the first 400 records in the field of Natural Sciences, alphabetically sorted, from our
study samples in each of the three datasets. Duplicate records were then removed.
Due to differences in authors’ names format recording (e.g.in Google Scholar author’s
name would be presented as ”BM Paszcza”, in Scopus as ”Paszcza B.” and in Microsoft
Academic can be presented as ”bartosz paszcza”, ”paszcza bartosz”, or ”b m paszcza”)
unifications to surnames only had to be conducted. Titles were also unified: truncated
to 150 characters (a maximum title length in Google Scholar), non-ASCII characters,
diacritic signs removal. After investigation, a decision was made to also remove all
spaces, convert double letters to single (”illiterate” to ”iliterate” and vowels from the
titles (”iliterate” to ”ltrt”). This decision has been conducted after observing that the
automated indexing was prone to make errors in such cases (e.g. either by omitting
the repeated letter, or making a mistake in distinguishing simliar letters such as ”l” and
”i”). Then, a procedure to identify pairs and triples of matching records was conducted,
with manual verification of the candidate matches in place.

Then, five criteria were tested separately and in combinations (involving 2 or more cri-
teria needed to be fulfilled). The five criteria studied are: DOI/URL (DOIs are only
provided in Scopus and MA, URLs were used for matching across GS and MA), 95%
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similarity of cleansed titles, venue of publication name, at least one common author,
year of publication. The algorithm then compared each of the three databases pair-
wise, and took into account already existing pairs. In case a record was matched across
the three databases, it was stored as a triple match. Each two records compared were
checked for fulfilment of each of the above-mentioned criteria.

Each of these criteria were programmed, and combinations from 2 to 5 criteria used
simultaneously were automatically tested. The standard measures for comparison of
methods in pattern recognition: precision, recall and F1 scores, were then calculated.

The results of the experiment, as presented in 5.3, show that the optimal performance
was achieved by combining the DOI/URL criterion with title characters similarity larger
than 95%.

Software used to select the ’golden set sample’, cleanse the records, and match the
cross-database data using each of the criteria presented above is made openly available
on GitHub2 for reproducibility.

2https://github.com/bpaszcza/MicrosoftAcademic study
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Chapter 5

Application of Completeness
Methodology

5.1 Scope of the databases

Tables 5.1 and 5.2 present the data gathered using keyword-based queries during the
data collection. We need to note that because of the methodology used, comparison be-
tween disciplines within a single database. In other words, the fact that Google Scholar
dataset contained 2582 records from Natural Sciences and only 2005 from Engineering
and Technology does not indicate that overall GS indexes less documents in the lat-
ter category, nor does it indicate that less articles are being published in the field of
Engineering and Technology.

What the study intends to show, instead, is a comparison between databases within
each of the disciplines. The methodology was designed to compare the coverage of
field of Natural Sciences by Scopus, Google Scholar, and Microsoft Academic.

5.1.1 Microsoft Academic and Scopus

Number of MA records was higher than in Scopus in all six OECD fields of science,
recorded number of citations to these documents was higher in five out of six disci-
plines (Engineering and Technology being the exception). Overall, MA returned 72.6%
more documents and 12.6% more citations than Scopus. Most notable differences in
favour of MA appear in Social Sciences and Humanities, where number of retrieved
records in MA is more than double (Social Sciences) and almost triple (Humanities).
This observation confirms earlier studies, highlighting ineffective indexing of research
outputs in these disciplines by Scopus, mentioned for example by Harzing and Alka-
ngas (2016a)). Another study conducted by Hug and Braendle (2017) also observed
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TABLE 5.1: Number of documents per discipline

Google Scholar Microsoft Academic Scopus
Natural Sciences 2582 2212 1493
Engineering and Technology 2005 1800 1325
Medical and Health Sciences 1651 1524 1201
Agricultural Sciences 2963 2359 1468
Social Sciences 3092 2578 1251
Humanities 2803 2745 919
TOTAL 15096 13218 7657

TABLE 5.2: Number of citations to documents found per discipline

Google Scholar Microsoft Academic Scopus
Natural Sciences 186161 129601 126215
Engineering and Technology 37984 24487 25857
Medical and Health Sciences 80684 59050 55737
Agricultural Sciences 88078 59426 51126
Social Sciences 118235 59757 39679
Humanities 40158 13402 8498
TOTAL 551300 345723 307112

the lower number of MA citations records in Engineering and Technology. They, how-
ever, also observed similar result for Natural Sciences, where our study shows Scopus
lagging, which may be explained by some uncertainty in the results or fast-paced de-
velopment of the MA database. Our results confirm the ones of Alakangas and Harz-
ing (Harzing and Alakangas, 2017), who also demonstrated significantly better perfor-
mance of MA versus Scopus.

5.1.2 Microsoft Academic and Google Scholar

The number of cleansed records in GS is 14.2% higher than in MA, and the number of
citations in GS exceeds the one recorded by Microsoft by 49.7%. However, as was de-
noted in 4.1.3, a third of GS papers were removed during cleansing process (compared
to only 6.7% of MA’s), which was not performed on papers citing the records in our
sample. Hence the difference in citations may be in reality smaller due to lower quality
of GS records - a hypothesis that needs further study.

Nevertheless, we need to conclude that despite improvement of the Microsoft Aca-
demic, it still lags in scope against the Google Scholar. Above mentioned study by
Harzing and Alkangas (2017) also identified similar result, albeit being based on a
smaller sample of research output of 145 researchers from a single academic institu-
tion. They also showed consistently higher numbers for GS when compared to Scopus,
in all six OECD fields of research - which is also the case in our sample.
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FIGURE 5.1: Number of documents found by discipline

5.1.3 Comparison of results to other studies

The results of this study have to be confirmed by comparison to other studies on MA,
GS, and Scopus. They are presented in Tables 5.1, 5.2 as well as in Figures 5.1 and 5.2.

The number of documents found was 72.6% higher in MA when compared to Scopus
in total, and individually higher in all of the six analysed disciplines. Citation counts
were higher in five out of six fields, with the only exception being Engineering and
Technology, where MA indexed 94.7% of the citations included in Scopus. However,
overall MA indexed 12.6% more citations than Scopus.

Such results confirm those found by other researchers. In her original study, Harzing
(2016b) has observed MA’s superiority in terms of citation counts over Scopus only in
some disciplines, with other comparison metrics indicating similar performance. In the
study by Hug et al. (2017), it was found that in terms of citation scores of documents
from a single institutional repository, MA compares on-par with or higher than Scopus
in the fields of Humanities, Social Sciences, and Agricultural Sciences. This study also
found that in the field of Engineering and Technology, MA’s citation score lags behind
Scopus, but by a very small margin. The greatest discrepancy between the results can
be found in Natural Sciences, where Hug at al. found significantly fewer citations in
MA than in Scopus.

It is also necessary to mention that some variance in the results is explainable by the
constant development of MA in the most recent two years (Harzing and Alakangas,
2017), in terms of scope and quality, which results in a higher number of documents
and in more indexed citations.
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FIGURE 5.2: Number of citations to documents found by discipline

In another recent study, focusing on comparing MA with GS, Scopus, and WoS, Harz-
ing (2017) has concluded that MA significantly outperforms Scopus in terms of number
of indexed documents and citations, which seems to confirm our findings. In her study,
GS outperformed MA in number of citations in all but one of the categories – Life Sci-
ences – where the score was almost equal. In our study, this difference is confirmed,
albeit to an even greater extent, as MA indexes 62.7% of citations indexed by GS. Sim-
ilarity between the indexing of disciplines can be observed, with MA’s poorest score
being 33.4% in Humanities and Arts in our study, which is comparable to Harzing’s
40.5%, for example.

However, we also need to remember that – contrary to sets of database records – cita-
tions to the documents have not been cleansed of duplicates and unidentifiable docu-
ments. As shown above, a third of the publications indexed by GS were removed in the
cleansing process, compared to just 6.7% of MA’s records. Hence, it should be further
verified whether the observed differences in number of recorded citations hold when
incorrect citing documents and links are removed from the study. The number of doc-
uments indexed (after cleansing) shows that the difference between databases can be
significantly smaller, with MA indexing a number of documents that constitute 87.6%
of GS’s set.
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TABLE 5.3: Summary of data cleansing statistics

Google Scholar Microsoft Academic Scopus
Records 23,144 100.0% 14,102 100.0% 7,903 100.0%
* Without source (URL/DOI) 7,246 31.3% 388 2.8% 0 0.0%
* Duplicates - identical DOI/URL 149 0.6% 153 1.1% 105 1.3%
* Duplicates - identical metadata 392 1.7% 190 1.3% 107 1.4%
* Duplicates - PPM clustering 261 1.1% 153 1.1% 34 0.4%
Cleansed records 15,096 65.2% 13,218 93.7% 7,657 96.9%

5.2 Data quality

The second comparison between the databases is concerned with the quality of data
reviewed during the data cleansing process. Looking at Table 5.3, Scopus has demon-
strated to be the most reliable database in terms of data quality (96.9%), unsurprisingly
due to its method of data gathering and previous experiments. However, the rising
contender - Microsoft Academic - has shown performance on only marginally lower
level to Scopus (93.7% correct records), which is a pleasant surprise. Such a result,
combined with significantly larger scope (13,218 records in MA, compared to 7,657 in
Scopus), demonstrates that the Microsoft team has managed to remove many of the
drawbacks of the original Microsoft Academic Search service.

Comparing MA to Google Scholar, one has to notice that the after-cleansing number of
records is comparable, but Microsoft Academic still returns smaller number of records
(87.6%). However, in terms of the quality of the data, the wider scope of metadata
(especially availability of DOI, but also more than one - and quite often, a few - URLs
per record) and higher overall quality leads to a significant difference (with only 65.2%
of Google Scholar records passing the cleansing process).

5.3 Databases overlap

Thirdly, this study aimed to test various methods of automated cross-database overlap
analysis against a manually verified ’golden sample’ of matched records. The test sam-
ple was created by obtaining three sets of records from each of the three databases. The
sets consisted of the first 400 alphabetically sorted records from the samples in the field
of Natural Sciences.

Then, an automatic procedure with a manual review to find cross-database overlap
(pairs/triples of records referring to the same research output) was performed. An
algorithm proposed to link a pair of records across databases if any of the below de-
scribed criteria matched:

• A matching DOI (Scopus - MA match) or URL (MA - GS)
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• At least one common author in the authors’ list and year of publication within ±1
year of each other (please note, Scopus metadata shows only the first author)

• The two titles were similar in more than 80% (calculated using Python’s dif-
flib.SequenceMatcher function, based on the Ratcliff-Obershelp algorithm1); titles
have been truncated at the 150th character, as this is the maximum title length that
Google Scholar provides

In the case that titles were identical, and at least one common author and publication
date were found in both records, a match was created fully automatically. If, how-
ever, some of these three conditions had not been met, the proposed pair/triple was
reviewed manually. Finally, after proceeding through the full set of records, another
manual check was conducted to discard any duplicates or false positives by manual
review of metadata of matched pairs/triples. This meticulous and time-consuming
process was conducted to ensure that the test sample can be assumed to truthfully
represent the overlap of test sets. A graph presenting an overview of the test sample
creation process is presented in Figure 4.6.

As a result, 334 pairs and triples, representing records in the three databases that refer
to the same publication, were identified.

Subsequently, a process of creating and testing an algorithm allowing automatic over-
lap test was initiated. The available metadata fields were tested to verify the precision
and recall of matching using these criteria. Five separate metadata types were used:

• identical DOI (match between Scopus and Microsoft Academic) or URL (match
between Microsoft Academic and Google Scholar)

• titles: at least 95% similarity (calculated using Python’s difflib.SequenceMatcher
function, based on the Ratcliff-Obershelp algorithm2)

• the same venue of publication

• at least one common author’s surname

• the same year of publication

Furthermore, multiple tests with an increasing threshold (defined as the minimal num-
ber of conditions met to form a match) were performed. The results are presented in
Table 5.4.

The least reliable conditions of selection are venue of publication, year of publication,
and common authors. In a trial using only a single condition, low precision (defined as

1https://docs.python.org/2/library/difflib.html
2https://docs.python.org/2/library/difflib.html
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TABLE 5.4: Results of conditions for cross-database record matching (overlap analysis)

A. Threshold: 1/5 (minimal number of criteria met )
Selection criterion: DOI/URL Title (>95% similarity) Venue of publication Common Author Year of Publication combined (DOI/URL + Title)
precision 0.99 0.89 0.01 0.09 0.01 —
recall 0.6 0.96 0.29 0.69 0.27 —
F 0.75 0.92 0.01 0.16 0.01 —
B. Threshold: 2/5
Selection criterion: DOI/URL Title (>95% similarity) Venue of publication Common Author Year of Publication combined (DOI/URL + Title)
precision 1 0.96 0.12 0.34 0.06 0.96
recall 0.6 0.96 0.32 0.9 0.75 0.97
F 0.75 0.96 0.18 0.49 0.11 0.97
C. Threshold: 3/5
Selection criterion: DOI/URL Title (>95% similarity) Venue of publication Common Author Year of Publication combined (DOI/URL + Title)
precision 0.98 0.95 0.61 0.86 0.83 0.96
recall 0.59 0.9 0.33 0.89 0.86 0.9
F 0.74 0.92 0.43 0.87 0.85 0.93
D. Threshold: 4/5
Selection criterion: DOI/URL Title (>95% similarity) Venue of publication Common Author Year of Publication combined (DOI/URL + Title)
precision 0.73 0.74 0.68 0.72 0.72 0.74
recall 0.41 0.5 0.31 0.49 0.49 0.5
F 0.53 0.6 0.42 0.58 0.58 0.6
E. Threshold: 5/5
Selection criterion: DOI/URL Title (>95% similarity) Venue of publication Common Author Year of Publication combined (DOI/URL + Title)
precision 0.53 0.53 0.53 0.53 0.53 0.53
recall 0.18 0.18 0.18 0.18 0.18 0.18
F 0.27 0.26 0.26 0.26 0.26 0.26

the ratio of true positives to the sum of true positives and false positives) of 0.01-0.09
suggests a very high (91%-99% of all matches found) number of cross-database matches
that are not in fact referring to a single publication. The recall (ratio of true positives
over the sum of true positives and false negatives) of these three methods was also
relatively low, ranging from 0.27-0.69, meaning that of the matches that should have
been found, only 27%-69% were indeed identified.

On the other side of the spectrum, DOI/URL condition has been shown to lead to a very
high precision of 99%, indicating a low number of false positives, further confirming
that identification of unique records using those two identifiers is indeed very reliable.
Its recall, however, has been relatively low – reaching 60%. This effect is due to the fact
that despite its popularity, DOIs are recorded in only approximately 70% of the records
in the sample. Furthermore, whilst MA attempts to provide a list of all URLs where
a given document can be found (e.g. institutional repositories, journals, personal web
pages), GS only provides one, so that in some cases, the same document can be found
at different addresses by crawlers of the two databases.

Finally, matching records using their title has also proved to be a very reliable method.
Here, a condition of equal or more than 95% similarity of title strings was used to
take into account common record parsing errors that could remain in the sample. This
method has resulted in precision of 0.89, indicating some false positives have been
selected, but also recall of 0.96. Such result proves that matching using titles helps to
match records without recorded or common DOI/URL.

Hence, to improve the quality and reliability of the algorithm used, a further test was
performed to determine how increase in threshold (minimal number of conditions met
to record a match) reflects on the precision and recall scores. As an example, the column
’Venue of publication’ in Table 5.4B. indicates records matches that have the same venue
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of publication and met at least any one of the other four conditions (DOI/URL, title,
common author, or year of publication). We could expect the precision to increase and
the recall to drop with the increasing threshold. Whilst the latter part of the statement
seems to be generally true as recall is indeed decreasing gradually in parts B-E – the
precision in some cases is fluctuating (e.g. ’Venue of publication’ column, Table 5.4D.)
or decreases when the threshold is larger than 3. This can be explained by taking into
account the methodology of a study, where not only pairs of matched records were
created, but also triples (three records, each from one of the databases, matched). The
incomplete cases, where in the test sample we had a triple, and the algorithm only
found a pair (e.g. found a match between a record in Scopus and one in Google Scholar,
but missed a match to a record in MA) were counted as ’false positives’ due to their
incompleteness. As the threshold increased, the difficulty of creating a match resulted
in more incomplete pairs instead of triples, leading to an increase in the number of false
positives and hence a decrease in precision.

Furthermore, an additional column was added for a combined method that requires
fulfilment of both DOI/URL and title criteria and any of the remaining three possible
criteria, in cases the threshold threshold was set to a number higher than 2. This was an
attempt to combine the two criteria with best performance, indicated by their individ-
ual a highest F-score. Indeed, the best result has been obtained by using both criteria
simultaneously and discarding the other proposed criteria, reaching an F-score of 0.96.

To conclude, this study reaffirms the notion that unique identifiers such as DOIs and to
some extent URLs are indeed the best method for finding the same records in multiple
data sources. However, due to the fact that some records lack a DOI and have different
URLs (meaning that they have been found by the databases in different online loca-
tions), comparison of titles is recommended as the next-best method. Similarly to (Hug
et al., 2017), we found that attempting to find overlap based on other metadata fields
e.g. authors, year of publication, venue of publication results in significantly higher
error rate.
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Chapter 6

Conclusions

6.1 Overall conclusions

The proposed methodology has been shown to enable a discipline-agnostic, large scale
and significantly automated in-depth comparison of scholarly communication datasets
available via APIs. Therefore, it can serve as a foundation for creation of a generalised,
easily reproducible method for studying and verifying the databases which became
an essential element of scientific literature reviews and policymaking, among other
applications.

The proposed methodology was applied to study Microsoft Academic, Google Scholar,
and Scopus. The results of this exercise, when compared with other subject literature,
show high degree of similarity. Such is the case, especially in terms of scope and citation
coverage differences between the databases. The proposed methodology also provides
more in-depth results, e.g. regarding the disciplinary coverage based on document-
level sampling, which in the future should be compared to other studies.

As bibliometric studies show, comparing the indexing of different disciplines is nec-
essary, as the coverage of disciplines by different databases varies - a feature which
the proposed methodology develops. With a significantly larger number of records
amassed by Microsoft Academic and Google Scholar in the field of Humanities, for ex-
ample, one has to conclude that those portals should serve as much better data sources
for studies in this given area. Hence, methodology proposed in the study enables de-
tailed comparison of databases, hence helping to gather an in-depth knowledge and
understanding of scholarly information sources. This study has shown that it is pos-
sible to perform large-scale comparison aiming to cover all disciplines, based on indi-
vidual research outputs instead of sets of publication by an author, an institution or
journal. This important feature is a necessary to truthfully study the scholarly commu-
nication landscape and its indexing by the database in question.
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6.2 Comparison to other studies of Microsoft Academic

Furthermore, our results confirm with only minor differences described in Section 5.1
the recent results of Microsoft Academic analyses. Hence, this study is highlighting the
new portal as an interesting source of data. Microsoft Academic is combining robust
metadata structure previously characteristic of Scopus and Web of science with scope
and size comparable to that of Google Scholar. Characteristically, the source’s openness
(especially availability via an open API) also positively distinguishes it from its com-
petitors. It remains to be seen, however, whether Microsoft maintains such approach
towards openness of the dataset in the future.

Some expected disciplinary differences were indeed identified: MA indexed publica-
tions and - to a smaller extent - citations in areas of Social Sciences and Humanities two-
to three-times better than Scopus, a dataset often criticised for poor coverage of these
disciplines. The citation scores were almost uniformly higher in MA than in Scopus.

On the other hand, the number of citations in Google Scholar remained significantly
higher than in MA. Future studies should examine the citing documents to identify,
whether they indeed are academic papers. It may be that the GS quality problems
(which were also found in the data cleansing process) are inflating the GS score. It is
also possible - especially in the areas of Social Sciences and Humanities - the difference
may come from better indexing of books and other non-traditional research outputs
by Google. Inclusion of the ”estimated citation count”, a mathematical prediction of
the ”real” number of citations to a paper is an attempt to work around the problem.
However, it cannot be deemed sufficient, as the reliability of such prediction method is
not yet verified.

6.3 Methodology

The data gathering and cleansing process was found to be significantly simpler and
less time-consuming in Microsoft Academic than in Google Scholar, due to available
API and developed metadata structure. The quality of the downloaded MA data was
found to be almost on-par with Scopus’ data. It is a significant achievement, bearing in
mind that the data quality problems were plaguing earlier Microsoft Academic Search,
but also Google Scholar - a service similarly using web crawlers to index content.

The newly designed, keyword-based methodology allows researchers to compare the
sources performance within disciplines, whilst not being dependent on output of a sin-
gle journal, institution or a group of individuals. The manual methodology for sourc-
ing the disciplinary keyphrases used in this paper could also be further developed,
by using expert reviews (getting experts from a given discipline to provide or verify
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keywords) or designing an automated script, based on Natural Language Processing
techniques, that could verify the keywords – for example, checking whether it can find
a Wikipedia entry (Łopuszyński and Bolikowski, 2014).

Furthermore, a review of metadata useful to perform an overlap analysis of the datasets
may prove a foundation for standardisation of cross-dataset records matching. Our
study largely confirmed earlier results in that matter, but has supplemented the results
with in-depth statistics and verified the outcomes on a much more diverse sample con-
sisting of six types of metadata drawn from three databases.

We have found that the best result for matching records accross databases in order to
compare how much they overlap is obtained by using simultaneously the two criteria
when comparing two records from different datasets:

• a matching DOI or URL (or both) and

• at least 95% similarity of titles.

This method obtained an F-score (harmonic mean of precision and recall) of 0.96. The
95% similarity criteria for the title of the publications allows for some minor and rela-
tively common errors in the ways titles are recorded in the datasets. For example some
titles were observed with erroneous letters or diacritic signs, an error found especially
in databases using automated parsers of online content, such as Google Scholar and
Microsoft Academic.

6.4 Further work

This study can be built on in order to create an easy-to-use and standardised method en-
abling researchers to gain an in-depth understanding of the advantages and disadvan-
tages of the tools they used to conduct literature review and assess impact of individual
publications, institutions or countries. Such knowledge could inform the usefulness of
certain datasets for studies in a specific discipline (especially meta-reviews), evalua-
tion of researchers (e.g. of the citation counts of often underrepresented non-STEM
researchers) and applications in industry.

Furthermore, a keyword-based method of understanding the characteristics of databases
could be useful for studies of other types of datasets and services. Examples include
studies of scope of news datasources and news aggregators, insights into coverage of
search engines or the characteristics of content selection algorithms in social media.

The study is proposed to be repeated on other datasets, with a more thorough evalu-
ation and comparison of results. Since this study has been conducted on a relatively
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novel source of data, Microsoft Academic, studies comparing e.g. Web of Science and
Scopus could provide more information into the differences between the new method-
ology and results of research conducted by others.

Furthermore, the data cleansing process should be automated to a larger extent. This
problem may prove to be hard to generalise, as data quality problems may be specific
to individual databases. However, data cleansing remains the most time-consuming
element of the proposed procedure. On the other hand, we note that it is a standard,
and often the most laborious, component of data science projects in general.
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