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A B S T R A C T 

We use the small scales of the Dark Energy Surv e y (DES) Year-3 cosmic shear measurements, which are excluded from the DES 

Year-3 cosmological analysis, to constrain the baryonic feedback. To model the baryonic feedback, we adopt a baryonic correction 

model and use the numerical package BACCOEMU to accelerate the e v aluation of the baryonic non-linear matter power spectrum. 
We design our analysis pipeline to focus on the constraints of the baryonic suppression effects, utilizing the implication given by a 
principal component analysis on the Fisher forecasts. Our constraint on the baryonic effects can then be used to better model and 

ameliorate the effects of baryons in producing cosmological constraints from the next-generation large-scale structure surv e ys. 
We detect the baryonic suppression on the cosmic shear measurements with a ∼2 σ significance. The characteristic halo mass for 
which half of the gas is ejected by baryonic feedback is constrained to be M c > 10 

13 . 2 h 

−1 M � (95 per cent C.L.). The best-fitting 

baryonic suppression is ∼ 5 per cent at k = 1 . 0 Mpc h 

−1 and ∼ 15 per cent at k = 5 . 0 Mpc h 

−1 . Our findings are robust with 

respect to the assumptions about the cosmological parameters, specifics of the baryonic model, and intrinsic alignments. 

Key words: gravitational lensing: weak – large-scale structure of Universe – cosmology: observations. 
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 I N T RO D U C T I O N  

aryons impact the density profiles of dark-matter-dominated cosmic 
tructures on small spatial scales. As a consequence, they also 
ffect the total-matter clustering signal. We call such baryonic 
hysics impact on the total-matter clustering ‘baryonic feedback’, 
ncorporating many possible mechanisms like active galactic nuclei 
AGNs), gas cooling, metallicity evolution, etc. In most of the cases, 
GN is the most important mechanism at the scale rele v ant to

he large-scale structure surv e ys, and it would lower the matter
ower by throwing a part of the baryonic matters out of the galaxy.
hile the effects of baryons are most noticeable in the clustering 

ignal within individual haloes, they extend out to the two-halo 
egime, on scales corresponding to a few megaparsecs. These effects 
hus complicate the cosmological inferences from surv e ys mapping 
ut the clustering of cosmic structures. In order to mitigate this
ncertainty in the cosmological analyses in the coming generation of 
arge-scale structure surv e ys, considerable effort has been undertaken 
o build reliable predictions for the baryonic feedback, including the 
doption of the halo model (Mead et al. 2021 ), principal component
nalysis on the baryonic suppression modes (Huang et al. 2019 ), 
nd calibrated simulations (Schneider & Teyssier 2015 ; Aric ̀o et al.
020 ). In parallel, a growing number of analyses have been dedicated
o assessing and validating these baryonic-modelling approaches 
MacCrann et al. 2016 ; Huang et al. 2021 ; Gatti et al. 2022a ; Lee
t al. 2022 ; Nicola et al. 2022 ; Thiele et al. 2022 ; Tr ̈oster et al. 2022 ;
chneider et al. 2022 ). 
While the impact of baryons can be modelled with hydrodynamical 
 -body simulations (Schaye et al. 2010 , 2015 ; Le Brun et al. 2014 ;
cCarthy et al. 2017 ; Springel et al. 2018 ), these results typically

epend on the physics adopted in the simulations. Thus the inferred 
aryonic feedback depends on the values of free parameters, which 
re in turn determined by a sub-grid recipe for baryonic physics.
ecause the hydrodynamical simulations are computationally very 
emanding, rerunning them for many baryonic scenarios quickly 
ecomes prohibitive. Therefore, accurate yet efficient modelling 
f the effect of baryons on clustering remains a key challenge in
osmology. Addressing and solving this challenge will be required 
or upcoming surv e ys such as Euclid (Martinelli et al. 2021 ), the
ubin and Roman telescopes (Eifler et al. 2021 ), the Dark Energy
pectroscopic Instrument (DESI) (Fagrelius 2020 ), and Subaru 
rime Focus Spectrograph (Takada et al. 2014 ). 
‘Baryonification’ (Schneider & Teyssier 2015 ; Aric ̀o et al. 2020 )

s one such method that enables an efficient yet accurate modelling 
f the effects of baryons. This approach is based on the fundamental
remise that the baryonic effects can be captured by shifting the 
osition of particles in gravity-only N -body simulations. The shift 
s computed by means of parametrizing the difference between 
ensity profiles of cosmic structures with and without baryons. This 
ntroduces a few physically motivated free parameters which can be 
onstrained with observations or hydrodynamical simulations. 

Our goal here is to apply the baryonification modelling to the data
tilized in the Year-3 analysis of the Dark Energy Surv e y (DES)
Sheldon et al. 2020 ; Gatti et al. 2021 , 2022b ; Sevilla-Noarbe et al.
021 ). These observations have a footprint of nearly 5000 square 
eg on the sky, and comprise the redshift and shape measurements 
f o v er 100 million galaxies, with the mean redshift z = 0.63 (Secco
t al. 2022 ). In principle, all of the key observations that comprise
he ‘3x2pt’ DES Y3 analysis (Abbott et al. 2022 ) – galaxy clustering,
 alaxy–g alaxy lensing, and cosmic shear – would benefit from the 
aryonification analysis, as all three extend to scales potentially 
ffected by baryons. In this paper , however , we only consider the
ES Y3 observations of cosmic shear (Amon et al. 2022 ; Secco
t al. 2022 ). We leave the application of baryonification to the full
x2pt analysis to future work, because systematics other than the 
aryonic effect, for example the galaxy bias, are more predominant 
or the galaxy clustering and galaxy–galaxy lensing analysis. 

A model dedicated to describe the baryonic effect on the large-
cale structure typically adds one or more free parameters to the
osmological parameter space, while enabling the extension of the 
lustering constraints to smaller scales. In this work, among the first
everal adoptions of the baryonification model for a wide-field galaxy 
urv e y, we do a simpler analysis in order to study the ef fecti veness of
his approach. We fix the cosmological parameters to the best-fitting 
odel derived in the standard analysis, then only utilize the scales

maller than those used in the standard analysis in order to constrain
he baryonification parameter(s). Therefore, instead of focusing on 
he cosmological parameters, we instead study the baryonic physics, 

easuring the amount of baryonic feedback in structure formation. 
he results obtained in this type of analysis can subsequently serve to
rovide a prior for the modelling of baryons in upcoming surveys, and
hus help maximize the cosmological information from ongoing and 
uture surv e ys such as DESI, Euclid, Rubin and Roman observatories,
yper-Suprime Camera Surv e y (HSC), and Spherex. 
The paper is organized as follows. In Section 2 , we describe the

aryonification method and the corresponding numerical tools that 
e use. In Section 3 , we describe our analysis, and in Section 4 we
resent its results. In Section 5 , we discuss the results, and compare
hem to others in the literature. We conclude in Section 6 . Additional
nformation about our methods, results, and comparisons is available 
n the Appendices. 

 M E T H O D O L O G Y  

e model the matter power spectrum employing a series of Neural
etwork emulators from the BACCO Simulation project (Angulo 

t al. 2021 ) ( BACCOEMU ). Specifically, the matter power spectrum
s decomposed in three different components: a linear part given 
y perturbation theory, a non-linear boost function, and a baryonic 
orrection. The linear component is a direct emulation of the 
oltzmann solver CLASS (Lesgourgues 2011 ); it speeds up the 
alculations by several orders of magnitude while introducing a 
egligible error (Aric ̀o, Angulo & Zennaro 2021a ). The non-linear
oost function is built by interpolating the output of more than
00 simulations, obtained by scaling the cosmologies of six high- 
esolution N -body simulations of ≈2Gpc and 4320 3 particles, using 
he methodology developed in Angulo & White ( 2010 ), Zennaro
t al. ( 2019 ), Contreras et al. ( 2020 ), and Angulo et al. ( 2021 ).
his algorithm manipulates a given simulation snapshot to mimic 

he expected particle distribution in a cosmological space that 
pans roughly the 10 σ region around Planck 2018 best fits (Planck
ollaboration VI 2020 ). The parameter space includes dynamical 
ark energy and massive neutrinos, and models the power spectrum 

ith an accuracy of 2 –3 per cent (Contreras et al. 2020 ; Angulo
t al. 2021 ). Finally, the baryonic correction is computed applying a
aryonification algorithm (Schneider & Teyssier 2015 ; Aric ̀o et al.
020 ) to the N -body simulations. The baryonification, or Baryon
orrection Model (BCM), displaces the particles in a gravity-only 

imulation according to theoretically moti v ated analytical correc- 
ions (Schneider & Teyssier 2015 ; Aric ̀o et al. 2020 ) to model the
mpact of baryons on the density field. In the BCM framework,
aloes are assumed to be made up of g alaxies, g as in h ydrostatic
quilibrium, and dark matter. A given fraction of the gas is expelled
rom the haloes by accreting supermassive black holes, and the 
MNRAS 518, 5340–5355 (2023) 
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ark matter backreacts on the baryon gravitational potential with a
uasi-adiabatic relaxation. The model employed has seven physically
oti v ated free parameters, although we will show that varying just

ne parameter will be sufficient for our purposes. We refer the reader
o Appendix A for further details on the baryonification. By working
t the field level, the BCM can provide predictions on multiple
bservable quantities, e.g. clusters’ gas fraction from X-ray or kinetic
un yaev–Zeldo vich effect (Giri & Schneider 2021 ; Schneider et al.
021 ). Moreo v er, the BCM has pro v en fle xible enough to reproduce
he two-point and three-point statistics of several hydrodynamical
imulations (Aric ̀o et al. 2021b ). The emulator that we employ
ully captures the degeneracies between baryonic and cosmological
arameters, while being accurate at several per cent level (Aric ̀o et al.
021c ). 
Having emulated the non-linear matter power spectrum with

aryonic effects modelled by BACCOEMU , we follow the same
ethodology as described in section IV.B in Secco et al. ( 2022 )

o model the tomographic weak lensing two-point correlation func-
ions. We are projecting the 3D matter power spectrum into 2D
ngular-space correlation functions, using the lensing kernel from
he redshift-binned source galaxy samples. Hence we expect the
aryonic suppression at small scales in the matter power spectrum to
e reflected in the tomographic 2pt functions. 

 ANALYSIS  C H O I C E S  

ur goal is to constrain the baryonic feedback using the DES Year-3
easurements of cosmic shear tomographic two-point correlation

unctions (Amon et al. 2022 ; Secco et al. 2022 ) measured at small
cales that were discarded in the standard cosmological analysis. We
tart with a Fisher forecast in Section 3.1 to inform how to reduce
he dimensionality of the parameter space in the analysis. Then we
pecify the parameter priors and the nested sampling pipeline of our
nalysis in Sections 3.2 and 3.3 . We discuss the possible systematics
hat could affect the baryonic feedback constraints in Section 3.4 , and
t the end we finalize the blinding scheme in Section 3.5 based on
he considerations in this section. The real-data analysis pipeline is
dentical to the synthetic-data tests described in this section; the
nly difference is of course that f ak e data are replaced by real
bservations. 

.1 Principal component analysis on Fisher forecasts 

he first choice to make in our analysis is to determine the baryonic
arameter space that is sensitive to the precision of the measurements
urrently available to us. As recapped in Appendix A , there are
even parameters introduced by the baryonic correction model
dopted by BACCOEMU . With the signal to noise of the small-
cale cosmic shear measurements only, we are not likely to be
ble to constrain all of them. Additionally, these unconstrained extra
arameters can exacerbate convergence problems during the Monte
arlo sampling. We therefore need a strategy to identify the subset of
ew parameters that are rele v ant to v ary when analysing an extended
heoretical model, given the limited precision of data we have
n hand. 

We introduce our innov ati ve parameter space compression strategy
s follows. We define a metric R FoM 

≤ 1 to quantify how well a
ultidimensional hypercube spanned by a subset of the parameters
 v erlaps with the sub-parameter space best constrained by the data: 

 FoM 

( θ ) = FoM θ

/ 

N θ∏ 

i= 1 

√ 

λi , (1) 
NRAS 518, 5340–5355 (2023) 
here θ is a subset of model parameters, N θ is the number of the
arameters in this subset, λi are the eigenvalues of the Fisher matrix
n the decreasing order, and 

oM θ = 1 / 
√ 

det [( F 

−1 ) | θ ] . (2) 

ere, we take the submatrix corresponding to θ from the full Fisher
atrix inverse to calculate the determinants. 
We use two criteria to aid the identification of the parameters θ

hat are sensitive to the data: 

(i) Criterion I : R FoM 

( θ ) ≈ 1. When R FoM 

( θ ) approaches 1 from
elow, then the multidimensional hypercube spanned by θ – a subset
f the model parameters – o v erlaps with the space constrained by the
rst N θ principal components. 
(ii) Criterion II : 

∏ N θ
i= 1 

√ 

λi / 
∏ N 

i= 1 

√ 

λi ≈ 1, where λi are normal-
zed to 1 for unconstrained (prior-dominated) principal components.
his gives a measure of how much total information gain over the
rior is contained within just the first N θ principal components. 

Both quantities featured in these two criteria are ≤1. When
hey approach unity simultaneously, then we can declare that the
arameters not contained in θ are insensitive to the data. We can thus
ustifiably vary θ and fix all other parameters in the analysis. 

Note that this whole argument is predicated on the assumption of
 Gaussian posterior, which the Fisher matrix formalism assumes
rom the beginning. 

In our scenario of modelling the small scales of cosmic shear by
ntroducing the BCM parameters, we first carry out the Fisher matrix
alculation using the FISHER routine of the COSMOSIS software. The
isher matrix is defined as 

 ij = 

∑ 

mn 

∂v m 

∂p i 

[
C 

−1 
]
mn 

∂v n 

∂p j 

+ 

[
I −1 

]
ij 

. (3) 

ere, v m 

are the measured data points which are organized in a
ata vector , p i are the model parameters, and C is the measurement
o variance matrix. Ne xt, I ij is the prior term, which is typically a
iagonal matrix with elements 1 /σ 2 

i for uncorrelated priors, where
i is the variance of the Gaussian prior of the i -th parameter.

For parameters on which we apply flat priors, we calculate the
qui v alent Gaussian priors σ i d, whose Gaussian variance scales with
he flat prior range.] When F ij approaches I ij , the data are not
roviding information to the model parameters, and their constraints
re dominated by the priors. 

In the Fisher forecast, we vary the six cosmological parameters,
3 DES nuisance parameters, and seven baryonic parameters; see
able 1 . The six cosmological parameters that we vary are matter
nd baryon densities relative to critical �m 

and �b , amplitude of
ass fluctuations σ 8 , scaled Hubble constant h , and the (physical)

eutrino density �νh 2 . The detailed definitions of the 13 nuisance
arameters (listed in Table 1 as intrinsic alignment, source photo-
 shift, and shear calibration parameters) are given in Secco et al.
 2022 ), while the baryonic parameters are fully defined in Aric ̀o
t al. ( 2021b ). Note also that the characteristic masses, for example
he halo mass scale that contains half of the total gas, M c , are defined
n units of h 

−1 M �. This gives us a Fisher matrix with a total of 26
arameters. 
We marginalize o v er all of the 13 DES nuisance parameters, as well

s the three cosmological parameters h , n s , and the sum of neutrino
ass M ν , by dropping them from the inverse Fisher matrix. We do

o because cosmic shear measurements, which we are adopting here,
re known to be rather insensitive to all of these parameters. 

We then diagonalize the Fisher matrix in the remaining 10
arameters to find the principal components in this final parameter
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Table 1. Cosmological and nuisance parameters in our DES-Y3 small-scale 
cosmic shear analysis, and their priors. The ‘DES-Y3 3x2pt covariance’ label 
for �m 

and σ 8 prior means that the posterior in this 2D parameters plane 
obtained from DES Y3 3x2pt analysis is applied as prior in our analysis (see 
the red contour in Fig. 5 ). Our other cosmological parameters are fixed to 
the Planck best-fitting values, and other BCM parameters are fixed to the 
best fit to OWLS-AGN hydrodynamic simulations. The nuisance parameter 
priors (IA, photo-z shifts, and shear calibrations) are the same as DES Year-3 
cosmic shear cosmological analysis. 

Parameter Prior 

Cosmological 
�m 

∈ [0.23, 0.4], DES-Y3 3x2pt covariance 
σ 8 ∈ [0.73, 0.9], DES-Y3 3x2pt covariance 
h 0.6727 
�b 0.0493 
n s 0.9649 
�νh 

2 
0 0.00083 

Intrinsic Alignment 
TATT model 

A 1, IA flat ( −5, 5) 
α1, IA flat ( −5, 5) 
A 2, IA flat ( −5, 5) 
α2, IA flat ( −5, 5) 
b ta flat (0, 2) 

Source photo-z shift 
	z 1 s Gauss (0.0, 0.018) 
	z 2 s Gauss (0.0, 0.015) 
	z 3 s Gauss (0.0, 0.011) 
	z 4 s Gauss (0.0, 0.017) 

Shear calibration 
m 1 Gauss ( −0.0063, 0.0091) 
m 2 Gauss ( −0.0198, 0.0078) 
m 3 Gauss ( −0.0241, 0.0076) 
m 4 Gauss ( −0.0369, 0.0076) 

BCM parameters 
log θout 0.419 
log θ inn −0.702 
log ηb −0.248 
log βb 0.321 
log M inn 13.0 
log M c flat (12.0, 15.0) 
log ( M z0 , cen ) 10.4 
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Figure 1. Colour map of the value | p 

θj 

i ∗ √ 

λi | , where p 

θj 

i is the coefficient 
of parameter θ j in the principal component PC i , and λi is the eigenvalue of 
PC i for the 10-dimensional Fisher matrix. The Fisher matrix is calculated 
in the full parameter space with DES Year-3 small-scale cosmic shear 
synthesized data vector, and is marginalized o v er the nuisance parameters 
and the unconstrained parameters h , n s , and M ν ; see the text for details. 
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pace, which consists of the baryonic parameters and the cos- 
ological parameters of interest, �b , �m 

, σ 8 . Let us denote the 
igenvalues in this 10D space, in descending order, as λi , i = 1...10,
nd the (normalized) principal components – the eigenvectors –
s p 

θj 

i . 
Fig. 1 shows a colour map in this 10D parameter space. The

olour is proportional to the quantities | p 

θj 

i × √ 

λi | , where p 

θj 

i is the
oefficient of parameter θ j in the principal component PC i . These 
uantities combine the PCs’ weights – their eigenvalues – with the 
oefficients of the parameters within that PC, to give an o v erall
ndication of how well the parameter is constrained by the data. 
 or e xample, log ( M c ) has the largest coefficients of all parameters
ithin the first (best-constrained) principal component, and can thus 
e reasonably expected to be the best-constrained single parameter 
n the full analysis. The first two principal components are dominated 
y log ( M c ), �m 

, and σ 8 , indicating that these parameters are the best
onstrained by our data. 

Ne xt, we quantitativ ely check the two criteria we proposed abo v e
o investigate whether these three parameters are the only parameters 
onstrained by the data instead of the priors. For the three-parameter
ubspace (log ( M c ), �m 

, σ 8 ), Criterion I e v aluates to 

 FoM 

( log ( M c ) , �m 

, σ8 ) = 

FoM log ( M c ) ,�m ,σ8 ∏ 3 
i= 1 

√ 

λi 

= 0 . 836 . (4) 

n other words, when we choose to utilize three degrees of
reedom to describe the constrained parameter space, the choice 
f the physically meaningful parameters log ( M c ), �m 

, and σ 8 

an reproduce 83 . 6 per cent of the Figure of Merit of the more
ptimal but less interpretable choice of the first three principal 
omponents. 

For the Criterion II, when we normalize eigenvalues to λi = 1 for
rior only principal components, we find 

3 ∏ 

i= 1 

√ 

λi 

/ 

10 ∏ 

i= 1 

√ 

λi = 0 . 975 . (5) 

his indicates that the PCs beyond the first three (so fourth, fifth,
tc. PC) are almost fully prior dominated. Hence, we conclude 
hat the constrained parameter space for our small-scale cosmic 
hear analysis is almost completely spanned by the three parameters 
og ( M c ), �m 

, and σ 8 , and we can fix the other cosmological and
aryonic parameters. 
The parameter M c is defined in Aric ̀o et al. ( 2021b ) as the halo
ass scale that contains half of the total gas. In the same reference,

hey demonstrate that, among the seven BCM parameters, the baryon 
eedback suppression S ( k ) = P BCM 

( k )/ P DMO responds to the varia-
ion of M c most significantly; this agrees with our Fisher-forecast 
onclusions. Hence, in our real-data analysis, varying log ( M c ) alone
s analogous to measuring the amplitude of a specific pattern of
aryon feedback, whose redshift and wavenumber dependence are 
oti v ated by theory and simulations. The priors on log ( M c ) and other
xed BCM parameters will be presented in the next subsection. 
In conclusion, the Fisher PCA approach that we just described 

nabled us to determine the baryonic parameter space that can be
onstrained by the DES Y3 measurements. 
MNRAS 518, 5340–5355 (2023) 
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.2 Priors 

o get the best constraining power on the parameters that the
mall-scale cosmic shear analysis is sensitive to (log ( M c ), �m 

,
nd σ 8 ), we fix the other cosmological and baryonic parameters
o the values based on best available information. We give the fixed
osmological parameters the mean values reported in the Planck-
018 TTTEEE + lowEE analysis (Planck Collaboration VI 2020 ).
o the baryonic parameters other than log ( M c ), we assign the values

nferred from the power spectrum produced by the OWLS-AGN
imulation at redshift z = 0 (Schaye et al. 2010 ); see Table 1 . In
he spirit of utilizing the available cosmological information to focus
ur constraining power on the baryonic parameters, we further apply
he posterior in the �m 

− σ 8 space from the DES-Y3 3x2pt 
old dark matter analysis as a part of our prior; we henceforth refer
o this as the DES-Y3 prior. This prior, Gaussian but correlated in

m 

and σ 8 , captures information provided by large-scale analysis of
eak lensing, galaxy clustering, and g alaxy–g alaxy lensing. Because
ACCOEMU is trained around the best fit of Planck cosmology, and

here is a well-kno wn ∼2 σ do wnward shift in the late-Universe σ 8 

easurement compared to Planck, BACCOEMU range co v ers only a
alf of our σ 8 prior at the higher value end, as illustrated in Fig. 5 . It is
ossible to cause some projection effect, which we leave to be taken
are of in the future work, with an updated version of BACCOEMU
rained in larger spaces. 

.3 Pipeline 

e use BACCOEMU 1 (Aric ̀o et al. 2021b ) to emulate the linear and
on-linear matter power spectrum with baryonic effects, as described
n Section 2 . The maximum wavenumber encoded by the emulator
oes up to k = 5.0, and beyond this scale we linearly extrapolate the
ogarithm of the matter power spectrum to high-k for 2D projection
urpose. We use the data vector of cosmic shear measurements in
onfiguration space, ξ±, only at small scales. Namely, we use the
ame scale cuts as the fiducial DES Year-3 cosmic shear analysis,
ut in the opposite way, adopting only the data points at angles
maller than the scale cuts. Because DES cosmic shear scale cuts are
etermined by minimizing the effects of baryonic feedback (Amon
t al. 2022 ; Secco et al. 2022 ), adopting the complementary scale
uts lets us utilize the data that are the most sensitive to the baryonic
eedback. With this removal of the large scales used in the cosmology
nalysis adopted, we have 173 data points (measurements of ξ±). As
hown in Fig. 4 , on these small scales there are many more ξ− data
oints than ξ+ 

, which is exactly the opposite from the situation in
he standard cosmological analysis. This is because the structure of
he ξ− kernel makes it more significantly based on small scales, and
ence affected by the baryonic effects. Measurements of ξ− thus
rovide particularly valuable information on the BCM parameters. 
We use COSMOSIS (Zuntz et al. 2015 ), 2 POLYCHORD (Handley,

obson & Lasenby 2015 ), CAMB (Lewis & Challinor 2011 ), and
ETDIST (Lewis 2019 ) for the nested sampling and the analysis
ipeline. 

.4 Systematics 

aryonic feedback is an important effect at relatively small, non-
inear spatial scales, but it is by no means the only effect at small
NRAS 518, 5340–5355 (2023) 
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cales. Hence, when using the small-scale cosmic shear measure-
ents to constrain the baryonic effects, we need to ensure that

he systematic uncertainties introduced by other small-scale effects
re under control. Here, we investigate the systematics related to
he intrinsic alignment and non-linear clustering. We also discuss
he systematics induced by possible incorrect assumptions on the
osmological parameters, then conclude with a strategy to balance the
onstraining power and the bias on the baryonic parameter log ( M c ).

F or the inv estigation of sev eral systematics that are fairly sub-
ominant and not marginalized by modelling, we use the following
trategy: we generate synthetic data vectors contaminated by certain
ystematics, then carry out the standard analysis by simply ignoring
hese systematics. We compare the posterior of M c , the parameter
hat we concern the most in our analysis, between the baseline
nalysis and the contaminated data vector analysis. We claim that
he systematics is under control when the shift in M c is < 0.2 σ . 

.4.1 Intrinsic alignments 

he ellipticity of the observed galaxies is induced by either the
eak lensing of the background galaxies, or else by the intrinsic

lignments (IA) caused by the tidal gravitational force from cosmic
tructures. Intrinsic-alignment auto and cross correlations with shear
re expected to have a larger effect at smaller scales. Hence we adopt
 be yond-linear, perturbativ e-theory model to predict the intrinsic
lignment in our analysis – the Tidal Alignment and Tidal Torquing
TATT) model (Blazek et al. 2019 ). The precise range of scales o v er
hich the TATT model is accurate is still under investigation, but here
e argue that a straightforward application of TATT is sufficient for
s for two reasons. First, TATT is quite flexible, as it introduces
p to five nuisance parameters to capture the IA power. Second, at
ery small scales ( � 2 Mpc) where TATT may start to become less
ccurate, the statistical errors of the DES cosmic shear measurements
tart to rapidly increase. Therefore, even though some non-linear IA
eatures may not be captured by the parameter space of TATT model,
hey are unlikely to affect our results significantly. 

With the reasoning abo v e, we carry out our real-data analysis
arginalizing o v er the TATT model parameters for the intrinsic

lignment. After unblinding, we investigate the possible degenera-
ies between the IA parameters and the baryonic suppression, as
iscussed in Appendix B . We confirmed, based on the contours in
ig. D1 , that: (1) The TATT model parameters are not correlated
ith M c ; (2) In our BCM analysis the constraint on the TATT
arameters is consistent with DES Year-3 3x2pt and cosmic shear
x2pt cosmological analysis results. We thus conclude that the
ntrinsic alignment is not biasing our baryonic physics constraints.
he caveat of the above argument is that we trust the degrees of

reedom introduced by TATT model to be able capture the IA features
o the accuracy required by the quality of our small-scale data. 

.4.2 Non-linear matter power spectrum 

n our fiducial analysis pipeline, non-linear physics is modelled by
ACCOEMU . Ho we ver, there still remain dif ferent choices that one
an make in modelling the non-linear clustering of dark matter
lone; see e.g. Martinelli et al. ( 2021 ). To address this, we ran
ur baseline analysis on the synthetic data vector generated by
n alternative non-linear matter power spectrum model. For this
lternative, we chose TAKAHASHI-HALOFIT (Takahashi et al.
012 ). As shown in Fig. 2 , the posteriors on log ( M c ), �m 

, and σ 8 

re almost indistinguishable from the baseline case, with the tension
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Figure 2. Test results using the baseline baryonification analysis pipeline 
on the synthetic data vectors. We adopt the dark-matter-only matter power 
spectrum (corresponding to no baryonic suppression) as our a priori fiducial 
reference. We then generate the matter power spectra suppressed by the 
redshift-dependent baryonic effect measured in OWLS-AGN (Schaye et al. 
2010 ), BAHAMAS T7.6 WMAP9 (McCarthy et al. 2017 , 2018 ), and eagle 
(Schaye et al. 2015 ) simulations (Huang et al. 2019 ; van Daalen, McCarthy & 

Schaye 2020 ) (corresponding to decreasing amplitude of baryonic suppres- 
sion). The figure shows that our analysis pipeline successfully captures the 
relative amplitudes of the baryonic effect between different simulations in 
log M c posteriors. We also test the synthetic dark-matter-only data vector with 
a lower �m 

than our parameter prior, and this leads to log M c that is biased 
high, as shown in the contour labelled with �m 

= 0.286. Lastly, we replace 
the data-vector-generating non-linear module, switching from BACCOEMU 
to HALOFIT , and find that their difference is not introducing statistically 
significant bias in the parameter space that we are interested in. 
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Figure 3. Synthetic data vector tests for higher order shear effects. The DMO 

and OWLS contours are the same in the Fig. 2 , and the two higher order shear 
synthetic data vectors are generated on the base of DMO and OWLS ones 
multiplying the ratio depicting the higher order shear effects from Fig. 5 
of Secco et al. ( 2022 ). The effect of higher order shear is indicated by the 
deviation from green contour to grey contour, and from red contour to blue 
contour. In neither cases higher order shear effects cause large shift in log M c , 
and the shift direction is al w ays tow ards smaller value of log M c , i.e. less 
possibility of a f ak e detection of the baryonic suppression. 
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etween two posteriors being < 0.02 σ , so we conclude that the non-
inear-modelling uncertainty will not be an issue in our analysis. 

.4.3 Cosmological model assumptions 

s discussed in Section 3.2 , we fix many of the cosmological
arameters, a set priors on additional few, in order to focus on the
onstraints on the baryonic feedback. A natural concern in such an 
pproach is the possible bias in our results introduced by incorrect 
ssumptions on the cosmological model (relative to the ground 
ruth, whatever it may be). To address these concerns, we perform 

 validation test with an alternati ve v alue of a key cosmological
arameter. Specifically, we run a chain on dark-matter-only (DMO) 
ynthetic data vector centred at the value of the matter density that
s at the lower end of the 95 per cent credible-level constraint in the
ES Year-3 3x2pt analysis. That is, given the 95 per cent C.L. DES
ear-3 constraint �m 

∈ [0.286, 0.390], we adopt �m 

= 0.286, thus 
eplacing our baseline which is the DES-Y3 central value, �m 

= 

.339. As illustrated by the red contour in Fig. 2 , lo wer �m 

v alue
hifts the marginalized log ( M c ) posterior away from its baseline
f log ( M c ) = 12.0 to a higher value in the log ( M c ) = 13.5–14.0
ange, with ∼0.8 σ significance. Fortunately, such a scenario leaves 
n unambiguous additional signature, which is a shift, relative to 
he prior, in the �m 

− σ 8 constraint; see the red contour relative to
he others in this plane in Fig. 2 . Therefore, one thing to monitor
ill be the comparison of the small-scale �m 

− σ 8 posterior and 
hat obtained in the standard cosmological analysis that utilizes large 
cales. Any mismatch between those two may indicate a possible 
ias in the inferred baryonic parameter log ( M c ) as well. We will see
elow that our analysis analysis does not show indications any such
hift. 

.4.4 Higher order cosmic shear 

igher order cosmic shear corrections, including the reduced 
hear (Dodelson, Shapiro & White 2006 ) and source magnification 
Schneider, Van Waerbeke & Mellier 2002 ), have been studied in
he DES Year-3 methodology paper (Krause et al. 2021 ; Secco et al.
022 ). As shown in fig. 5 of Secco et al. ( 2022 ), systematics due
o higher order cosmic shear effects are generally subdominant to 
he baryonic suppression. Assuming that such effects are roughly 
osmology-independent, we apply the higher order shear effects 
epicted by the purple dotted line in fig. 5 of Secco et al. ( 2022 )
n our DMO and OWLS synthetic data vector. The bias introduced
y not including such effect in our modelling pipeline are < 0.05 σ
nd < 0.2 σ for DMO and OWLS cases as shown in Fig. 3 . Hence,
e conclude that higher order corrections to shear are not a concern.

.5 Blinding 

o a v oid confirmation bias, we blind our results – that is, we do not
eveal our principal results until we have finalized our analysis and
odelling criteria and choices. Our decision to blind is moti v ated
MNRAS 518, 5340–5355 (2023) 
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M

Figure 4. Tomographic cosmic-shear two-point correlation functions: ξ+ (left panel) and ξ− (right panel) (Amon et al. 2022 ). All of the curves – both theory 
and data – are shown relative to the best-fitting prediction under BCM, and are divided by the observational errors. The blue points are DES Year-3 measurements. 
The orange curves, equal to precisely zero, correspond to our best-fitting BCM model’s prediction. The green curves are the predictions keeping everything the 
same as the orange curves, but with the baryonic suppression artificially turned off. The red dashed curves are the dark-matter-only best-fitting prediction. The 
gre y re gions show the scales not used in our analysis. 
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y the increasing realization that complex cosmological analyses
equire at last some level of blinding in order to prevent unintended,
ubjective factors in biasing the analysis results (Muir et al. 2020 ).
ote that every aspect of our real-data analysis that leads to the results
resented in Section 4 is the same as in our synthetic data tests, and
hat we did not alter any analysis choices after unblinding. At the
ame time, we must keep in mind that the DES Year-3 cosmology
nalysis using the large scales has already been done and is publicly
vailable, and thus we are not blind to the analysis choices that have
een made there and that influenced our choices in this work. 

Recall, our key results will be the posteriors and other statistical
easures in log ( M c ), �m 

and σ 8 . It is the constraints on these
arameters that we want to blind until our analysis choices have
een finalized. We now summarize our blinding procedure. 

Before unblinding, we calculate the posterior predictive distri-
ution (PPD) p-value of the BCM model; for details, see Doux
t al. ( 2021 ). The goal of this step is to guarantee that our model
epresents a reasonable description of the data. The PPD p-value
haracterizes the probability that the 	χ2 = ( D − M ) T C 

−1 ( D − M ),
 v aluated between the data D and the theory prediction M for some
alues of the parameters, is smaller than the 	χ2 evaluated between
 multi v ariate Gaussian realization of the data and the noiseless
heory data vector. The latter quantity should obey the chi-squared
istribution with the degrees of freedom equal to the number of data
oints, so we calculate PPD p-value as 

 

PPD = 

∑ 

i 

(
1 − F [# of pts] 

(
	χ2 

i 

)) × w i , (6) 

here F k ( x ) is the cumulative distribution function of a chi-squared
istribution with k degrees of freedom, 	χ2 

i is e v aluated between
he real data and the theory prediction at i -th sample in the MCMC
hain, and w i is the weight of the sample. The passing criterion
or unblinding is p PDD > 0.01. All of our real-data chains pass
his criterion; the specific values of p PPD are reported in the results
ection below. 
NRAS 518, 5340–5355 (2023) 
Having passed the PPD criterion, we also plot the maximum a
osteriori (MAP) theoretical data vector from the chains with the
easured data points in Fig. 4 to further confirm that the MAP

f the chains reasonably captures the measurements. The cosmic
hear measurements denoted by the blue dots are well within
he observational uncertainty around the MAP best-fitting theory
rediction of our baryonification model, denoted by the orange
orizontal line. 

 RESULTS  

s mentioned abo v e, we pass the unblinding criteria that were pre-
pecified for our analysis. Specifically, we find a good consistency
etween the data and the baseline BCM (and baseline analysis
hoices), with PPD p-value p = 0.50 (see equation 6 ). We thus
nblind the analysis at this point. 
As an illustration of the suggested magnitude of the baryonic

eedback on the cosmic shear two-point correlation functions, Fig. 4
hows comparison of the MAP result using theory with the BCM
aseline analysis (orange; equal to precisely zero in the Figure)
nd theory without BCM (green), using the same parameters. The
uppression of the theory with baryonic feedback – so, where orange
urves are lower than green curves – is noticeable at the small
cales of ξ−, especially in the higher redshift bins. This trend can be
xplained by the combined effect of the increase in the ξ− amplitude
owards higher redshift, wider co v erage of the lensing kernel (longer
ight path), and shrinking of the measurement uncertainty. 

The main result is the constraint in the ( �m 

, σ 8 , log ( M c )) space
hown in Fig. 5 . We detect the log ( M c ) value to be away from the
ower bound of log ( M c ) = 12.0, which was obtained in the DMO
imit. We find: 

log ( M c ) = 14 . 12 + 0 . 62 
−0 . 37 68 per cent C.L., (7) 

log ( M c ) > 13 . 2 95 per cent C.L. . (8) 
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Figure 5. The constraints on �m 

, σ 8 , and log M c . Note that the dark-matter- 
only small-scale cosmic shear analysis and DES Year-3 3x2pt analysis do 
not have log M c in their models. The prior in the �m 

- σ 8 plane is taken to 
be the DES Year-3 3x2pt parameter posterior covariance. The shift in 1D 

marginalized �m 

probability distribution in our BCM baseline away from 

the DES Year-3 3x2pt analysis is caused by the lower limit in σ 8 due to the 
limited sampling range of the emulator. 
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In Appendix C , we show that the effective redshift of our baryonic
ffect constraint is relatively low, z eff ≈ 0.21. This effective redshift is
efined as the value at which our small-scale cosmic shear data vector
esponds most strongly to the redshift-localized BCM e v aluated at 
hat redshift. The low z eff could be caused by the fact that the cosmic
hear characterizes an integrated effect over the light path travelled 
rom the source galaxy, so the effects that kick in at low redshifts are
robed by multiple tomographic redshift bins. Another possibility is 
hat the baryonic feedback is intrinsically strong at lower redshifts, 
ut due to the integral nature of the lensing kernel, we cannot confirm
his hypothesis from our analysis. 

 DISCUSSION  

.1 Model comparison with a DMO uni v erse 

he constraint on log ( M c ) reported abo v e disfa v ours the hypothesis
f the DMO non-linear matter power spectrum. Namely, log ( M c )
 13.2 suggests the presence of the baryonic suppression mode at 

mall scales of scales probed by cosmic shear. In this section, we
 v aluate the statistical significance of this finding by carrying out a
ore detailed comparison between the cosmological models with and 
ithout baryons. In the following text, the DMO cosmology refers 

o a cosmology with no baryonic effect, hence all the masses are
f fecti vely dark matters which only interact through gravity. When 
MO is used on a simulation, it refers to the gravity-only N -body

imulations. 
We calculated several popular information criteria as metrics 

or the model comparison in the Table 2 . Their definitions are
ormulated in Table D1 of Appendix D . In general all the information
riteria utilize the idea that the impro v ement in the fitting to the
easurements, i.e. the decrease of χ2 , should be punished by extra
egrees of freedom of the model. Specifically, each information 
riterion takes a metric of the χ2 (minimum or average), and a
efinition of the number of degrees of freedom, and combines them
nto one quantity. We use two alternate ways to measure the number of
egrees of freedom k in a model: the Bayesian Model Dimensionality,
MD (Handley & Lemos 2019 ), and the simple counting of the free
odel parameters, N . The latter should provide the most conserv ati ve
ay of interpreting our findings, as the simple parameter count 

orresponds to the maximum possible number of degrees of freedom 

f a model. Due to the presence of priors, the ef fecti v e de grees of
reedom of a model k is al w ays smaller than N . The difference in
he counting of DMO and BCM model parameters, 	 N , is one,
orresponding to the parameter M c . Despite the details abo v e, in all
he statistical tests listed in Table 2 , baryonification is preferred, at
ery strong (XIC < −3.5, where XIC stands for a certain information
riterion) or moderate ( −2.3 < XIC < −1.2) level as e v aluated on
ef freys’ scale (Jef freys 1961 ; Robert, Chopin & Rousseau 2009 ;
esseris & Garcia-Bellido 2013 ). 
We now provide estimates of the preference for the BCM. 

ssuming that the exponential of information criteria reflects the 
atio of the two hypotheses: 

(i) H0: We live in DMO universe; 
(ii) H1: We live in a universe with baryons, and we need an

dditional parameter M c to describe them. 

We convert the probability p preferring H1 into the easy-to-gauge 
umber of standard deviations (sigmas), z: 

 = 

√ 

2 erf −1 ( p) (9) 

he bottom row of the Table 2 shows the converted number of sigmas.
t shows that, in all cases, the hypothesis H1 with baryons is preferred
t evidence that ranges from 1.4 σ to 2.7 σ . 

Note that there are differences between the information criteria 
alculated using the BMD (Handley & Lemos 2019 ) and using the
arameter counting N . The strong preference for the model with
aryons using the BMD largely comes from this decrease of BMD
n the baryon model relative to the dark-matter-only case (note the
e gativ e value in the fourth row, fourth column of Table 2 ). This
ecrease of the baryon models’ degrees of freedom is counter- 
ntuitive, because we actually add one degree of freedom when 
e go from DMO to the baryon model. The reported decrease of
odel dimensionality for the baryon case is likely telling us that

he data fit the baryon model’s features better on average. Note that
MD roughly corresponds to the variance of χ2 for the sampled 
oints in the chain (see the formula for BMD in Table D1 ). The
eported decrease in BMD therefore suggests that there exists a 
ocus in the parameter space in which the data vector prefers to
ettle. 

.2 Validation of the systematics 

e now discuss and validate the robustness of our results to
he presence of possible systematic errors and varying analysis 
hoices. 

Fig. 6 shows the marginalized constraints on M c . The top hori-
ontal error bar corresponds to the baseline BCM analysis, while 
ach subsequent error bar corresponds to an analysis with one 
lternative analysis choice relative to the baseline, as indicated in 
he legend. All of the alternative results agree with the baseline
esults to well within statistical errors. Interpreted in the context 
MNRAS 518, 5340–5355 (2023) 
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Table 2. Model comparison metrics between the baryonification and dark-matter-only model. We calculate Akaike Information Criterion, Bayesian Information 
Criterion, and Deviance Information Criterion using both the Bayesian Model Dimension (BMD) (Handley & Lemos 2019 ) and the naive parameter counting 
(N). The bottom row converts the difference in the information criteria between the BMD and DMO model into a significance for the presence of the baryonic 
parameter M c quoted in ‘sigmas’; see the text for details. 

χ2 
min 〈 χ2 〉 BMD N AIC( k = BMD) AIC( k = N) BIC( k = BMD) BIC( k = N) DIC( k = BMD) DIC( k = N) 

Baryonification (BCM) 163.6 172.3 5.5 16 174.5 195.6 175.8 199.4 183.2 204.3 
Dark matter only 168.4 176.2 6.0 15 179.3 197.4 180.8 200.9 188.2 206.2 
BCM-DMO −3.8 −3.9 −0.5 1 −4.8 −1.8 −5.0 −1.6 −5.0 −1.9 
Significance of M c 2.6 σ 1.5 σ 2.7 σ 1.4 σ 2.7 σ 1.5 σ

Figure 6. Systematic tests using real data. The x -axis spans the log M c 

prior range. The top horizontal blue bar, which agrees with the vertical 
shaded region, is the marginalized 68 per cent C.L. constraint on log M c 

in our baseline BCM analysis. Each subsequent horizontal error bar is the 
constraint on M c from an analysis with one alternative analysis choice relative 
to the baseline, as indicated in the legend. The ‘BAHAMAS’ analysis fixes 
the baryonic parameters (other than log M c ) to the best-fitting values in the 
BAHAMAS nu0.06 Planck2015 matter power spectrum at z = 0 (McCarthy 
et al. 2017 ). The ‘Flat �m 

–σ 8 prior’ analysis turns off the 2D Gaussian prior 
in the baseline analysis, varying these two parameters in the BACCOEMU 
range with flat priors. The ‘Fixed �m 

–σ 8 ’ chain fixes the values of these 
two parameters to their DES Year-3 3x2pt means, �m 

= 0.339 and σ 8 = 

0.733. The ‘ h = 0.74’ analysis fixes the Hubble parameter to the higher 
SH0ES value (Riess et al. 2019 ) instead of the Planck value adopted by our 
baseline in Table 1 . The last three analyses, labelled as ‘Varying (parameter 
name)’, apply flat priors to the corresponding parameters, in the range of 
BACCOEMU . The ‘Wide σ 8 ’ analysis has wider σ 8 range [0.6,0.9], and uses 
HALOFIT to calculate the dark-matter-only non-linear power spectrum; 
The baryonic suppression is approximated in low- σ 8 region as S ( σ 8 < 

0.73) = S ( σ 8 = 0.73). The parameter ranges for BACCOEMU can be found 
at ht tps://baccoemu.readt hedocs.io/en/lat est/. 
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f our discussion on the possible systematics in Section 3.4 , we
onclude: 

(i) The agreement between the baseline result and the BA-
AMAS, as well as the ‘Varying �b , β’ result justifies our assump-

ion to fix the baryonic feedback mode (constructed by OWLS-AGN
imulation at z = 0). In particular, our current measurement precision
s not sensitive enough to distinguish this from the alternative
AHAMAS z = 0 baryonic feedback mode, or else from the variation
NRAS 518, 5340–5355 (2023) 
f the halo mass – gas fraction slope β. This result justifies our Fisher
orecast in Section 3.1 . 
he slight widening of the M c error bar is correlated with the ne gativ e
BCM parameter in the BAHAMAS best-fitting values, and the

e gativ e re gion allo wed by the analysis v arying β. The reason is that,
iven the gas fraction in the halo scaling as equation ( A1 ), positive β
uggests that the baryonic feedback is stronger towards less-massive
aloes, and vice versa. Recall that lower f gas is a signature of stronger
as ejecting processes like AGN. Since the average halo mass of the
ES galaxy sample is ∼ 10 14 M � (McClintock et al. 2019 ), for fixed
ositi ve v alue of β, lo wer M c ( < 10 14 M �) suggest weaker baryonic
eedback in the DES galaxy sample. Ho we ver for a ne gativ e β value,
ider M c area in our prior range accommodates a substantial baryonic

eedback for ∼ 10 14 M � population, so we get a wider error bar. 
he abo v e reasoning further supports that the halo mass population

n DES galaxy sample might have witnessed a substantial baryonic
eedback. 

(ii) The agreement between the baseline result and the ‘Flat
m 

–σ 8 ’, ‘Fixed �m 

–σ 8 ’, ‘ h = 0.74’, and ‘Varying M ν’ cases
ustifies our assumptions to fix the cosmological parameters. In other
ords, these alternatives to our baseline cosmological model do
ot change our constraint on the baryonic parameter M c . It is true
hat we cannot explore all of the possible changes to the fiducial
osmological parameters in these limited tests, as the POLYCHORD
hains would have difficulty converging with too many unconstrained
osmological parameters. Ho we ver, these single-parameter-change
ests, along with the Fisher PCA forecast arguments in Section 3.1 ,
ive us sufficient confidence that our detection of the baryonic
eedback is not due to bias in the standard cosmological parameters.

(iii) To check if the cutting through the σ 8 range introduces any
ias on the baryonic feedback constraint, we run a systematic test
abelled ‘Wide σ 8 ’, where we expand the prior on σ 8 to be flat (0.6,
.9). The challenge is how to extrapolate baryonic suppression S ( k ,
) outside the emulator parameter space. We take the zeroth-order
xpansion of S ( k , z) in the region σ 8 < 0.73, setting S ( σ 8 < 0.73) =
 ( σ 8 = 0.73) with other cosmological and baryonic parameters
nchanged. We adopt halofit to calculate the DMO non-linear matter
ower spectrum in this wide σ 8 range. Such an approximation of S ( k ,
) is expected to underestimate the suppression, as S ( k , z) slightly
ncreases with decreasing σ 8 . So the slightly higher but consistent
og M c error bar in this test with respect to the baseline result confirms
hat our analysis is robust to the decision to adopt the narrower
ACCOEMU σ 8 range. 
(iv) We investigated our baseline posterior on the intrinsic align-
ent TATT model parameters, and the latter’s de generac y with M c .
he rele v ant constraints are sho wn in the Fig. D1 in Appendix B ,
long with the constraint on the same set of TATT parameters from
he DES Year-3 cosmic shear (1x2pt) and cosmic shear combined
ith galaxy clustering (3x2pt) analysis. The 2D contours in TATT
arameters cross M c panels look highly uncorrelated between each
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ther, suggesting that the scale-dependence of the IA signal (mod- 
lled by TATT) and baryonic suppression signal is fairly distinct. 
hus the possibility that the potential de generac y with the extended

ntrinsic alignment degrees of freedom causing the non-trivial M c 

onstraint that deviates from its prior lower bound is also unlikely. 

The list of systematic checks just discussed is not guaranteed to 
e complete. In that regard, there are several caveats in our analysis
hat one should keep in mind: 

(i) Some systematics, for example the magnification, were argued 
o be small and were conventionally ignored in the previous work. 
o we ver, the arguments and tests for such systematics were done at

arge scales that are rele v ant to the cosmological analysis (Krause
t al. 2021 ). It remains to be rigorously investigated whether these
ssumptions still apply at smaller scales that we use here. In contrast,
ther systematics, such as the Limber approximation and redshift- 
pace-distortion effects, decrease when going to smaller scales, so 
e should be safe from them here. 
(ii) The emulator sampling is limited in the model parameter 

pace and wav enumber space. F or e xample, our posterior on σ 8 

s cut off at 0.73 because BACCOEMU only samples down to this
alue. Additionally, the non-linear matter power spectrum sampling 
f BACCOEMU goes up to k = 5 . 0 h Mpc −1 , and beyond that
avenumber we need to extrapolate in order to compute the theory 
rediction for ξ±. This limitation prevents us from modelling any 
nhancement of the matter power at smaller scales. We did ho we ver
heck, on several runs of the theory model, that including a high-k
nhancement in power of roughly the expected typical magnitude 
nly introduces a small correction to the o v erall baryonic-effect 
χ2 . F or e xample, when we change the maximum wav enumber

o which the baryonic suppression is applied from k = 5 . 0 h Mpc −1 

which is the default in our analysis and incorporates no high-k 
nhancement) to k = 30 . 0 h Mpc −1 (which is realized by the direct
easurements from OWLS-AGN and DMO simulations so includes 

he enhancement effect), the two scenarios differ by only ∼ 5 per cent
f the baseline 	χ2 difference between DMO and baryonic universe. 
(iii) Baryonic feedback is a stochastic process, and in reality the 

aryon-corrected mass profile of haloes may vary based on a number 
f physical properties of the halo – the halo age, formation history,
tc. The baryon-correction model might not be able to capture all 
hese dependencies. It is possible that the simplicity of our adopted 
aryonic correction model biases the baryonic parameter constraints. 
t the same time, it is unlikely that this simplicity induces a false
etection of the baryonic suppression on the matter power spectrum 

ecause the baryonic effects become negligible for the current data 
recision, when M c → 0. 
(iv) We assume M c to be constant with redshift. We note that X-

ay observations of gas fractions in galaxy clusters are currently not 
ccurate enough to provide a clear redshift trend (see e.g. Akino et al.
022 , and references therein), while hydrodynamical simulations 
redict different redshift dependences when varying subgrid physics 
Aric ̀o et al. 2020 ). We also notice that the drifting of best-fitting M c 

n simulations, for example OWLS and BAHAMAS, is below 2 σ
easurement uncertainty even across a redshift range (0.0 � z � 

.0) much wider than what our actual data can reach (see ef fecti ve
edshift range in Fig. C1 ). 

.3 Comparison with X-ray data and previous work 

he constraints on the baryonic parameters M c and β that we have 
btained can be directly translated to a prediction of the quantity of
as retained in haloes, through the Baryonic Correction Model. In 
ig. 7 , we compare this prediction to observations of the gas fractions
n X-ray from (Vikhlinin et al. 2006 ; Arnaud, Pointecouteau & Pratt
007 ; Giodini et al. 2009 ; Sun et al. 2009 ; Gonzalez et al. 2013 ).
he mass of the haloes in these observations is obtained assuming
ydrostatic equilibrium, i.e. neglecting non-thermal contributions to 
he pressure. To fairly compare with our theoretical modelling, we 
escale our halo masses by a factor (1 + b h ), where b h is the so-called
ydrostatic mass bias. We assume a Gaussian distribution of b h with
ean 0.26 and standard deviation 0.07, based on Hurier & Angulo

 2018 ). We show that the gas fractions directly observed are in good
greement with the 68 per cent credible region obtained from the
osmic shear. In particular, it appears that X-ray observations already 
ave the potential to put tight constraints on baryonic parameters, 
pening up to joint constraints from lensing and X-ray, as done e.g.
n Schneider et al. ( 2021 ). Ho we ver, some complications may arise
hen joining different X-ray data sets, for instance when assessing 

heir covariance or when marginalizing over the hydrostatic mass 
ias. Works such as Akino et al. ( 2022 ), which aim at building large
omogeneous samples of clusters gas fractions o v er a wide range of
alo masses, will be of great benefit in providing tighter constraints
n baryonic parameters – and thus in constraining the impact of the
aryons on the matter power spectrum. 
In Fig. 8 , we show the baryonic suppression in the power spectrum

hat we expect at redshift z = 0, given the constraints on the
aryonic parameters, M c and β, and universal baryon fraction, 
b / �m 

, obtained in this work. We compare the 68 per cent credible
e gion giv en by our constraints with the power spectrum suppression
redicted by different hydrodynamical simulations: EAGLE, Illus- 
ris, Illustris TNG, OWLS-AGN, BAHAMAS (Schaye et al. 2010 , 
015 ; Vogelsberger et al. 2014 ; McCarthy et al. 2017 ; Springel et al.
018 ). The suppression that we find in this paper is compatible to that
f the BAHAMAS simulations, particularly between their versions 
ith the medium- and high-temperature AGN feedback, and with 
WLS-AGN. Note that BAHAMAS has been calibrated with the gas 
ass inside galaxy groups. We have thus shown that this BAHAMAS

rediction is in a very good agreement with the gas fraction implied
y our small-scale cosmic shear analysis. 
Our analysis, which uses the small scales of DES Year-3 cos-
ic shear measurements, suggests a baryonic suppression S ( k ) of

he matter power spectrum ≈ 5 per cent at k = 1 . 0 h Mpc −1 and
MNRAS 518, 5340–5355 (2023) 
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Figure 8. Suppression of the power spectrum due to baryonic effects, defined 
as the ratio S ( k , z = 0) = P baryons / P DMO . The lines show the suppression 
obtained when fitting different hydrodynamical simulations with the baryonic 
emulator at redshift z = 0. The grey area highlights the 68 per cent credible 
re gion giv en by the constraints on the baryonic parameters obtained in this 
work. OWLS AGN seems to agree the most to our best fit S ( k ), ho we ver it 
should be borne in mind that we fix the baryonic parameters other than M c to 
OWLS AGN z = 0.0 values in our analysis. 
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15 per cent at k = 5 . 0 h Mpc −1 . Other previous work used weak
ensing to constrain the baryonic feedback on matter power spectrum.
pecifically, Huang et al. ( 2021 ) used DES Year-1 3x2pt measure-
ents to constrain baryonic feedback using principal components of

he baryonic effect signature on the power spectrum as determined
y numerical simulations. Because DES Year-1 measurements are
ess precise than Year-3, no conclusive constraint on the baryonic
eedback was drawn at the time. More recent work in Schneider
t al. ( 2021 ) used KiDS-1000 (Asgari et al. 2021 ) as their weak
ensing data set to constrain the baryonic feedback. While they
ould impose no informative constraint on their (seven-parameter)
aryonic model, their deri ved ef fect on the matter power spectrum
s broadly consistent with our results. Yoon & Jee ( 2021 ) compared
he KiDS-450 measurements and the theory prediction by HMcode
Mead et al. 2016 ) to find a substantially stronger baryonic feedback
han what we and many AGN simulations find. Ho we ver they
ave fairly large uncertainties, and only exclude the DMO case at
1.2 σ . Recently, there has also been an effort in the community to
easure baryonic feedback by combining weak lensing with ther-
al Sun yaev–Zeldo vich signatures measured in CMB observations.
uch an attempt with KiDS-1000 (Tr ̈oster et al. 2022 ) obtained
aryonic constraints consistent with BAHAMAS simulation, and
onsequently in agreement with our findings as well. Similarly, Gatti
t al. ( 2022a ) and P ande y et al. ( 2022 ) have cross-correlated the
osmic shear measured by DES Year-3 with the Sun yaev–Zeldo vich
ffect measured by Planck and ACT (Planck Collaboration XXII
016 ; Madhavacheril et al. 2020 ), and modelling the signal with an
ybrid approach based on hydrodynamical simulation and HMcode,
nding hints of strong feedback compatible with Cosmo-OWLS
igh AGN (Le Brun et al. 2014 ), which is in broad agreement
ith BAHAMAS high AGN. Chen, Zhang & Yang ( 2022 ) used

hermal Sun yaev–Zeldo vich map from Planck around stacked DESI
atalogue to explore the baryonic feedback. They found β to be
l w ays positive, which is consistent with our analysis choice of
xing β = 0.321,; their constraint on M c also agrees with our
ndings. 
In summary, a number of earlier analyses that constrained baryonic

eedback found results that are consistent with our ours. 
NRAS 518, 5340–5355 (2023) 
In closing this section, we note that our results are based on a
traightforward analysis that uses solely the DES Y3 cosmic shear
easurements, and has been subjected to a battery of systematic

ests. Because of the conserv ati ve assumptions that we made, the
reference we find for the baryonic suppression, while not statisti-
ally o v erwhelming (at 1.4–2.7 σ , depending on the assumptions), is
obust. 

 C O N C L U S I O N S  

n this paper, we constrain the effect of baryonic feedback on the
atter power spectrum. As a starting point, we adopt the BCM

Schneider & Teyssier 2015 ; Aric ̀o et al. 2020 ) which introduces
even parameters to model the baryon-corrected halo mass profile.
e choose to fix all cosmological parameters except �m 

and σ 8 , and
ocus our attention on the baryonic sector. Specifically, we use only
mall angular scales in DES cosmic shear measurements to constrain
he baryonic feedback. Our analysis is therefore complementary to
he standard cosmological analysis that discards the small scales
hat we are using here, and instead uses large scales to constrain
osmology (and largely a v oid the effect of baryons). 

We demonstrate by means of a Fisher forecast that our DES Year-
 small-scale cosmic shear measurements are sensitive enough to
onstrain only one BCM parameter, log M c , where M c is a typical
ass scale related to the gas content of haloes. We also carry out a

attery of tests to validate our results, specifically studying the impact
f alternative assumptions in the choice of priors, parameters that are
xed or varied, and alternative models for non-linear dark-matter
lustering. 

We constrain the baryonic parameter log M c to be 14 . 12 + 0 . 62 
−0 . 37 at

8 per cent C . L . , while fixing other baryonic (BCM) parameters to
he best fit of OWLS-AGN hydrodynamic simulation. Our analysis
refers the best-fitting baryonic model to the best-fitting DMO
lternative (which corresponds to log M c = 12.0 in our analysis)
t the ∼2 σ significance. 

We find good agreement between our cosmic-shear constraints
n the baryonic feedback and independent X-ray measurements,
s illustrated in Fig. 7 . This result foreshadows exciting future
ossibilities: one could use independent X-ray, thermal Sunyaev–
eldovich effect, and other observations as a prior on the baryonic-

eedback parameter space, in turn enabling more precise constraints
n the latter. We hope to incorporate this approach in the future, and
ombine it with the forthcoming DES Year-6 cosmic-shear data. 
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ATA  AVAILABILITY  

his analysis work uses DES Year-3 data release available at https:// 
es.ncsa.illinois.edu/ releases/y3a2/ Y3key-products . We use only the 
osmic shear two-point correlation functions, which are identical for 
ither fits file available in the ‘Data Vectors’ section. We use cosmosis 
vailable at ht tps://github.com/joezunt z/cosmosis as our cosmology 
ikelihood sampling software. We use Baccoemu available at https:// 
ypi.org/project/baccoemu/ to produce linear, non-linear and baryon- 
orrected matter power spectrum. 
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Figure C1. To find the ef fecti ve redshift in our data that are most sensitive 
to the baryonic suppression signal, we restrain BCM S ( k , z) with a Gaussian 
kernel around the centre redshift ( S ( k , z) → 1.0 away from the centre redshift). 
The figure shows the 	χ2 between redshift-localized BCM and DMO data 
vectors. The Gaussian kernels used in this figure have σz = 0.1. 
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PPENDIX  A :  BA R  Y  O N  C O R R E C T I O N  M O D E L  

he BCM, also known as baryonification (Schneider & Teyssier
015 ; Aric ̀o et al. 2020 ), is a scheme to perturb the output of N -
ody simulations to include given baryon processes. Each halo in the
imulation is decomposed into a dark matter and baryonic component
ith a respective density profile associated. The difference between

he profiles is then used to compute a displacement field that is
pplied to the particles of the halo. The functional forms of the
ensity profiles are moti v ated by observations, theoretical arguments,
nd hydrodynamical simulations, and they depend on a few free
arameters. 
The scheme we use in this work decomposes the halo in dark
atter, gas, and galaxies (Aric ̀o et al. 2021b ). The gas can be bound

o its halo in hydrostatic equilibrium, ejected by some feedback
rocess, or reaccreted, whereas the galaxies can be central or
atellites. The baryonic gravitational potential backreacts on to the
ark matter, causing a quasi-adiabatically relaxation. The e v aluation
f the baryonic effects on the power spectrum are speed up using
 neural network emulator (Aric ̀o et al. 2021c ). This model has
 total of seven free parameters, but in Section 3.1 we show that
ur data are mostly sensitive to one parameter, namely, M c . This
arameter regulates the amount of gas that is retained in haloes, f gas ,
nd therefore also the quantity of gas ejected by baryonic feedback,
hrough the equation 

 gas = 

�b /�m 

− f gal 

1 + ( M c /M 200 ) β
, (A1) 

here f gal is the mass fraction of galaxies, M 200 is the total mass
f the halo, and β another free parameter. Therefore, M c is defined
s the characteristic halo mass for which half of the halo gas is
epleted. 
The parameters θ inn , θout , and M inn regulate the density of the

 ydrostatic g as in the halo, according to a double power-law shape.
he parameter η set the maximum distance from the halo that the
jected gas can reach, in units of the halo escape radius. Finally,
 z0, cen regulates the characteristic galaxy mass fraction following an

bundance-matching scheme. We refer to Aric ̀o et al. ( 2020 , 2021b )
or the complete equations and baryonic functional forms of the BCM
mployed. 

In this work, we fix all the parameters except M c to the best-fitting
alues obtained fitting the OWLS-AGN hydrodynamical simulation
n Aric ̀o et al. ( 2021c ). 
NRAS 518, 5340–5355 (2023) 
PPENDI X  B:  INTRINSIC  A L I G N M E N T  

A RAMETERS  

he measurement of the averaged cosmic shears is based on the
irectly obtained ellipticities of the galaxies. Ho we ver, because the
alaxies are formed in the gravitational field of the large-scale
tructures, the y hav e non-spherically randomly distributed shapes
intrinsic alignments) under the effect of tidal forces. The intrinsic
lignment is another major source of astrophysical systematics
t small scales of the cosmic shear measurement, other than the
aryonic suppression we are studying in this work. Hence, we are
bliged to investigate whether any IA signals would be degenerate
ith the baryonic suppression, thus resulting in a f ak e detection of the
aryonic suppression. Although a reliable modelling of the IA terms
t small scale is not currently available to the best of our knowledge,
ig. D1 indicate tw o f acts: (1) There is no strong correlation between
aryonic parameter M c and IA-TATT parameters A 1 A 2 , A 1 / A 2 , α1 , α2 

nd bias ta ; (2) The IA-TATT model (Blazek et al. 2019 ) parameters
onstraints for our baseline analysis using only the small scales of
he cosmic shear are consistent with DES Year-3 large-scale cosmic
hear 1x2pt and cosmic shear + clustering 3x2pt analysis. 

Given the M c -IA parameters contour plots, we conclude that the IA
ignal is not substantially correlated with the baryonic suppression
attern, so will not introduce significant systematics to our baryonic
onstraints. What is more, by comparing with other constraints on
he IA parameters from DES Year-3 1x2pt and 3x2pt analysis, the
onsistent IA results show that there is indeed no unexpected IA
ignal in our small-scale cosmic shear analysis. 

PPENDI X  C :  EFFECTIVE  REDSHIFT  O F  T H E  

C M  C O N S T R A I N T  

s a photometric surv e y, DES galaxy catalogues do not have high-
recision measurements on the redshifts, so the astrophysical and
osmological findings usually contain information blending in a
ange of redshifts. Ho we v er, in Section 4 , we pro vide the ef fecti ve
edshift at which our constraint on M c is attached to. In this
ection, we explain how we get this number z eff = 0.21. 

The strategy is based on the following reasoning: the redshift-
ocalized baryonic suppression effect that makes the most difference
n the statistics (likelihood, or χ2 ) is the redshift our measurement
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ost sensitive to, in terms of the baryonic suppression effect 
onstraints. So we apply a Gaussian kernel with width σ z = 

.1 on the baryonic suppression S ( k , z) modelled by Baccoemu .
t the centre redshift, BCM S ( k , z) is multiplied to the DMO
atter power spectrum, while away from the Gaussian kernel centre 
 ( k , z ) → 1. Scanning z centre through from 0.0 to 1.0, we find
he 	χ2 between redshift-localized BCM and DMO data vector 
eaks at 0.21. Thus we conclude z eff = 0.21 is the ef fecti ve
edshift contributing the most to our baryonic feedback constraining 
ower. 
igure D1. Contour plots for �m 

, σ 8 , and M c , from BCM baseline analysis MCMC
PPENDI X  D :  I N F O R M AT I O N  CRI TERI A  

EFI NI TI ONS  

t is a inclusive debate that which information criterion serves the
est (unbiased and statistically significant) for the purpose of model 
omparison in cosmology. Ho we ver, if a finding is significant enough, 
e believe it should show up regardless of the metric, so we present

ll the popular metrics in the result section for readers to choose
heir fa v ourite. Table D1 gives the unambiguous definitions of the
nformation criteria we presented in the main text. 
MNRAS 518, 5340–5355 (2023) 

 chain and DES Year-3 1x2pt and 3x2pt (Abbott et al. 2022 ) MCMC chains. 
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able D1. Information Criteria Definitions. Our data D consist of the small-
cale cosmic shear ξ± measurements from DES Year-3, with the number of
ata points N pts = 173. All averages are done by integrating the posterior,
amely, the average by weight of the Monte Carlo chain. 
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