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Abstract—Novel hybrid beamformer designs are conceived
for a multi-user multi-cell (MUMC) mmWave system relying
on base station (BS) coordination and total transmit power
minimization subject to realistic signal-to-interference-plus-
noise ratio (SINR) constraints at each mobile station (MS).
Initially, a semidefinite relaxation (SDR)-based approach is
developed for a centralized MUMC system to determine the
fully digital beamformer having perfect CSI. Subsequently, a
Bayesian learning (BL) technique is harnessed for decomposing
the fully-digital (FD) solution into its analog and digital
components for constructing a hybrid transceiver. Next, an
alternating direction method of multipliers (ADMM) based
distributed hybrid beamformer is designed for the same system,
which requires only local CSI and limited information exchange
among the BSs, thus avoiding the excessive signalling overheads
required by the centralized approach. Then we further extend
both the centralized and the above distributed hybrid designs
to construct robust beamformers that minimize the worst-case
transmit power with imperfect CSI. Our robust beamforming
techniques leverage the S-lemma, which is eminently suitable
for the infinitely many constraints arising from the associated
CSI uncertainty. Finally, our simulation results demonstrate
the improved performance of the proposed centralized and
distributed methods over the system having no coordination.

Index Terms—mmWave, convex optimization, multi cell,
coordinated beamforming, channel state information(CSI) un-
certainty, alternating direction method of multipliers (ADMM),
semidefinite relaxation (SDR).

I. INTRODUCTION

Next-generation wireless networks are designed for meet-
ing the ever-increasing demand for high data rates. Ad-
ditionally, they promise to deliver massive connectivity
and, ultra-low latency communication [1]–[3]. The maturing
mmWave wireless technology can play a significant role in
realizing these ambitious goals due to its ability to exploit
the abundance of bandwidth in the 30-300 GHz frequency
range. As a result, mmWave communication has gained
wide acclaim as a promising next generation technique [4]–
[6]. The short wavelength of mmWave signals renders it
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suitable for compact multiple-input-multiple-output (MIMO)
solutions in order to compensate for the high propagation
losses [7]. However, conventional transceiver designs require
an individual RF chain for each antenna, which can pose
a significant implementational challenge in the mmWave
regime due to the large number of antennas coupled with the
soaring power consumption of the high-bandwidth analog-
to-digital convertors [8]. To overcome this obstacle, novel
hybrid beamforming architectures were conceived in [9],
[10] relying on a few RF chains. The overall MIMO signal
processing is divided into two stages, namely, the analog
processing that operates in the RF domain to provide direc-
tional gain, and the digital baseband processing that provides
spatial multiplexing [7].

Since mmWave signals suffer from high blockage and
propagation losses, the base stations (BSs) are typically
densely deployed for creating small cells [11]. Therefore,
coordination among the BSs is an excellent option for
improving the spectral efficiency, by mitigating the inter-cell
interference (ICI) [12], [13]. In a typical coordinated multi-
cell system, several BSs are connected to a central unit (CU)
via high speed backhaul links in order to jointly optimize
their transmission. However, full coordination among the
BSs, also termed centralized beamforming, requires the
channel state information (CSI) between each user and all
the BSs to be available at the CU, which is challenging
in practice [14], since it necessitates an extremely high
signalling overhead on the backhaul, which increases ex-
ponentially with the number of coordinated cells [15]–[17].
Distributed beamforming, which requires only local CSI
associated with limited information exchange, is an excel-
lent solution for overcoming this challenge [18]. The key
principle in the distributed beamformer design is to decouple
the original optimization problem into smaller sub-problems,
each of which is computationally simpler that the original
problem, and requires only local CSI. Finally, one must also
bear in mind, that it is challenging to obtain perfect CSI
between the user and BSs in practice due to the finite training
sequence length and limited feedback. The resultant practical
CSI error imposes significant performance degradation on
the overall system if not specifically accounted for the
beamformer design process. Thus, it is essential to design
robust coordinated hybrid beamformer (HBF) techniques
that take the CSI uncertainty into consideration in both
centralized and distributed beamforming. Hence, the review
of the existing solutions is presented below.
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A. Literature Review

Hybrid precoder design constitutes a challenging problem
in mmWave MIMO systems, which has attracted substantial
research attention. A single-user mmWave MIMO based
transmit precoder (TPC) was designed by the authors of
[19]–[21]. To elaborate, in [19], orthogonal matching pursuit
(OMP) based hybrid beamforming solutions were presented
for single user scenarios that intelligently exploited the
sparse scattering nature of the mmWave channel, which sub-
stantially simplified this challenging problem. Furthermore,
a phase pursuit algorithm was proposed in [20] wherein
the hybrid beamforming problem was decomposed into
several sub-problems in order to obtain the optimal solution.
In [21], the authors proposed the joint hybrid transceiver
based on a codebook for multiple stream communication in
mmWave MIMO systems. The key limitation of all these
papers is that they consider only a single user scenario.
However, in a multi-user (MU) system, the multi-user in-
terference (MUI) significantly degrades the overall system
performance. Hence, the corresponding hybrid beamformer
design minimizing the MUI is an additional challenge in
MU systems.

In this context, the authors of [22] presented a novel
technique based on the simultaneous orthogonal matching
pursuit (SOMP) algorithm to obtain hybrid beamforming
solutions for a MU mmWave MIMO system, which required
low training and feedback overheads. Further, a evolved
technique has been studied in [23], where the minimum-
mean-squared-error (MMSE) principle is employed in ad-
dition to the OMP approach for attaining further capacity
improvements in low-SNR scenarios. In [24], the authors
minimized the mean-squared error (MSE) of the received
signal by optimizing the weights of the hybrid TPCs in
the presence of MUI. The authors of [25] consider multi-
user mmWave system where each user is equipped with a
single antenna and design the analog RF TPCs based on
the transmit beam directions, where the digital processing is
applied to the equivalent baseband channels.

However, the above contributions consider only a single-
cell scenario, thus failing to leverage the significant gains
of BS coordination in MUMC systems. In [26]–[29], the
authors studied MUMC systems with the objective of de-
signing fully-digital beamformers assuming the availabil-
ity of perfect CSI. However, it is challenging to obtain
perfect CSI at BSs in practice due to the limited pilot
overhead. Various authors have focused their attention on
robust beamformer design by taking into consideration the
CSI uncertainty [30]–[33]. Chen et al. [30] developed a
robust power control scheme under imperfect CSI by relying
on the multi-objective optimization of the quality of service,
optimal SINR target tracking, and minimum average power
consumption in a MUMC system. The authors of [31] also
considered the CSI uncertainty and successfully developed
an energy efficient robust transceiver by minimizing the
interference leakage to address their power control problem.
The authors of [32] designed downlink beamformers for

MUMC systems relying on imperfect CSI by considering
different optimization criteria, viz., minimization of the total
downlink transmit power subject to specific QoS constraints
at each user and the maximization of the worst-case effective
SINR subject to BS power constraints. In [33], the authors
developed a robust multicast beamformer for multiple groups
of users in an MUMC system, under the assumption of
realistic channel uncertainty and achieved the target SINR
of all users. Then Ararat et al. [34] proposed a two-stage
robust distributed beamformer for MUMC systems. In the
first stage, each BS obtains a local version of its coupling
variables from a global variable, followed by decomposing
the problem into independently solvable subproblems and a
master problem. In the second stage, a gradient projection-
based iterative algorithm is employed to solve the master
problem. The authors of [35] developed a low-complexity
algorithm for distributed robust beamformer design and
power loading in a multi-cell downlink environment.

Above works mainly focused on the design of fully digital
beamforming schemes, which would require an excessive
number of RF chains in MUMC mmWave systems. The BS
cooperation of mmWave MIMO networks was studied in
[36]–[39]. Michaloliakos et al. in [36] presented the joint de-
sign of analog TPCs relying on the predefined beam patterns
for maximizing the data rate of all the users, where each user
is served by only a single BS. A novel analog beamformer
was developed in [37], which is based on decomposing the
beamformer as well as the data and interference path-vectors
into the corresponding Kronecker products of unit-modulus
phase-shift vectors. In [38], the authors employed signal-
to-leakage-plus-noise-ratio (SLNR) based interference co-
ordination in a multi-cell system for designing regularized
zero-forcing hybrid TPCs for interference mitigation. The
authors of [39], proposed a measurement-campaign-based
framework for efficiently mitigating the outage probability,
and enhance the spectral efficiency by BS cooperation. Bai
et al. in [40] proposed a cooperative multi-user beamforming
method for energy efficient transmission, which exploits
the specific propagation characteristics of the mmWave
MIMO channel. Furthermore, the authors of [41] proposed
Interference Subspace Alignment (ISA) based centralized
fully-digital and hybrid TPC schemes for their MUMC
systems, while considering an interfering broadcast channel.
However, the proposed scheme needs a large number of
RAs at each user for achieving ISA with the aid of hybrid
precoding. Note however that all the above papers only
present techniques for centralized beamformer design, where
the channel knowledge of all the users in the system is
assumed to be available both at each BS and at the CU
for joint computation of all the TPC weights. As a further
development, Daniel et al. [42] computed the hybrid TPC in
a distributed manner, where analog precoding is performed
at the BSs and the baseband precoder is harnessed at the
CU for joint processing. As a further advance, the authors
of [43] proposed distributed coordinated non-linear hybrid
TPC schemes for MUMC massive MIMO systems, where an
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approximate block diagonalization (BD) technique is utilized
at the RF-stage and a minimum mean square error vector
perturbation technique is employed at the BB-stage. How-
ever, power optimization cannot be realize in the proposed
framework under interference coordination between cells
since the BSs do not exchange signals on the backhaul.

This paper conceives a technique for both centralized
as well as for distributed beamformer design, while also
considering realistic CSI uncertainty that is inevitable in
practical MUMC systems. Our proposed hybrid beamformer
designs are power efficient as well as requires low informa-
tion exchange among the BSs, thus results in low backhaul
signaling. To the best of our knowledge, none of the papers
in the existing literature have comprehensively addressed the
above challenges. Our new contributions are as follows.

B. Novel Contributions

We design efficient TPCs for MUMC mmWave MIMO
systems, which minimize the total transmit power at each
BS, while ensuring that the signal-to-interference-noise ratio
(SINR) at each MS exceeds a desired minimum threshold.

• We commence with the centralized TPC design of an
MUMC system, where the weight optimization problem
is shown to be non-convex, which is difficult to solve.
Therefore, a novel two-step process is devised for
solving this problem. In the first step, semidefinite
relaxation (SDR) [44], [45] is used for converting this
to a tractable convex optimization problem for the
design of the digital beamformers. In the second step, a
Bayesian learning (BL) [46] based method is presented
for decomposing the fully digital TPC into its RF and
baseband components for implementation in a hybrid
mmWave MIMO transceiver [47].

• Next, to avoid the high signalling overhead incurred
by the above centralized technique, a distributed beam-
former is developed based on the alternating direction
method of multipliers (ADMM), which invokes the
principles of dual decomposition and augmented La-
grangian cost function [48]. The key advantage of the
proposed ADMM-based distributed beamformer design
is that it requires only local CSI and limited information
exchange between the BSs, thus making it well-suited
for practical implementation.

• Next, we extend our analysis to include realistic CSI
uncertainty, and derive the robust centralized beam-
former that minimizes the multi-cell transmit power for
the worst-case channel error. A challenging aspect of
this robust beamformer design optimization problem, in
addition to its non-convexity, is that there are infinitely
many constraints due to the CSI uncertainty. The S-
lemma [49] is successfully invoked in this scenario
for converting the optimization problem to one having
finite number of convex constraints, thus rendering it
tractable.

Figure 1: Coordinated DL beamforming in MUMC mmWave
MIMO systems

• The above framework is once again extended to a robust
distributed beamformer design relying on imperfect CSI
using the ADMM technique.

• Finally, our simulation results demonstrate the feasi-
bility of the distributed solution along with the im-
proved power and spectral-efficiency of the coordinated
beamforming solution in contrast to a scenario having
no coordination. Our new contributions are boldly and
explicitly contrasted to the literature in table I.

C. Organization of the paper

The rest of the paper is organized as follows. The MUMC
system model together with the mmWave MIMO channel
model is described in Section II, followed by the centralized
beamformer design using SDR and BL-based hybrid TPC
decomposition. In Section III, an ADMM-based distributed
beamformer design is conceived for MUMC mmWave sys-
tems. Subsequently, in Sections IV and V, robust beam-
former designs are derived for centralized and distributed
MUMC scenarios, respectively, while relying on imperfect
CSI. Finally, Section VI presents our simulation results for
characterizing the performance of our proposed techniques,
followed by our conclusions in Section VII, finally the
Appendix describes beamformer design for a scenario having
no coordination.

Notations: Vectors are denoted by boldfaced lowercase
alphabets such as a and matrices are denoted by boldfaced
uppercase alphabets such as A, Cn and Rn denote the set
of n-dimensional complex and real vectors, respectively, Rn

+

represents the set of n-dimensional non-negative vectors, In
and 0 denote the n-dimensional identity matrix and the all
zero matrix/vector of suitable dimension, respectively. AT ,
AH and A† denote the transpose, Hermitian and pseudo
inverse of a matrix A. The notation A ⪰ 0 and A ≻ 0
denote that the matrix A is positive semidefinite and positive
definite, respectively. The functions rank(A) and Tr(A)
denote the rank and trace of a matrix A. The quantity ∥a∥
denotes the Euclidean norm of a vector a.
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Table I: CONTRASTING OUR CONTRIBUTION TO THE EXISTING LITERATURE

[19] [20] [22] [25] [27] [29] [31] [36] [39] [40] Our
mmWave communication ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Hybrid architecture ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Multi-cell ✓ ✓ ✓ ✓ ✓ ✓
Multi-user ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Coordinated beamforming ✓ ✓ ✓ ✓ ✓
Centralized design ✓ ✓ ✓ ✓
Distributed design ✓ ✓
Robust design ✓ ✓

II. MUMC MMWAVE MIMO SYSTEM MODEL

Let us Consider the MUMC downlink (DL) system in Nc

cells, wherein each cell has a single BS with M transmit
antennas (TA) that serves U single-antenna users. This
MUMC mmWave MIMO system is shown in Fig. 1, where
the BS performs coordinated beamforming to serve multiple
users. Again the BSs are connected to the CU via high-
speed backhaul links. In contrast to a centralized scenario,
where the CU can be assumed to have perfect knowledge of
the CSI of all the users in the system, in our distributed
system considered therein, the BSs are assumed to have
only local CSI, i.e., the CSI of the users in its own cell,
along with limited information exchange capability with
the neighbouring BSs. This assumption renders the system
amenable for practical implementation, but challenging to
design.

A more precise analytical model for this system can be
developed as follows. The signal transmitted by the nth BS,
denoted as BSn, can be described as

xn =

U∑
u=1

FRF,nfBB,nusnu, ∀n ∈ Nc, (1)

where FRF,n ∈ CM×NRF,n denotes the RF TPC and fBB,nu ∈
CNRF,n×1 represents the baseband TPC employed by BSn
for the transmission to MS u in the nth cell, represented
as MSnu. The quantity snu ∈ C is the baseband signal
intended for MSnu that has an average power of unity, i.e.
E{|snu|2} = 1. Moreover, NRF,n represents the number of
RF chains at BSn obeying 1 ≤ NRF,n << M . Since
we consider single-stream transmission for each user, the
number of RF chains NRF,n can be set to the number of
users U in each cell.

Let hmnu ∈ CM denote the mmWave downlink channel
spanning from BSm to MSnu. The signal ynu ∈ C received
at MSnu can be formulated as

ynu =

Nc∑
m=1

hH
mnuxm + δnu

=hH
nnuFRF,nfBB,nusnu +

U∑
i ̸=u

hH
nnuFRF,nfBB,nisni

+

Nc∑
m ̸=n

U∑
i=1

hH
mnuFRF,mfBB,mismi + δnu, (2)

where δnu denotes the complex additive white Gaussian
noise with zero mean and variance σ2

nu. In (2), the first

term represents the signal intended for MSnu, the second
term denotes the intra-cell interference, whereas the third
term represents the inter-cell interference (ICI). Thus, the
instantaneous SINR at MSnu is given by

SINRnu = ∣∣hH
nnuFRF,nfBB,nu

∣∣2
U∑

i ̸=u

|hH
nnuFRF,nfBB,ni|2+

Nc∑
m ̸=n

U∑
i=1

|hH
mnuFRF,mfBB,mi|2+σ2

nu

.

(3)

Note that in order to satisfy the QoS requirement of MSnu,
one has to ensure that the SINRnu exceeds the desired target
SINR γnu i.e., SINRnu ≥ γnu. The mmWave channel model
for this system is described next.

Employing the popular geometric channel model de-
scribed in [19], [8] for the mmWave regime, the channel
between the BSm and MSnu can be modeled as

hH
mnu =

√
M

L

L∑
l=1

αl,mnua
H
T (ϕT

l ),

where L denotes the number of multipath components,
and αl represents the complex gain of the lth
multipath component. The quantity aT (ϕ

T
l ) ∈ CM×1

denotes the array response corresponding to the
angle of departure (AoD) ϕT

l ∈ [0, 2π] of the lth
multipath component, which can be expressed for a
uniformly spaced linear array (ULA) as aT (ϕ

T
l ) =

1√
M

[
1, e

j 2π
λd

d sin(ϕT
l )
, . . . , e

j 2π
λd

(M−1)d sin(ϕt
l)
]T

, where
λd and d represent the carrier wavelength and the inter-
element spacing, respectively. The procedure of centralized
mmWave MUMC beamformer design is detailed below.

A. Bayesian Learning-based Centralized Beamformer De-
sign

The centralized beamformer design problem, which min-
imizes the total transmit power of the system while simulta-
neously satisfying the QoS requirement, can be formulated
as

min
{FRF,n},{F BB,nu}

Nc∑
n=1

βn

(
U∑

u=1

∥FRF,nfBB,nu∥2
)

s.t. SINRnu ≥ γnu, ∀n, u,

|FRF,n(i, j)| =
1√
M

, ∀n,

(4)
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where βn denotes the power weighting factor of BSn and
SINRnu is as defined in (3). It is easy to see that the
above optimization problem is non-convex in nature due
to the constant magnitude constraint for the elements of
each RF TPC, which renders it challenging to solve. Hence,
for ensuring mathematical tractability, a two-step procedure
can be conceived in order to efficiently solve the above
power minimization problem. In the first step, the opti-
mal fully-digital TPC fnu is determined using the popular
semidefinite relaxation (SDR) technique. Then Bayesian
learning is leveraged subsequently for decomposing fnu into
the corresponding RF and baseband TPCs. To this end,
substituting fnu = FRF,nfBB,nu into (4), the optimization
problem can be recast as

min
{fnu}

Nc∑
n=1

βn

(
U∑

u=1

(
fnuf

H
nu

))
s.t. SINRnu ≥ γnu, ∀n, u,

(5)

where the quantity ∥fnu∥2 has been replaced by Tr
(
fnuf

H
nu

)
.

The SDR principle can now be invoked upon replacing
the matrix fnuf

H
nu with rank-1 positive semidefinite matrix

(PSD) Fnu ⪰ 0. The resultant optimization problem is given
by the

min
{fnu}

Nc∑
n=1

βn

(
U∑

u=1

Tr(Fnu)

)
(6a)

s.t. SINRnu ≥ γnu, ∀n, u, (6b)
Fnu ⪰ 0, rank (Fnu) = 1,∀n, u, (6c)

where the quantity SINRnu can be rewritten as

SINRnu =

Tr
(
hH
nnuFnuhnnu

)
U∑

i ̸=u

Tr(hH
nnuFnihnnu)+

Nc∑
m̸=n

U∑
i=1

Tr(hH
mnuFmihmnu)+σ2

nu

.

(7)

Relaxing the unity rank constraint in (6c) and expanding the
quantity SINRnu for each n, u, we have

min
{fnu}

Nc∑
n=1

βn

(
U∑

u=1

Tr(Fnu)

)
(8a)

s.t
1

γnu
Tr
(
HnnuFnu

)
−

U∑
j ̸=u

Tr
(
HnnuFnj

)
(8b)

≥
Nc∑

m ̸=n

U∑
i=1

Tr
(
HmnuFmi

)
+ σ2

nu,∀n, u, (8c)

Fnu ⪰ 0,∀n, u, (8d)

where Hmnu = hmnuh
H
mnu. As a result of the above

manipulations, it can be seen that the ensuing optimization
problem in (8) is convex and can be efficiently solved
using widely available tools such as CVX [50]. The optimal
digital beamformer fnu can be finally determined as the
eigenvector corresponding to the largest eigenvalue of F∗

nu,

Algorithm 1: BL-based hybrid TPC design

1 Input: Concatenated optimal digital TPC matrix
Fn,opt, dictionary matrix AT , RF chains NRF,n,
variance of approximation error σ2

e , stopping
parameters υ and nmax;

2 Initialization: γ̂(0)
i = 1, ∀1 ≤ i ≤ G⇒ Γ̂

(0)
, set

counter k = 0 and Γ(−1) = 0;

3 while
(∥∥∥γ̂(k) − γ̂(k−1)

∥∥∥2
2
> υ and k < nmax

)
do

i E-step: Evaluate the a posteriori covariance
and mean

Σ(k) =

(
1
σ2
e
AH

T AT +
(
Γ̂
(k−1)

)−1
)−1

F̃
(k)
BB,n = 1

σ2
e
Γ(k)AH

T Fn,opt

ii M-step: Update the hyperparameters as
for i = 1, 2, . . . , G

γ̂
(k)
i = Σ(k)(i, i) + 1

U

∑U
j=1

∣∣∣F̃(k)
BB,n(i, j)

∣∣∣2
end for

end
4 Output: Obtain F∗

BB,n and F∗
RF,n using (46) and

(47).

i.e., fnu,opt =
√
λmaxf̂nu, where f̂nu represents the unit-norm

eigenvector corresponding to λmax. The state-of-the-art BL
principle can now be exploited for decomposing the optimal
fully digital TPC fnu,opt into the constituent RF and BB
precoders, as shown in Appendix. A succinct description
of the various steps in the BL-based hybrid TPC design
procedure is presented in Algorithm 1. The above centralized
beamforming solution, although performs well, it is based
on the assumption that the CU has perfect knowledge of
the CSI of all the MSs, i.e., requires global CSI. However,
this may be challenging to achieve in practice as it requires
excessive backhaul capacity, which increases substantially
with the number of coordinated cells. Therefore, the next
section develops an ADMM-based distributed beamforming
solution, which employs only the local CSI available at
each BS, thus leading to significant savings in terms of the
backhaul cost and complexity.

III. ADMM BASED DISTRIBUTED MULTICELL
COORDINATED BEAMFORMING

ADMM is an advanced optimization method that com-
bines the idea of dual decomposition and of the augmented
Lagrangian method, which is ideally suited for distributed
optimization due to its excellent convergence properties [51].
In order to develop our ADMM-based distributed design, the
centralized beamformer design problem of (8) formulated for
the MUMC system can be recast by defining the following
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Figure 2: Flow-chart of the distributed beamformer design
for a two-cell scenario

auxiliary variables:

pn =

U∑
u=1

Tr(Fnu), ∀n, (9a)

qmnu =

U∑
i=1

Tr
(
HmnuFmi

)
, ∀m,n, u, (9b)

Qnu =

Nc∑
m ̸=n

qmnu,∀n, u. (9c)

The quantity pn denotes the transmission power correspond-
ing to BSn, qmnu represents the inter-BS interference power
impinging from BSm upon MSnu and Qnu represents the
total inter BS interference power arriving from the neigh-
bouring BSs to MSnu. Using (9), the centralized TPC design
problem of (8) can be reformulated as

min
{fnu}

Nc∑
n=1

βnpn (10a)

s.t. pn =

U∑
u=1

Tr(Fnu), ∀n, (10b)

Fnu ⪰ 0, ∀n, u, (10c)

1

γnu
Tr
(
HnnuFnu

)
−

U∑
j ̸=u

Tr
(
HnnuFnj

)
≥ Qnu + σ2

nu,∀n, u, (10d)

qmnu =

U∑
i=1

Tr
(
HmnuFmi

)
, ∀m,n, (10e)

Qnu =

Nc∑
m̸=n

qmnu ≥ 0 ∀n, u,m ̸= n. (10f)

It can be readily observed from the SINR constraint (10d),
that each MSnu in cell n experiences only the sum of the
interference power Qnu of (10f) from all other cells. Inter-
estingly, it can be observed that the constraint in Eq.(10e)
remains unchanged upon interchanging the subindices m and

n. Hence, the constraints in (10b) to (10f) can be decom-
posed into Nc independent convex sets by interchanging the
subindices m and n in (10e) as follows:

Cn =

{(
{Fnu}n,u, pn, {Qnu}u, {qnmu}m,u

)∣∣
pn =

U∑
u=1

Tr(Fnu),

qnmu =

U∑
i=1

Tr(HnmuFni), ∀m ̸= n, ∀u,

1

γnu
Tr(HnnuFnu)−

U∑
j ̸=u

Tr(HnnuFnj) ≥ Qnu + σ2
nu,

Fnu ⪰ 0, Qnu ≥ 0, ∀u

}
,∀n ∈ Nc, u. (11)

Additionally, we define the new variables:

q =
[
[q121, . . . , q12U ], . . . , [qNc(Nc−1)1, . . . , qNc(Nc−1)U ]

]T
∈ RNc(Nc−1)U , (12)

qn =
[
[Qn1, . . . , QnU ], [qn11, . . . , qn1U ], . . . ,

. . . , [qnNc1, . . . , qnNcU ]
]T ∈ RNcU

+ , ∀n, (13)

where the vector q collects all the global ICI variables
and qn collects the local ICI variables from all the other
cells, i.e. {Qnu}Uu=1 and {qnmu}m,u for m ∈ Nc \ {n}.
Here, it is interesting to observe that qn represents the total
interference experienced by the BSn and it also denotes
the total interference experienced by other cells inflicted
by BSn. Furthermore, we have qn = Jnq, where Jn ∈
{0, 1}NcU×Nc(Nc−1)U denotes the linear mapping matrix.
Therefore, Problem (10) can be reformulated as:

min
{Fnu,qn,pn,q}

Nc∑
n=1

βnpn (14a)

s.t. ({Fnu}u,qn, pn) ∈ Cn, ∀n, (14b)
qn = Jnq, ∀n. (14c)

Upon applying the ADMM technique to (14), one obtains

min
{Fnu,qn,
pn,ρn,q}

{
Nc∑
n=1

βnpn +
c

2

Nc∑
n=1

∥Jnq− qn∥2

+
c

2

Nc∑
n=1

(ρn − pn)
2

}
(15a)

s.t. ({Fnu}u,qn, pn) ∈ Cn, ∀n, (15b)
qn = Jnq ∀n, (15c)
pn = ρn ∀n, (15d)

Note that ρn ≥ 0,∀n represents the slack variables, which
are employed for imposing the penalty term c

2

∑Nc

n=1(ρn −
pn)

2 on the objective (15). Thus, Problem (15) is equivalent
to problem (14). One can now define the following quantities
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to establish a correspondence between (15) and the canonical
form of ADMM as

x =
[
qT , ρ1, . . . , ρNc

]T
, z = −

[
qT
1 , . . . ,qT

Nc
, p1, . . . , pNc

]T
,

F (x) = 0, G(z) =

Nc∑
n=1

βnpn,

A =

[
J 0,
0 INc

]
,B = I,y = 0

ξ =
[
νT
1 , . . . ,ν

T
Nc

, µ1, . . . , µNc

]T
,

S1 = RNc(Nc−1)U+Nc ,

S2 =
{ [

qT
1 , . . . ,q

T
Nc

, p1, . . . , pNc

]T ∣∣∣
({Fnu}u,qn, pn) ∈ Cn, n ∈ Nc

}
, (16)

where J = [JT
1 , · · · ,JT

Nc
]
T , ν ∈ RNcU and µn ∈ R,∀n,

are the dual variables associated with the constraints (15c)
and (15d), respectively. Using the ADMM principle, the
optimization problem in (15) can be recast as

min
{Fnu}u,{λnmu}m,u,

qn,pn,n=1,...,Nc

Nc∑
n=1

{
βnpn +

c

2

∥∥∥Jnq
(i) − qn

∥∥∥2
+

c

2

(
ρ(i)n − pn

)2
− ν(i)T

n qn − µ(i)
n pn

}
(17a)

s.t.
({

Fnu

}
u
,qn, pn

)
∈ Cn,∀n. (17b)

The decoupled problem formulated for our distributed beam-
former design for the nth cell of the MUMC system can now
be expressed as

{
q(i+1)
n , p(i+1)

n

}
= argmin

{
βnpn +

c(i)

2

∥∥∥Jnq
(i) − qn

∥∥∥2
+

c(i)

2

(
ρ(i)n − pn

)2
− ν(i)

n

T
qn − µ(i)

n pn

}
,

s.t.
({

Fnu

}
u
,qn, pn

)
∈ Cn. (18)

The above Problem (18) is convex for each cell and can
be readily solved using a suitable convex solver. The dual
variables νn and µn can be updated as

ν(i+1)
n = ν(i)

n + c(i)
(
Jnq

(i+1) − q(i+1)
n

)
, ∀n, (19a)

µ(i+1)
n = µ(i)

n + c(i)
(
ρ(i+1)
n − p(i+1)

n

)
, ∀n, (19b)

where the intermediate problems of updating the variables
q(i+1) and ρ

(i+1)
n are given by

q(i+1) = argmin
q∈RNc(Nc−1)U

c(i)

2

Nc∑
n=1

∥Jnq− q(i+1)
n ∥2

+

Nc∑
n=1

ν(i)
n

T
Jnq, (20)

{
ρ(i+1)
n

}Nc

n=1
= argmin

ρn∈R,
n=1,...,Nc

c(i)

2

Nc∑
n=1

(
ρn − p(i+1)

n

)2
+

Nc∑
n=1

µ(i)
n ρn. (21)

Since the Problems (20) and (21) are convex quadratic in
nature, their closed form solutions can be determined as
shown below

q(i+1) = J†
(
q̃(i+1) − 1

c
ν̃(i)

)
, (22a)

ρ(i+1)
n = p(i+1)

n − 1

c
µ(i)
n , ∀n, (22b)

where q̃(i+1) =

[(
q
(i+1)
1

)T
, . . . ,

(
q
(i+1)
Nc

)T]T
and ν̃(i) =[(

ν
(i)
1

)T
, . . . ,

(
ν
(i)
Nc

)T]T
.

The proposed ADMM-based distributed beamformer de-
sign for the MUMC system is summarized next. The ADMM
steps in (18), (19), and (22) can be evaluated independently
at each BS in a distributed manner using purely local
CSI, which defined as that of the users in its own cell.
Subsequently, each BS sends the updated local information
{qn} to all the other BSs via the CU. Using {qn}, the
public ICI variable q is calculated iteratively from equation
(22a) at each BS, which is further exploited for updating
ν
(i+1)
n using (19a) at each BS. Furthermore, each BS can

independently update the dual variables ρ
(i+1)
n and µ

(i+1)
n .

These steps are summarized in Algorithm 2. As a visual aid,
the flow chart of a simple two-cell scenario is shown in Fig.
2. Finally, the corresponding hybrid TPC design can once
again be obtained using the BL-technique derived in Section
II.

Algorithm 2: ADMM based distributed TPC for
MUMC Systems

1 Initialization: Set i = 0 and initialize
{ν(i)

n , µ
(i)
n ,q(i), ρ

(i)
n } with zeros for each cell, choose

a penalty parameter c > 0;
2 while (stopping criteria is satisfied) do
3 solve the beamformer design problem

corresponding to each cell using equation (18)
to obtain the local ICI iterate {q(i+1)

n } and
{p(i+1)

n };
4 inform the local ICI {q(i+1)

n } to all the
neighbouring BSs;

5 update the public ICI {q(i+1)} and {ρ(i+1)
n }

using (22a) and (22b) respectively;
6 update the dual variables {νn} and {µn} using

(19a) and (19b) respectively;
7 i← i+ 1;
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IV. ROBUST BEAMFORMER DESIGN WITH IMPERFECT
CSI

The previous sections described both our centralized and
distributed beamformers designed for an MUMC system
having perfect CSI. However, in practice, this is challenging
due to CSI impairments arising from channel estimation er-
ror, quantization and feedback. The imperfect CSI degrades
the performance of the beamformer design. To overcome
this problem, in this section, we conceive techniques for
robust MUMC beamformer design with imperfect CSI. Let
ĥmnu ∈ CM , ∀m,n denote the available CSI. The true CSI
hmnu may then be modelled as

hmnu = ĥmnu +∆mnu, (23)

where the quantity ∆mnu ∈ CM denotes the CSI error that
can be modeled as

∆H
mnuQmnu∆mnu ≤ 1. (24)

This is termed as the ellipsoidal uncertainty model and
Qmnu denotes a positive definite (PD) matrix that charac-
terizes the CSI uncertainty ellipsoid, as described in [49].
When Qmnu = r−2

mnuIM , where r2mnu > 0, (24) reduces to
the popular spherical model ∥∆mnu∥2 ≤ r2mnu.

A. Centralized MUMC robust beamformer design

The robust MUMC beamformer design problem for min-
imizing the total transmit power while satisfying the SINR
constraint at each MS for the worst-case channel information
can be formulated as

min
{FRF,n},{FBB,nu}

Nc∑
n=1

βn

(
U∑

u=1

∥FRF,nfBB,nu∥2
)

(25a)

s.t. SINRnu ≥ γnu,

∀ ∆H
mnuQmnu∆mnu ≤ 1,∀m,n, (25b)

|FRF,n(i, j)| =
1√
M

∀n. (25c)

The corresponding SINRnu expression is given by

SINRnu = ∣∣∣∣(ĥnnu +∆nnu

)H
FRF,nfBB,nu

∣∣∣∣2{
U∑

i ̸=u

∣∣∣∣(ĥnnu +∆nnu

)H
FRF,nfBB,ni

∣∣∣∣2
+

Nc∑
m ̸=n

U∑
i=1

∣∣∣∣(ĥmnu +∆mnu

)H
FRF,mfBB,mi

∣∣∣∣2 + σ2
nu

}
,

(26)

Similar to Section II-A, in order to render the optimization
problem tractable, substituting FRF,nfBB,nu= fnu as the fully
digital TPC, the SINR constraint of each MS can be written
as

(
ĥH
nnu+∆

H
nnu

) 1

γnu
fnuf

H
nu−

U∑
i ̸=u

fnif
H
ni

(ĥnnu+∆nnu

)

≥
Nc∑

m ̸=n

(
ĥH
mnu+∆

H
mnu

)( U∑
i=1

fmif
H
mi

)
(ĥmnu+∆mnu) + σ2

nu,

∀ ∆H
mnuQmnu∆mnu ≤ 1,∀n, u. (27)

Then SDR can once again be employed upon replacing the
matrix fnuf

H
nu by the PSD matrix Fnu ⪰ 0 and relaxing the

rank constraint to obtain the problem

min
{Fnu}

Nc∑
n=1

βn

(
U∑

u=1

Tr(Fnu)

)
(28a)

s.t.
(
ĥH
nnu+∆

H
nnu

) 1

γnu
Fnu−

U∑
i ̸=u

Fni

 (ĥnnu+∆nnu)

≥
Nc∑

m ̸=n

(ĥH
mnu+∆

H
mnu)

(
U∑
i=1

Fmi

)(
ĥmnu+∆mnu

)
+ σ2

nu,

∀ ∆H
mnuQmnu∆mnu ≤ 1, ∀n, u, (28b)

Fnu ⪰ 0. (28c)

Although the relaxed problem in (28) above is now convex,
it remains computationally challenging to solve due to of
infinitely many SINR constraints (28b). Interestingly, these
infinitely many constrains can be converted into a finite
number of constrains with aid of the S-lemma [49]. To this
end, the SINR constraint of (28b) can be rewritten as

min
∆H

nnuQnnu∆nnu≤1

(̂
hH
nnu +∆H

nnu

) 1

γnu
Fnu −

U∑
i ̸=u

Fni


×
(
ĥnnu +∆nnu

)
≥

Nc∑
m ̸=n

{
max

∆H
mnuQmnu∆mnu≤1

(̂
hH
mnu+∆H

mnu

)

×

(
U∑
i=1

Fmi

)(
ĥmnu +∆mnu

)}
+ σ2

nu.

(29)

Note that, the right hand side term for each m represents the
worst-case ICI power arising from BSm to MSnu, ∀ m ∈
Nc \ {n}. Hence, introducing the slack variable qmnu as

qmnu = max
∆H

mnuQmnu∆mnu≤1

(
ĥH
mnu +∆H

mnu

)( U∑
i=1

Fmi

)
×
(̂
hmnu+∆mnu

)
, (30)
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the problem (28) can be reformulated as

min
{Fnu}

Nc∑
n=1

βn

(
U∑

u=1

Tr(Fnu)

)
(31a)

s.t.
(̂
hH
nnu +∆H

nnu

) 1

γnk
Fnu−

U∑
i ̸=u

Fni

(ĥnnu +∆nnu

)

≥
Nc∑

m ̸=n

qmnu + σ2
nu, ∀ ∆H

nnuQnnu∆nnu ≤ 1, (31b)

(
ĥH
mnu +∆H

mnu

)( U∑
i=1

Fmi

)(
ĥmnu +∆mnu

)
≤ qmnu,∀ ∆H

mnuQmnu∆mnu ≤ 1,∀m ̸= n, u, (31c)
Fnu ⪰ 0. (31d)

In order to apply the S-lemma [49], the constraints in (31b)
and (31c) can be reformulated as the positive semi-definite
(PSD) matrices

Φnu

(
{Fni}Ui=1, {qmnu}m, λnnu

)
≜

[
I

ĥH
nnu

] 1

γnu
Fnu −

U∑
i ̸=u

Fni

[I ĥnnu

]

+

λnnuQnnu 0

0 −σ2
nu −

Nc∑
m̸=n

qmnu − λnnu

 , (32)

Ψmnu

(
{Fmi}Ui=1, qmnu, λmnu

)
≜

[
I

ĥH
mnu

](
−

U∑
i=1

Fmi

)[
I ĥmnu

]
+

[
λmnuQmnu 0

0 qmnu − λmnu

]
. (33)

Upon using the above quantities, the optimization Problem
(31) can be recast as:

min
{Fnu},{λmnu},{qmnu}

Nc∑
n=1

βn

(
U∑

u=1

Tr(Fnu)

)
(34a)

s.t. Φnu

(
{Fni}Ui=1, {qmnu}m, λnnu

)
⪰ 0, (34b)

Ψmnu

(
{Fmi}Ui=1, qmnu, λmnu

)
⪰ 0,∀m ̸= n,

(34c)
Fnu ⪰ 0, (34d)
λmnu ≥ 0,∀m. (34e)

Observe that the Problem in (34) is a convex semi-definite
program (SDP) that can be solved efficiently and the optimal
solution fnu,opt can be obtained as the dominant unit-norm
eigenvector of the matrix Fnu, as described in Section
II. Finally, the corresponding hybrid TPC design can be
obtained using the BL-technique derived in Appendix 1. The
corresponding ADMM-based robust distributed mmWave
TPC design relying on imperfect CSI is described next.

V. ROBUST DISTRIBUTED MUMC MMWAVE
BEAMFORMER DESIGN

We commence by defining the following auxiliary vari-
ables, similar to the perfect CSI model of Section II-A:

pn =

U∑
u=1

Tr(Fnu), Qnu =

Nc∑
m̸=n

qmnu ∀n, u. (35)

Recall that the variable pn denotes the transmit power
corresponding to BSn and qmnu represents the worst-case
ICI power emanating from the BSm to MSnu, whereas Qnu

represents the total ICI power arriving from the neighbouring
BSs to MSnu. Using the auxiliary variables of (35), the
Problem (34) can be expressed as

min
{Fnu⪰0},{pn},

{λmnu≥0},{qmnu}

Nc∑
n=1

βnpn (36a)

s.t. Φnu

(
{Fni}Ui=1, Qnu, λnnu

)
⪰ 0,∀n, u, (36b)

Ψnmu

(
{Fni}Ui=1, qnmu, λnmu

)
⪰ 0,∀m ̸= n, u,

(36c)
U∑

u=1

Tr(Fnu) = pn,∀n, (36d)

Fnu ⪰ 0,∀n, u, (36e)
λmnu ≥ 0,∀m ̸= n, u. (36f)

The constraints (36b)-(36f) can be decomposed into Nc

independent convex sets as follows

Cn=

{(
{Fnu}u, {λnmu}m,u, {Qnu}u, {qnmu}m,u, pn

)
|

Φnu

(
{Fni}Ui=1, Qnu, λnnu

)
⪰0,∀u,

Ψnmu

(
{Fni}Ui=1, qnmu, λnmu

)
⪰0,∀m ̸= n, u,

λnmu ≥ 0, ∀m,n, u,
U∑

u=1

Tr (Fnu) = pn,

Fnu⪰0, ∀u,

Qnu ≥ 0, ∀u

}
,∀n. (37)

Finally, the optimization Problem (36) can be reformulated
as

min
{Fnu},{λnmu},

{qn},{pn},q

Nc∑
n=1

βnpn (38a)

s.t.
(
{Fnu}k, {λnmu}m,u,qn, pn

)
∈ Cn,∀n,

(38b)
qn = Jnq, ∀n, (38c)

which is similar to Problem (14). Hence, Algorithm 2
can be readily applied for finding the optimal distributed
robust TPC solution. The corresponding hybrid TPC can be
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obtained using the BL-technique derived in Section II. Using
Algorithm 2, each BS iteratively approaches the optimal
beamforming solution until the relevant ICI information(
q
(i+1)
n

)
for BSn is extracted from the ICI information(

q(i+1)
)

i.e. Jnq
(i+1) = q

(i+1)
n for all n. It is important

to note that the quantities {Fnu} and {λnmu} obtained in
Step-4 of Algorithm 2 may not be feasible for the primal
Problem (34), since the ADMM algorithm operates in the
dual domain, which does not guarantee that the constraint
Jnq

(i+1) = q
(i+1)
n holds true before convergence. However,

each BS may perform one more optimization as

min
{Fnu⪰0}u,{λmnu≥0}n,u

Nc∑
n=1

βn

(
U∑

u=1

Tr(Fnu)

)
s.t. Φnu

(
{Fni}Ui=1, {qmnu}m, λnnu

)
⪰ 0,

Ψnmu

(
{Fni}Ui=1, qnmu, λnmu

)
⪰ 0,∀m ̸= n,

(39)

using the tentatively consented ICI power vector q(i+1).
If the optimization Problem (37) yields feasible solutions
for all the BSs, it follows that the computed quantities
{Fnu} and {λnmu} are feasible for the SDR Problem (34).
Furthermore, additional iterations are needed for Algorithm
2 to converge if at least one of the BSs declares the
infeasibility of (39), since it might not have reached a
reasonable consensus concerning the global ICI q(i+1). The
signalling overhead required can be determined as follows.
At each iteration of Algorithm 2, each BS update transmits
its local ICI variable qn to all other neighbouring BSs. Thus,
Algorithm 2 requires each BS to transmit NcU real values,
i.e. qn, to the other (Nc − 1) BSs, which leads to a total
signaling overhead order of (Nc − 1)NcU . The complexity
analysis of the proposed two-stage distributed hybrid beam-
former design is summarized next. Due to lack of space, the
detailed derivations for the computational complexities of
Algorithms 1 and 2 have been moved to our technical report
[52]. It can be observed that the complexity of Algorithm-
2, which designs the fully-digital TPC is O

(
M3
)
. Next,

the fully-digital TPC is decomposed into its constituent RF
and BB precoders using Algorithm-1. This step incurs a
complexity of order O

(
G3
)
, which can be attributed to the

matrix inversion of size [G×G] in Eq.(43). Since G >> M ,
the overall complexity of the coordinated hybrid TPC can
be closely approximated by O

(
G3
)
.

VI. SIMULATION RESULTS

This section presents simulation results for characterizing
the performance of the proposed hybrid beamformer design
techniques for both centralized and distributed approaches
while considering both perfect as well as imperfect CSI.
Consider a MUMC network consisting of two cells, where
the BS of each cell has M ∈ {8, 16, 32} TAs serving the
U = 2 single-antenna users. The number of RF chains
NRF,n at each BS is set to the number of users. These
parameters are in line with those of other closely related

Table II: Simulation parameters for an MUMC system

Parameters Values
No. of Cells 2
TAs per BS {8,16,32}
RAs per user 1
Users per cell 2
Noise power, σ2

n 0.1
Power priority weight, βn 1
Angular grid point, G 64
Stopping parameter, υ 10−5

EM iterations, ηmax 50

works such as [33]–[35], [37], [38]. It is assumed that the
large-scale fading has been perfectly compensated by power
control at the BS, and hence only the effect of small-scale
fading has been considered in this work, similar to [33], [37],
[53], [54], and the multipath gains αl,mnu are considered
to be zero-mean complex Gaussian with unit variance. The
inter-antenna spacing of the ULA at the BS is fixed as λd

2 .
The target SINRs of all the MSs are set equal, i.e., γnu = γ,
∀n, u. The power priority weight βn is set to 1, ∀n. The noise
power σ2

n is considered to be 0.1. For the BL-based TPC
design procedure, the feasible AoD space ΦT is comprised
of G = 64 angular grid points. Typically, the grid-size G is
set to twice the number of antennas [19], as also considered
in our simulation results, for achieving sufficiently high
angular resolution. Furthermore, the stopping parameter (υ)
and the maximum number of EM iterations (nmax) are set
to 10−5 and 50, respectively. We consider the spherical
error model for CSI errors i.e., Qmnu = r−2

mnuIM , where
r2mnu > 0 represents the radius of the circular uncertainty
region. Table-II shows the detailed parameters considered in
our simulations for centralized and distributed beamformer
design.

Figures 3a and 3b plot the feasibility rate versus the target
SINR (γ) parameterized by the number of BS antennas
M and versus the error radius r parameterized by the
target SINR, respectively, for the SDR-based centralized
beamformer design explicitly, the feasibility rate is defined
as the percentage of the number of successful computations
of the corresponding quantities, namely of the average trans-
mit power and beamformer weights using the algorithms
proposed in (8), (17), (34) and (38) as a fraction of the total
number of channel realizations. It can be observed from Fig.
3a that as expected, the feasibility rate decreases for higher
target SINR values. This is due to the fact that the increased
SINR requirements of the users makes it difficult to obtain
a feasible solution satisfying the SINR constraint in (5).
In addition, the proposed coordinated beamformer design
has substantially improved feasibility beyond that of the
robust beamformer design operating without coordination.
This explicitly demonstrates the enhanced capability of co-
ordinated beamforming as a benefit of the improved degrees
of freedom provided by multiple BSs. Future research should
be dedicated to deriving an upper bound on the feasibility
of the proposed algorithms. Interestingly, it can also be seen
that the feasibility rate increases upon increasing the number
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Figure 3: Centralized design: (a) Feasibility rate versus target SINR for r = 0.6; (b) Feasibility rate versus error radius for
M = 16.
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Figure 4: Distributed design: (a) Feasibility rate versus target SINR for r = 0.6; (b) Feasibility rate versus error radius for
M = 16.

of BS antennas, which can be attributed to the fact that the
MUMC MIMO system and the proposed design technique is
able to efficiently exploit the resultant increased array gain.
It can also be seen that the feasibility rate of the proposed al-
gorithm decreases upon increasing the CSI uncertainty error
radius r, as shown in Fig. 3b, since the worst-case SINR
constraint is challenging to satisfy for large values of r.
However, the proposed algorithm still achieves a reasonably
high feasibility rate in the presence of large CSI errors. Fig.
4a and 4b plot the feasibility rate versus the target SINR and
error radius, respectively for the ADMM-based distributed
design. The plots exhibit a similar trend to that seen for
the centralized design. Additionally, it can be observed from
Fig. 3 and 4 that the feasibility rates for the centralized and
distributed solutions are almost identical. This implies that
the distributed beamformer design is as efficient as the cen-
tralized one, despite dispensing with global CSI knowledge,
which makes it ideally suited for practical implementation.

Fig. 5a shows the power efficiency of the beamformer
determined using the centralized SDR method in contrast
to the scenario having no coordination. One can observe
that the average transmit power increases upon increasing
the target SINR, since a high target SINR requires high
transmit power to satisfy the SINR constraint. It can also
be seen that the multi-cell coordinated hybrid beamformer
(MCCH-BF) design has a higher power efficiency than the
multi-cell no coordination hybrid beamformer (MCNC-BF)
design, described in Appendix A, at the same target SINR
requirements. The average transmit power of the MCCH-BF
design is seen to be approximately 3 dBm lower than that of
the MCNC-BF design. The transmit power reduction can be
attributed to the precise knowledge of the interference power
arising from the neighbouring cells in the MUMC mmWave
system, which is exploited by the MCCH-BF design. On the
other hand, the MCNC-BF method does not rely on any prior
knowledge of the interference power, hence requiring a high
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Figure 5: (a) Average transmit power versus target SINR for M = 16; (b) Average transmit power versus target SINR for
centralized and distributed beamformer design for r = 0.3.
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Figure 6: (a) Sum-rate versus target SINR for r = 0.3; (b) Average transmit power versus target SINR

transmit power. Although the average transmit power is seen
to increase with the uncertainty error radius r, which seems
counter-intuitive, this is justified, since the BSs require a
high transmit power in the presence of high CSI errors to
meet the QoS constraint. It is very close to that of the perfect
CSI scenario, which illustrates the efficiency of the proposed
designs.

Fig. 5b shows the power-efficiency of the proposed SDR-
based centralized and ADMM-based distributed beamformer
designs versus the target SINR for different values of the
number of transmit antennas M . As discussed earlier, the
transmit power increases upon increasing the target SINR
values. However, it can be observed that the transmit power
required decreases upon increasing the number of TAs at
the BS, thanks to the increased array gain of larger antenna
arrays. This further justifies the importance of a large number
of antennas in the mmWave regime for improved power
efficiency. Furthermore, it is also important to note that the
average transmit powers of the centralized and distributed

designs are close to each other. This is due to the fact that
the distributed beamformer design achieves a performance
similar to that of the centralized design in fewer iterations,
as also demonstrated in Fig. 7a.

Fig. 6a compares the sum-rate of the BL-based hybrid
beamformer design to that of the ideal fully digital beam-
former. The centralized FD-BF represents the fully-digital
centralized beamformer obtained in Section II, whereas the
centralized HBF denotes its corresponding hybrid beam-
former counterpart derived via Algorithm-1 of Section II.
Similarly, the distributed FD-BF and the distributed HBF
represent the fully-digital and hybrid designs, respectively.
It can be observed that the BL-based design achieves a
performance close to that of the fully digital design, despite
having a significantly lower number of RF chains. This
is attributed to the fact that the mmWave MIMO channel
has a significantly lower number of multipath components,
which is readily exploited by our hybrid transceiver design.
Therefore, the ideal fully digital beamformer can be tightly
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Figure 7: Sum power comparison between SDR-based centralized and ADMM-based distributed beamformer design: (a)
Equal target SINR values for each user; (b) Different target SINR values for each user.

approximated using only a few transmit array response
vectors. Furthermore, we have also compared the proposed
algorithms to the fully digital beamformer of [38] in Fig.
6a. It can be observed that the proposed methods exhibit
a higher sum-rate than that of [38] as the latter fails to
efficiently mitigate the inter-cell interference. Fig. 6b shows
a performance comparison of the proposed distributed de-
sign method to that of [40]. Observe in Fig. 6b that the
distributed design of [40] requires a higher transmit power
than the proposed method. This is due to the fact that the
algorithm of [40] does not share the ICI information amongst
the distributed antenna units, which in turn causes severe
interference. Fig. 7a illustrates the sum transmit power of
the ADMM-based distributed beamformer for both Q = 15
and Q = 40 iterations considering equal target SINR values
for all the users i.e., γnu = 10dB ∀n, u. Observe that Q = 15
iterations are sufficient for approaching the performance
of the centralized method. Hence, the proposed distributed
design converges to the optimal beamformer solution in a
few iterations, while requiring only local CSI along with
limited information exchange, which are the key advantages
of the distributed design. Furthermore, Fig. 7b shows the
robustness of the proposed distributed beamformer design
at the target SINR values of γ11 = 8dB, γ12 = 10dB,
γ21 = 6dB and γ22 = 12dB for the users. Observed
that the proposed distributed beamformer design once again
achieves a performance close to the centralized beamformer
in Q = 15 iterations.

VII. CONCLUSIONS

Robust coordinated hybrid beamforming solutions have
been designed for MUMC mmWave MIMO systems. First,
centralized beamformers were obtained using the SDR
and BL-based hybrid TPC decomposition techniques. Next,
ADMM-based distributed beamformers were developed, us-
ing only the local CSI available at each BS for the users of

its own cell. Subsequently, robust centralized and ADMM-
based distributed designs were developed for practical sce-
narios having imperfect CSI. Our simulation results demon-
strate that the proposed centralized and distributed beam-
former designs yield an improved performance in com-
parison to a beamformer having no coordination. It was
also seen that the proposed distributed design has a high
power and spectral-efficiency, which is close to that of
the centralized solution. The distributed design framework
offers comparable performance to that of the centralized one
without a high signalling overhead, and it is thus ideally
suited for practical implementation.

Future research may explore different variants of the
ADMM algorithm to obtain faster convergence and a lower
backhaul signaling overhead for designing the distributed
hybrid beamformer. Furthermore, another interesting aspect
can potentially be to design an asynchronous distributed
beamformer that is robust to the transmission delay and
packet losses of the backhaul network.

APPENDIX A
BL-BASED HYBRID TPC DESIGN

Let the concatenated fully digital TPC corresponding
to all users at the BSn be constructed as Fn,opt =
[fn1,opt, fn2,opt, . . . , fnU,opt] ∈ CM×U . The approximation
problem of jointly designing the baseband and RF TPCs
FBB,n ∈ CNRF,n×U and FRF,n ∈ CM×NRF,n , respectively,
at BSn, can be formulated as

(
F∗

BB,n,F
∗
RF,n

)
= arg min

F∗
BB,n,F

∗
RF,n

∥Fn,opt − FRF,nFBB,n∥2F

s.t. |FRF,n(i, j)| =
1√
M

. (40)
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The problem above can be simplified as follows. Let the
quantized transmit array response dictionary matrix AT be
constructed as

AT ≜ [aT (ϕ1) ,aT (ϕ2) , · · · ,aT (ϕG)] ∈ CM×G,

where the AoD-set ΦT = {ϕg, ∀1 ≤ g ≤ G} spans the

angular range [0, π] with cos(ϕg) =
2

G
(g − 1)− 1, and G

represents the grid size [7]. Note that since the elements
of the dictionary matrix of the transmit array response
satisfy the constant magnitude constraint (40), the columns
of the RF TPC can be suitably chosen from the dictionary
matrix AT . Therefore, the equivalent coordinated hybrid
TPC design problem of the MUMC mmWave system can
be formulated as

argmin
F̃BB,n

∥∥∥Fn,opt −AT F̃BB,n

∥∥∥2
F

s.t.
∥∥∥diag (F̃BB,nF̃

H
BB,n

)∥∥∥
0
= NRF,n,

(41)

where F̃BB,n ∈ CG×U denotes the intermediate baseband
TPC. The constraint in (41) arises due to the fact that F̃BB,n

may only contain NRF,n non-zero rows, due to the presence
of only NRF,n RF chains. The BL-based TPC design pro-
cedure begins by assigning a parameterized Gaussian prior
to the matrix F̃BB,n as shown below

p
(
F̃BB,n;Γ

)
=

G∏
i=1

p
(
F̃BB,n(i, :); γi

)

=

G∏
i=1

1

πγi
exp

−
∥∥∥F̃BB,n(i, :)

∥∥∥2
γi

 , (42)

where Γ = diag (γ1, . . . , γG) ∈ RG×G denotes the diagonal
matrix of hyperparameters. Based on the prior assignment
above, it can be readily observed that the ith row of the
matrix F̃BB,n is assigned the hyperparameter γi, which
enforces row sparsity, as seen in the constraint (41). The
posterior density of the matrix F̃BB,n can be formulated as
p
(
F̃BB,n | Fn,opt;Γ

)
∼ CN (F ,Σ), where the a posteriori

matrix F ∈ CG×U and the associated covariance matrix
Γ ∈ CG×G are expressed as

F =
1

σ2
e

ΣAH
T Fopt,n and Σ =

(
1

σ2
e

AH
T AT + Γ−1

)−1

.

(43)
The quantity σ2

e above denotes the variance of the approx-
imation error. It can be observed that the minimum mean
square error (MMSE) estimate, i.e. the a posteriori mean
F , depends on the hyperparameter matrix Γ. Furthermore,
as γi → 0, the ith row of the matrix F̃BB,n denoted
by F̃BB,n(i, :) → 0, tends to 0. Thus, the estimation of
F̃BB,n is equivalent to that of the associated hyperparameter
vector γ = [γ1, . . . , γG]

T . Since the pertinent optimization
maximizing the likelihood estimate of γ by maximizing the
Bayesian evidence p(Fopt;Γ) is non-convex, it is difficult
to solve. Hence, the BL aided hybrid TPC design relies on

a low-complexity iterative expectation-maximization (EM)
framework.

To begin with, let Γ̂
(k−1)

denote the estimate of the hy-
perparameter vector Γ obtained from the (k−1)th iteration.
The EM procedure involves two key steps. In the first step,
known as the expectation step (E-step), the average log-
likelihood function L

(
Γ | Γ̂

(k−1)
)

of the hyperparameters
is evaluated as

L
(
Γ | Γ̂

(k−1)
)
=

E
F̃BB,n|Fn,opt;Γ̂

(k−1)

{
log p

(
Fn,opt, F̃BB,n;Γ

)}
.

The subsequent maximization step (M-step), maximizes the
average log-likelihood with respect to the hyperparameter
vector γ as

γ̂(k) =

argmax
γ

E

{
log p

(
Fn,opt | F̃BB,n

)
+ log p

(
F̃BB,n;Γ

)}
.

(44)

It can be readily observed that the first term within the
expectation operator of Eq. (44) is independent of the hyper-
parameter γ, and it can thus be ignored in the subsequent
M-step. Therefore, the equivalent optimization problem is
given by

γ̂(k) = argmax
γ

E
F̃BB,n|Fn,opt,Γ̂

(k−1)

{
log p

(
F̃BB,n;Γ

)}

= argmax
γ

G∑
i=1

− log (γi)−
E
(∥∥∥F̃BB,n(i, :)

∥∥∥2
2

)
γi

 ,

= argmax
γ

G∑
i=1

− log (γi)−

∥∥∥F (k)(i, :)
∥∥∥2 + UΣ

(k)
(i,i)

γi
,

(45)

where F (k) and Σ(k) are obtained from (43) by setting
Γ = Γ̂

(k−1)
. The optimal value of γ̂

(k)
i can be evaluated

by calculating the gradient of the objective function in (45)
with respect to γ and setting it to zero. This yields the update
equation for each hyperparameter as

γ̂
(k)
i =

1

U

∥∥∥F (k)(:, i)
∥∥∥2 +Σ

(k)
(i,i).

After the convergence of the EM procedure, the RF and
baseband TPCs are obtained as follows. Let S denote the set
of indices of the NRF,n hyperparameters having the largest
magnitude. The concatenated optimal baseband precoder
matrix F∗

BB,n can be obtained from F̃BB,n as

F∗
BB,n = F̃BB,n (S, :) . (46)

Similarly, the optimal RF TPC F∗
RF,n can be extracted from

the transmit array response dictionary matrix AT as

F∗
RF,n = AT (:,S) . (47)
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APPENDIX B
MULTI-CELL NO-COORDINATION BEAMFORMER

(MCNC-BF)

The beamformer design procedure relying on no coordina-
tion among the BSs for the general scenario having realistic
CSI uncertainty is presented below. In such a scenario, BSn
actively considers the interferences arriving from all other
cells as noise and designs the beamformer by solving the
following optimization problem:

min
{FRF,n,FBB,nu}

U∑
u=1

∥FRF,nfBB,nu∥2 (48a)

s.t.

∣∣hH
nnuFRF,nfBB,nu

∣∣2
U∑

i ̸=u

|hH
nnuFRF,nfBB,ni|2+

M∑
m ̸=n

ζmnu + σ2
nu

≥ γnu,

∀ ∆H
nnuQnnu∆nnu ≤ 1,∀ u, (48b)

U∑
u=1

∣∣hH
nmlFRF,nfBB,nu

∣∣2 ≤ ζnml,

∀ ∆H
nmlQnml∆nml ≤ 1, l = 1, 2, .., U,m ̸= n,

(48c)

|FRF,n(i, j)| =
1√
M

,∀i, j. (48d)

The quantity hnmu = ĥnmu + ∆nmu denotes the channel
vector contaminated by CSI error and ζmnu > 0 represents
the maximum interference tolerance arriving from BSm to
MSnu. It can be observed that when there is no coordination
among the BSs, each BS solves its beamformer design
problem in a decentralized fashion by considering the inter-
ferences impinging from different cells as noise. Following
the procedure described in Section IV, the corresponding
problem of designing the fully digital beamformer can be
recast as

min
{Fnu}U

u=1

(
U∑

u=1

Tr(Fnu)

)
(49a)

s.t.
(
ĥH
nnu+∆

H
nnu

) 1

γnu
Fnu−

U∑
i̸=u

Fni

 (ĥnnu+∆nnu)

≥
Nc∑

m̸=n

ζmnu + σ2
nu,∀ ∆H

nnuQnnu∆nnu ≤ 1, ∀u,

(49b)
U∑
i=1

(ĥH
nml +∆H

nml)Fni(ĥnml +∆nml) ≤ ζnml

∀ ∆H
nmlQnml∆nml ≤ 1, ∀u,m ̸= n, (49c)

Fnu ⪰ 0. (49d)

Upon applying the S-lemma described in Section IV, the
beamformer design problem corresponding to BSn can be
formulated as

min
{Fnu}U

u=1

U∑
u=1

Tr(Fnu) (50a)

s.t. Φnu

(
{Fni}Ui=1, {ζmnu}Nc

m̸=n, λnnu

)
⪰ 0,∀u, (50b)

Ψnmu

(
{Fni}Ui=1, ζnmu, λnmu

)
⪰ 0,∀u,m ̸= n,

(50c)
Fnu ⪰ 0, λnmu ≥ 0, ∀u, (50d)

which can be readily solved using a standard convex solver.
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