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The Homotopy Theory of Polyhedral Products

by Matthew George Staniforth

Polyhedral products are topological spaces which unify and generalise many
fundamental constructions. Their study is of significant interest in homotopy theory,
where they underpin the combinatorics inherent in a broad variety of key objects, such
as the join product, the Cartesian product, the smash product, and the Whitehead
filtration. More broadly, polyhedral products are of interest in fields including
algebraic geometry, geometric group theory, number theory, and representation
theory, where they enable the study of familiar objects through underlying
combinatorial structures.

In this thesis, we study homotopy-theoretic properties of polyhedral products. Our
results lie within two major areas. The first of these is the study of duality. Duality
phenomena are exhibited by fundamental objects across mathematics, such as
manifolds in topology, generalised homology spheres in combinatorics, and
Gorenstein rings in commutative algebra. Through a study of polyhedral products
known as moment-angle complexes, we equivocate homotopy-theoretic,
combinatorial, and algebraic dualities. We show that this equivocation has both
algebraic and homotopy-theoretic applications, to the study of moment-angle
complexes and to broader families of polyhedral products.

The second area in which our results lie is the study of homotopy classes of maps.
Generalising known results, we show that a new family of relations is satisfied by
certain homotopy classes of maps of polyhedral products. This brings new insight
into the rich algebraic structures behind sets of homotopy classes of maps, and as an
application we show that this work enables us to analyse the algebraic structure of the
homotopy groups of odd spheres from an entirely new angle.

http://www.southampton.ac.uk
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Introduction

Polyhedral products are topological spaces constructed from the combinatorial data of
a simplicial complex together with a tuple of pairs of CW-complexes. By taking
products of spaces prescribed by the faces, and attaching them according to the
face-category, we obtain a space whose topological properties are intertwined with the
combinatorics of the underlying simplicial complex. From a homotopy-theoretic point
of view, their study is motivated by the fact that many objects central to the study of
homotopy theory are polyhedral products, including the join and smash products, the
cartesian product, and the Whitehead-filtration of a cartesian product. Polyhedral
products unify and generalise these constructions, enabling their study through
underlying combinatorial structure.

The study of polyhedral products takes place at the intersection of the fields of
homotopy theory, combinatorics, and commutative algebra. Through the application
of an interplay of techniques from these disciplines, new connections between distinct
fields can be created, and problems made more tractable. To date, extensive progress
has been made in the study of topics such as Massey products and non-formal spaces
in homotopy theory [13], right-angled Artin and Coxeter groups in geometric group
theory [2, 14], and toric varieties in algebraic geometry [12].

In this thesis, we study the homotopy-theoretic properties of polyhedral products.
Our work falls into two key areas, of the study of duality, and of the study of
homotopy classes of maps.

Chapter one consists of pre-requisite background for the work in chapters two and
three. We clarify definitions and introduce notation, and state fundamental theoretical
results which we make use of later on. The intended purpose of the background
chapter is to serve as a dictionary of sorts, to be referred to as necessary.

In chapter two, we study duality in the moment-angle complex ZK. Our first main
result is an equivocation of Poincaré duality in ZK, Alexander duality in the simplicial
complex K, and Gorenstein duality in the face-ring Z[K], revealing an interplay of
homotopy-theoretic, combinatorial, and algebraic dualities. Our methods motivate the
study of a new algebraic construction, which we refer to as the polyhedral ring
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product (R, S)K, and which we use to study algebraic phenomena through the
underlying combinatorics. As an immediate application, we construct Gorenstein
rings which are polyhedral ring products of rings which are themselves
non-Gorenstein. This leads to our second main result, which is the equivocation of
Gorenstein duality in (Z[Ki], Z[Li])

K, Alexander duality in (Ki,Li)
∗K, and Poincaré

duality in (ZKi ,ZLi)
K, suggesting a deeper categorical connection between dualities

in polyhedral products, polyhedral ring products, and polyhedral join products.

In chapter three, we study homotopy classes of maps between polyhedral products
called higher Whitehead maps, a generalisation of Whitehead products. First, we
characterise the existence and non-triviality of the higher Whitehead map in terms of
the inclusion of certain subcomplexes in the associated simplicial complex. Secondly,
we break new ground by proving that new families of relations are present among
higher Whitehead maps, including those of differing arity. This brings new insight
into the rich algebraic structure of groups of homotopy classes of maps, where these
are the first results of this kind, and sets the stage for the development of an entirely
new area of research in the homotopy theory of polyhedral products.
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Chapter 1

Background

In this chapter, we state the definitions and results which are pre-requisite to the later
material in this thesis, and fix our notational conventions and standing assumptions.

The purpose of this chapter is to serve as a reference for later material, and as such we
keep exposition to a minimum.

1.1 Combinatorics

For a set S, we denote by 2S the set of all subsets of S.

Definition 1.1. Let S be a finite set. A simplicial complex K on the vertex set S is a
non-empty collection of subsets K ⊆ 2S, such that if σ ∈ K and τ ⊆ σ then τ ∈ K.

For simplicial complexes K and K′ on the vertex sets S and S′ respectively, a map of
simplicial complexes is a pair of maps f : K −→ K′ and v : S −→ S′ such that for every
σ ∈ K, f (σ) = {v(i) | i ∈ σ}, and f (σ) ∈ K′.

The complexes K and K′ on the vertex sets S and S′ are isomorphic if |S| = |S′|, and
there exist maps of simplicial complexes f : K −→ K′ and g : K′ −→ K such that
f ◦ g = IdK′ and g ◦ f = IdK.

K′ is a subcomplex of K if S′ ⊆ S, and K′ ⊆ K.

For a subset J ⊆ [m], the full subcomplex on J is the simplicial complex with vertex set
J, defined by KJ = {σ ∈ K | σ ⊆ J}.
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We emphasise for any simplicial complex K that ∅ ∈ K, and we do not assume that a
simplicial complex contains the elements of its vertex set. Unless it is necessary to
emphasise it, we omit the map of underlying vertex sets from the notation, and refer
to a map of simplicial complexes by the map f : K −→ K′. We often assume that the
vertex set S is equipped with a well order, when for |S| = m, we denote the vertex set
by [m] = {1, . . . , m}.

We denote by

• = {∅, {1}} on the vertex set {1},

◦ = {∅} on the vertex set {1},

•[m] = {∅, {1}, . . . , {m}} on the vertex set [m],

◦[m] = {∅} on the vertex set [m],

∆m−1 = 2[m] on the vertex set [m],

∂∆m−1 = 2[m]\{[m]} on the vertex set [m],

and for any simplicial complex K on vertex set [m], for 0 ≤ n ≤ m, we denote by
skn K = {σ ∈ K ||σ| ≤ n + 1} the n-skeleton of K.

Definition 1.2. Let K1 and K2 be simplicial complexes on the vertex sets [m1] and [m2]

respectively. The join of K1 and K2 is the simplicial complex on [m1] ⊔ [m2] defined by

K1 ∗ K2 = {σ1 ⊔ σ2 | σ1 ∈ K1, σ2 ∈ K2}.

Definition 1.3. Let K be a simplicial complex on the vertex set [m]. The Alexander
dual to K is the simplicial complex on [m] defined by

K̂ = {I ⊆ [m] | [m]\I /∈ K}.

Definition 1.4. Let K be a simplicial complex on the vertex set [m]. For a simplex
σ ∈ K, the star of σ is defined by

st(σ) = {τ ∈ K | σ ∪ τ ∈ K}.

In the case that σ is a lone vertex, we abbreviate by denoting its star by st(i).

Definition 1.5. Let K be a simplicial complex on [m]. Denote by
core([m]) = {i ∈ [m] | K ̸= st(i)}. The core of K is the full subcomplex defined by

core(K) = Kcore([m]).

Observe that by definition, if K ̸= core(K), then there exists {i} ∈ K such that
K = st(i) = {i} ∗ K[m]\i, implying that K is contractible.



1.2. Homotopy theory 5

1.2 Homotopy theory

We assume that all spaces have the homotopy type of based CW-complexes, and that
all maps preserve the basepoint. We denote the unit interval by [0, 1] = I.

Definition 1.6. For a space X, the cone on X, denoted CX is the homotopy pushout of
the diagram

X X ∗,
Id

the suspension of X, denoted ΣX is the homotopy pushout of the diagram

∗ X ∗,

and the based loop space on X, denoted ΩX is the homotopy pullback of the diagram

∗ X ∗,

These spaces are modelled by

CX = X × I/(X × {1}), ΣX = CX/(X × {0}), and ΩX = { f : S1 −→ X}

with basepoints ∗CX = (∗X, 0), ∗ΣX = (∗X, 1
2 ) and ∗ΩX = ω∗, where ω∗(t) = ∗X for all

t ∈ S1.

For n ≥ 2, we denote by ΣnX = Σ(Σn−1X), where Σ1X = ΣX.

Definition 1.7. Let X and Y be spaces. The join X ∗ Y is the homotopy pushout of the
diagram

X X × Y Yp1

p2

the wedge product X ∨ Y is the homotopy pushout of the diagram

X ∗ Y

the smash product X ∧ Y is the homotopy pushout of the diagram

∗ X ∨ Y X × Y

the left half-smash product X ⋉Y is the homotopy pushout of the diagram

∗ X × ∗Y X × Y

and the right half-smash product X ⋊Y is the homotopy pushout of the diagram

∗ ∗X × Y X × Y .
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For m ≥ 2, given a family of spaces {Xi}i∈[m], these spaces are modelled by

m∗
i=1

Xi =
m⋃

i=1

CX1 × · · · × CXi−1 × Xi × CXi+1 × · · · × CXm

m∨
i=1

Xi =
m⋃

i=1

∗X1 × · · · × ∗Xi−1 × Xi × ∗Xi+1 × · · · × ∗Xm

m∧
i=1

Xi =
m

∏
i=1

Xi

/
FWm

i=1(X1, . . . , Xm)

respectively, where

FWm
i=1(X1, . . . , Xm) = {(x1, . . . , xm) ∈

m

∏
i=1

Xi | xi = ∗Xi for at least one i ∈ [m]}

is the fat-wedge. The basepoint in each of these spaces is the m-fold product of the
basepoints of the spaces Xi, or its equivalence class.

Similarly, the left and right half-smash products are modelled by

X ⋉Y = (X ⊔ {∗}) ∧ Y = X × Y/(X × ∗Y) and

X ⋊Y = X ∧ (Y ⊔ {∗}) = X × Y/(∗X × Y)

respectively, where the basepoint of both X ⊔ {∗} and Y ⊔ {∗} is the disjoint point, and
the basepoints of X ⋉Y and X ⋊Y are the equivalence class of ∗X × ∗Y in each case.

Observe that if Xi is a co-H space for any i ∈ [m], then
∧

i Xi is a co-H space. Also
observe that X ⋉Y is a co-H space if Y is a co-H space, and X ⋊Y is a co-H space if X
is co-H.

Proposition 1.8 ([21, Theorem 4]). Let, m ≥ 2. For a family of spaces {Xi}i∈[m], there is a
homotopy equivalence

m∗
i=1

Xi ≃ Σm−1

(
m∧

i=1

Xi

)
. (1.1)

Proposition 1.9 ([23, Theorem 7.9.5, Theorem 7.9.6]). 1. A space X is an H-space if
and only if there exists a map ϕ : ΩΣX −→ X such that the composite

X ↪−→ ΩΣX
ϕ−−→ X

is homotopic to the identity, and

2. A space X is a co-H-space if and only if there exists a map ψ : X −→ ΣΩX such that the
composite

X
ψ−−→ ΣΩX ev−−→ X

is homotopic to the identity.
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Proposition 1.10. Let X be a co-H-space, and denote by q1 : X ⋊Y −→ X and
q2 : X ⋊Y −→ X ∧ Y the obvious identification maps. Then the composite

h : X ⋊Y −→ (X ⋊Y) ∨ (X ⋊Y)
q1∨q2−−−→ X ∨ (X ∧ Y)

where the first map is the co-multiplication, is a homotopy equivalence.

Proof. The pair (ΣY, {∗ΣY}) has the homotopy extension property. Therefore, the map

ΣY × {0} ∨ {∗ΣY} × I −→ Σ(Y ⊔ {∗})

((y, t), 0) 7→ (y, t)

(∗ΣY, s) 7→

(∗Y, 1
2 + s) for s ∈ [0, 1

2 ]

(∗, 1 − (s − 1
2 ) otherwise.

admits an extension up to homotopy to a map F : ΣY × I −→ Σ(Y ⊔ {∗}), such that
F(−, 0) : ΣY −→ Σ(Y ⊔ {∗}) is the inclusion, and F(∗ΣY, 1) = ∗.

Denote by i1 : X ↪−→ X ⋊Y the inclusion, and by i2 : X ∧ Y −→ X ⋊Y the composite

X ∧ Y
ψ∧id−−→ ΣΩX ∧ Y ∼= ΩX ∧ ΣY

Id∧F(−,1)−−−−−→ ΩX ∧ Σ(Y ⊔ {∗})
∼= ΣΩX ∧ (Y ⊔ {∗}) ev∧Id−−−→ X ∧ (Y ⊔ {∗} = X ⋊Y.

Then the composites

h ◦ (∇ ◦ (i1 ∨ i2)) : X ∨ (X ∧ Y) −→ X ⋊Y −→ X ∨ (X ∧ Y) and

(∇ ◦ (i1 ∨ i2)) ◦ h : X ⋊Y −→ X ∨ (X ∧ Y) −→ X ⋊Y

are each homotopic to the identity by the universal property of the homotopy
pushout.

Proposition 1.11 ([23, Theorem 7.2.7]). Suppose that we are given an inclusion of
CW-complexes A −→ X and a CW-complex W. Then the following sequence of sets of
homotopy classes of maps

· · · −→ [ΣnW, A]
i−−→ [ΣnW, X]

j−−→[(CΣn−1W, Σn−1W), (X, A)]

∂−−→ [Σn−1W, A] −→ · · · −→ [W, X] (1.2)

is a long exact sequence, where i denotes the map induced by the inclusion, where j is
the map induced by writing [ f ] ∈ [ΣnW, X] as the homotopy class of a map of pairs
[ f̂ ] ∈ [(CΣn−1W, Σn−1W), (X, ∗)] and composing f̂ with the inclusion of pairs, and
where ∂ is the map induced by sending [g] ∈ [(CΣn−1W, Σn−1W), (X, A)] to the
homotopy class of the restriction.
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1.3 Category theory, colimits and homology colimtis

Recall that a category is small if its set of objects is small, and its set of morphisms is
small.

Definition 1.12. Let C be a category and J be a small category. A diagram of shape J
in C is a functor

D : J −→ C.

Definition 1.13. For a diagram D : J −→ C, a co-cone under D is an object N ∈ Ob(C)
together with a family of morphisms Φ = {ϕj : D(j) −→ N}j∈ObJ , such that for all
pairs of objects j1, j2 ∈ Ob(J ) and all morphisms f : j1 −→ j2, ϕj2 ◦ D( f ) = ϕj1 .

A colimit of D is a co-cone (N′, Φ′) such that for any other co-cone (N, Φ), there exists
a unique morphism u : N −→ N′ such that u ◦ ϕ′

j = ϕj.

We now define the homotopy colimit. This requires significant preliminaries in setting
up the required machinery. The reason for this is that intuitively, requiring only
homotopy commutativity among maps in a diagram allows for situations where
higher homotopies, or homotopies between homotopies, are ill-behaved. We require a
notation of ”Commutativity of all higher homotopies”, which is precisely the notion of
homotopy coherence which we now define. The definition of homotopy colimit then
follows naturally.

We first define the homotopy coherent co-cone. For that, we define the simplicial
resolution of a small category.

Definition 1.14. The simplex category ∆ is the category whose objects are the
non-empty sets [n] = {0, 1, . . . , n}, and whose morphisms are the order-preserving
functions between these sets.

Definition 1.15. A simplicial set is a contravariant functor ∆ −→ Set.

Definition 1.16. A simplicially enriched category, or S-category, is a category where
the set of morphisms between any two objects is a simplicial set.

We now define the simplicial resolution of a small category.

Recall that, given a categories C and D and functors G : C −→ D and F : D −→ C, if
for all X ∈ Ob(C) and Y ∈ Ob(D) there exists a natural bijection
HomC(FX, Y) ∼= HomD(X, GY), then F is called a left-adjoint to G, and G is called a
right-adjoint to F.

We denote by Cat the category of small categories, and by Grph the category of
directed graphs with distinguished loops at the vertices. We denote by



1.4. Commutative and homological algebra 9

U : Cat −→ Grph the obvious forgetful functor, and by V : Grph −→ Cat the free
functor which takes a directed graph to the category whose objects are vertices of the
graph, and whose morphisms are paths between objects. Observe that V is the
left-adjoint to U.

For a small category A, we denote by Fi(A) = (VU)i+1(A) ∈ Ob(Cat). Denote by η

the unit of the aforementioned adjunction, given by ηG : G −→ UV(G) for G ∈ Grph,
and denote by ε the co-unit, given by εA : VU(A) −→ A. We denote by
δ = VηU : VU −→ (VU)2. Then, for all n ≥ 0, for all i such that 0 ≤ i ≤ n, we denote
by

di = Fn−iεFi(A) : Fn+1(A) −→ Fn(A), and

si = Fn−i−1δFi : Fn(A) −→ Fn+1(A)

Definition 1.17. Let A be a small category. The simplicial resolution of A, denoted
S(A) is the simplicially enriched category obtained by inductively applying the
aforementioned procedure to A.

We now define the notion of a homotopy coherent diagram in Top, noting that the
definition is the same if replacing Top by any simplicially enriched category.

Definition 1.18. Let A be a small category. A homotopy coherent diagram of shape A
in Top is a simplicially enriched functor D : S(A) −→ Top.

Definition 1.19. Let D : S(A) −→ Top be a homotopy coherent diagram. The
homotopy colimit of D is homotopy coherent co-cone N under D such that for any
other homotopy coherent co-cone N’, there exists a unique morphism up to homotopy
N −→ N′ such that the result diagram is homotopy coherent.

1.4 Commutative and homological algebra

Here, we recall the necessary prerequisite machinery from commutative algebra for
the later work in this thesis. We also clarify the precise definitions which we work
with of the objects in question, in order to avoid later ambiguity.

All rings are assumed to be commutative and be equipped with a multiplicative
identity. For a ring R, an R-module M is an abelian group equipped with an action
which distributes over addition in M, and such that 1Rm = m, and (rs)m = r(sm) for
all r, s ∈ R, m ∈ M. A module M is finitely generated if there exists a finite subset
S ⊆ M such that every element of M can be expressed as a finite linear combination of
elements of S with coefficients in R.
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Definition 1.20. The tensor product of R-modules M1 and M2, denoted M1 ⊗R M2 is
the quotient of the free R-module generated by the set M1 × M2 by the relations

(m1 + n1, m2) = (m1, m2) + (n1, m2),

(m1, m2 + n2) = (m1, m2) + (m1, n2),

(rm1, m2) = r(m1, m2) = (m1, rm2). (1.3)

for all m1, n1 ∈ M1, m2, n2 ∈ M2, and r ∈ R.

We denote elements of the tensor product by m1 ⊗ m2.

An R-algebra A is an R-module equipped with an associative multiplication which
distributes over addition in A, and such that if r1, r2 ∈ R, a1, a2 ∈ A, then
(r1a1)(r2a2) = (r1r2)(a1a2). A commutative algebra is an algebra whose multiplication
is commutative. Under our standing assumption that all rings are commutative with
unit, a ring is the same as an associative, commutative Z-algebras with unit. An
algebra A is finitely generated over R if there exists a finite subset S ⊆ A such that
every element of A can be expressed as a polynomial in elements of S with coefficients
in R.

Definition 1.21. The tensor product of R-algebras A1 and A2, denoted A1 ⊗R A2, is
their tensor product as R-modules equipped with componentwise multiplication.

Given rings R and S, their direct product RS is the cartesian product of the underlying
sets equipped with componentwise addition and multiplication. The tensor product
R ⊗ S is their tensor product as Z-algebras. For ideals I, J ⊆ R, we denote by
I J = {∑n

k=1 ik jk | n ∈ N, ik ∈ I, jk ∈ J for k = 1 . . . , n} their product, and by
I + J = {i + j | i ∈ I, j ∈ J} their sum.

The ring R is Noetherian if all ideals I ⊆ R are finitely generated as R-modules. An
ideal I is maximal if there does not exist an ideal J such that I ⊆ J ⊆ R and I ̸= J ̸= R.
R is local if there exists a unique maximal ideal.

Suppose that R is a local Noetherian ring, and let M ̸= 0 be a finitely-generated
R-module. The element r ∈ R is M-regular if for all m ∈ M, rm = 0 implies that
m = 0. An M-sequence is a sequence of elements r1, ..., rn ∈ R such that
M/(r1, ..., rn)M ̸= 0, and ri is an M/(r1, ..., ri−1)M-regular element for all i.

Definition 1.22. For an ideal I of R, where M ̸= IM, the grade of I on M is the
common length of all maximal M-sequences in I. The depth of M is the grade of m on
M.

The depth of a ring R is the depth of R as an R-module.
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For a prime ideal P ⊆ R, the localisation of R at P is RP = R × D/ ∼, where D = R\P
and (r1, d1) ∼ (r2, d2) if and only if x(er − ds) = 0 for some x ∈ D. Addition and
multiplication in RP are defined by (r1, d1) + (r2, d2) = (r1d2 + r2d2, d1d2) and
(r1, d1)× (r2, d2) = (r1r2, d1d2) respectively. For an R-module M, the localisation MP is
the RP-module defined similarly.

Definition 1.23. The Krull dimension of an R-module M, denoted dim M, is the
supremum of the lengths of strictly descending chains p0 ⊇ p1 ⊇ ... ⊇ pt, where for all
i, pi is a prime ideal of R, and the localisation Mpi is non-zero. The Krull dimension of
a ring R is its Krull dimension as an R-module.

Definition 1.24. A Cohen-Macaulay R-module M is a module such that
depth M = dim M.

A short exact sequence of R-modules is a sequence

0 A B C 0
f g

where ker f = 0, im g = C, and ker g = im f . The sequence is split if B = A ⊕ C, and f
and g are the inclusion and projection, respectively.

An R-module M is projective if every short exact sequence of R-modules of the form

0 A B M 0

is isomorphic to a split exact sequence. A projective resolution of an R-module M is an
exact sequence

. . . P2 P1 P0 M 0

of projective R-modules.

For R-modules M and N, Exti
R(M, N) is the abelian group defined in the following

way. Choose a projective resolution of M

. . . P2 P1 P0 M 0

and replace the object M with 0, and the associated two maps with the zero map.
Then, apply the functor HomR(−, B) to obtain

0 Hom(P0, B) Hom(P1, B) Hom(P2, B) . . .

and Exti
R(M, N) is defined to be the cohomology of this complex at position i.
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Chapter 2

Duality in Toric Topology

2.1 Introduction

Duality phenomena are studied in areas of mathematics ranging from mathematical
physics to algebraic geometry. They appear in many guises, in pairings of dual
objects, in duality properties satisfied by certain families of objects, and in the
realisability of dual versions of definitions and theorems. In the field of homotopy
theory, a duality fundamental to the study of manifolds and their homotopy-theoretic
analogues is Poincaré duality.

An integral Poincaré duality space X is one whose action of its integral cohomology
algebra on its integral homology satisfies Poincaré duality. That is, there exists n ∈ N

and [µ] ∈ Hn(X) such that the cap product

[µ] ⌢ (−) : Hl(X) −→ Hn−l(X) (2.1)

is an isomorphism for all l. Poincaré duality spaces include both manifolds and
homology manifolds, but are a significantly broader family of spaces. For example,
any space which is homotopy equivalent to a manifold is a Poincaré duality space.
Moreover, the converse is not true in general, and there exist many Poincaré duality
spaces which are not homotopy equivalent to manifolds. Phrased in different
language, after Poincaré duality, there are in general further obstructions to a space
being homotopy equivalent to a manifold. See e.g. [20].

In this chapter, we investigate an interplay of dualities in combinatorics, homotopy
theory, and algebra, through an equivocation of Poincaré duality in the moment-angle
complex ZK = (D2, S1)K with Alexander duality in K, a duality condition on the
homology and cohomology groups of full subcomplexes of K, and Gorenstein duality
in Z[K], a property for a d-dimensional Noetherian ring R that is measured by the
functor Extd−t(−, R).
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In Theorem 2.10, we show that Poincaré duality in the moment-angle complex ZK is
equivalent to Alexander duality in the underlying simplicial complex K. Fan and
Wang’s [11] work enables us to recognise Alexander duality complexes by directly
inspecting a geometric realisation of K, enabling the construction of many examples.
Combining our result with work of Stanley [24], and the aforementioned results of Fan
and Wang, in Theorem 2.14 we show that Poincaré duality in ZK is equivalent to
Gorenstein duality in Z[K], realising a connection between algebraic, combinatorial
and topological dualities. This complements the result proven by Buchstaber and
Panov [8, Theorem 4.6.8] in the case of coefficients over a field.

Combining our results with Cai’s [9] classification of moment-angle manifolds, we
obtain as a corollary that any Poincaré duality moment-angle complex is homotopy
equivalent to a manifold. This result distinguishes moment-angle complexes from
general spaces from a surgery-theoretic point of view; since any finite Poincaré duality
space is the base space of a Spivak normal fibration, and for a manifold this fibration
comes from a vector bundle, this implies that the Spivak normal fibration associated to
Poincaré duality moment-angle complex is fibre homotopy equivalent to a vector
bundle. We apply this in constructing a descending series of manifolds embedded in
odd spheres, corresponding to a descending series of Gorenstein quotients of the
polynomial ring, controlled by the geometry of the associated simplicial complex.

It is natural to ask to which polyhedral products our aforementioned results extend.
We address this question next, extending our characterisation of Poincaré duality in
ZK via the polyhedral join product of simplicial complexes [26]. As a cartesian
product of simplicial complexes is not a simplicial complex, a polyhedral product
(Ki,Li)

K of pairs (Ki,Li) of geometric realisations of simplicial complexes is not itself
the geometric realisation of a simplicial complex. The polyhedral join product is
constructed as a union of join products of simplicial complexes. In Theorem 2.18, we
characterise a family of polyhedral products which satisfy Poincaré duality, in terms
of Alexander duality of the polyhedral join.

These results motivate the study of a new combinatorial construction in commutative
algebra, of which the Stanley-Reisner rings of polyhedral join products are a special
case. For a simplicial complex K on vertex set [m], and an m-tuple of pairs (Ri, Ii) of
rings Ri and ideals Ii ⊆ Ri, we define the polyhedral ring product (R, I) to be a
quotient of the tensor product

⊗
Z Ri by an ideal constructed from the ideals Ii

according to the minimal missing faces of K. In Section 2.6 we introduce the
polyhedral ring product, and explore its basic properties. We show that the
Stanley-Reisner ring of the polyhedral join product arises as a special case, and exploit
this connection to construct Gorenstein rings as polyhedral ring products of rings
which are themselves non-Gorenstein.

This section is based on the joint work G-S [15].
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2.2 The moment-angle complex ZK

We begin by defining the polyhedral product, of which the moment-angle complex is
a special case. Recall that for a positive integer m, a simplicial complex K on the vertex
set [m] = {1, ..., m} is a subset of 2[m] which is closed under taking subsets, and where
∅ ∈ K. We do not assume that K contains the elements of its vertex set [m].

Definition 2.1. Let K be a simplicial complex on vertex set [m], and denote by
(X, A) = {(Xi, Ai)}m

i=1 an m-tuple of CW-pairs. The polyhedral product is defined as

(X, A)K =
⋃

σ∈K
(X, A)σ ⊆

m

∏
i=1

Xi, where (X, A)σ =
m

∏
i=1

Yi, Yi =

Xi for i ∈ σ

Ai for i /∈ σ.
(2.2)

If (Xi, Ai) = (X, A) for all i, we denote the polyhedral product by (X, A)K. When
(Xi, Ai) = (D2, S1) for all i, the polyhedral product is denoted by ZK, and referred to
as the moment-angle complex on K.

The polyhedral smash product, denoted (X, A)∧K, is obtained by replacing the
cartesian product in the definition of the polyhedral product with the smash product.

Definition 2.2. Let K be a simplicial complex on vertex set [m], and denote by
(X, A) = {(Xi, Ai)}m

i=1 an m-tuple of CW-pairs. The polyhedral smash product is
defined as

(X, A)∧K =
⋃

σ∈K
(X, A)∧σ ⊆

m∧
i=1

Xi, where (X, A)σ =
m∧

i=1

Yi, Yi =

Xi for i ∈ σ

Ai for i /∈ σ.
(2.3)

Before giving some examples, we state three key homotopy-theoretic results which we
use throughout this thesis.

The face-category CAT(K) is the category whose objects are the simplices of K, and
whose morphisms are the inclusions of simplices. The definition of the polyhedral
product, recast in category theoretic terms, is

(X, A)K = colimDK(X, A) (2.4)

where DK(X, A) is the diagram

DK(X, A) : CAT(K) −→ TOPCW , σ 7→ (X, A)σ (2.5)

where inclusions of simplices τ ↪−→ σ are mapped to inclusions (X, A)τ ↪−→ (X, A)σ.
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Proposition 2.3 ([8, Proposition 8.1.1]). If for all i ∈ [m], the inclusion Ai ↪−→ Xi is a
cofibration, then there is a homotopy equivalence

hocolimDK(X, A) ≃ colimDK(X, A) (2.6)

Proposition 2.4 ([8, Lemma 8.2.3]). Let Q denote the homotopy colimit of the diagram

A × B C × B

A × D

f×IdB

IdA×g

where the maps f : A −→ C and g : B −→ D are trivial. Then

Q ≃ (A ∗ B) ∨ (C ⋊ B) ∨ (A ⋉ D). (2.7)

In the following proposition, for J ⊆ [m], we denote by (XJ , AJ) the tuple {(Xj, Aj)}j∈J .

Proposition 2.5 ([8, Theorem 8.3.2]). There is a natural homotopy equivalence

Σ(X, A)K ≃ Σ

 ∨
J⊆[m]

(XJ , AJ)
∧K

 (2.8)

The following examples demonstrate how enhancing the usual homotopy-theoretic
techniques with our understanding of the underlying combinatorial structure of ZK

enables us to make explicit computations.

Example 2.6.

1. If K = , then

(D2, S1){1,2} = D2 × D2 × S1,

(D2, S1){1,3} = D2 × S1 × D2,

(D2, S1){2,3} = S1 × D2 × D2

so that

ZK = D2 × D2 × S1 ∪ D2 × S1 × D2 ∪ S1 × D2 × D2 = ∂D6 = S5.
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2. If K = , then

ZK = (D2 × D2 × S1 × S1) ∪ (D2 × S1 × D2 × S1) ∪ (S1 × D2 × D2 × S1)

∪ (S1 × D2 × S1 × D2) ∪ (S1 × S1 × D2 × D2)

= ((D2 × D2 × S1) ∪ (D2 × S1 × D2) ∪ (S1 × D2 × D2))× S1

∪ S1 × ((D2 × D2 × S1) ∪ (D2 × S1 × D2) ∪ (S1 × D2 × D2))

= S5 × S1 ∪ S1 × S5.

This is the pushout of the diagram

S1 × D2 × D2 × S1 S5 × S1

S1 × S5

and is homotopy equivalent to the homotopy pushout of the same diagram, by
Proposition 2.3. Therefore, ZK is homotopy equivalent to the homotopy pushout of the
diagram

S1 × S1 S5 × S1

S1 × S5

∗×Id

Id×∗

so that by Proposition 2.4,

ZK ≃ (S1 ∗ S1) ∨ (S5 ⋊ S1) ∨ (S1 ⋉ S5)

and since S5 is a co-H-space, it follows from Proposition 1.10 that

ZK ≃ S3 ∨ S5 ∨ S5 ∨ S6 ∨ S6.

3. Let K = . Then, K = K1 ∪K2 where K1 = and K2 = , so that

ZK = ZK1 ∪ ZK2 = (S5 × T2)
⋃

T3×T2

(T3 × S3)

Then, since T3 ↪−→ S5 and T2 ↪−→ S3 are trivial, it follows from Proposition 1.8 and
Proposition 2.4 that

ZK ≃ (T3 ∗ T2) ∨ (S5 ⋊ T2) ∨ (T3 ⋉ S3)

≃ (T3 ∗ T2) ∨ S3 ∨ 3S4 ∨ 4S5 ∨ 5S6 ∨ S7

≃ (T3 ∧ (S2 ∨ S2 ∨ S3)) ∨ S3 ∨ 3S4 ∨ 4S5 ∨ 5S6 ∨ S7

≃ Σ2T3 ∨ Σ2T3 ∨ Σ3T3 ∨ S3 ∨ 3S4 ∨ 4S5 ∨ 5S6 ∨ S7

≃ 7S3 ∨ 12S4 ∨ 9S5 ∨ 6S6 ∨ S7



18 Chapter 2. Duality in Toric Topology

2.3 Poincaré duality of ZK

In this section we turn our focus to the aim of this chapter, an investigation of duality
in ZK. We begin with a description of the integral cellular cochain algebra C∗(ZK; Z)

due to Panov and Buchstaber [8, Section 4.4].

Let Dm denote the m-dimensional unit ball in Cm. The disk D1 admits a
decomposition into 3 cells: the basepoint ∗, the boundary circle S, and the 2-cell D.

Taking products, we obtain a cellular decomposition of Dm. A cell e of Dm is a product
of cells of D of the form ∏m

i=1 Yi, where for each i, Yi is either ∗, S or D. Phrasing this in
terms of subsets of [m], cells of Dm are in one-to-one correspondence with pairs (J, I)
of subsets J, I ⊆ [m], with J ∩ I = ∅. The subset J corresponds to the 1-cells in the
product, I to the 2-cells, and [m]\(J ∪ I) to the 0-cells. We denote the cell
corresponding to the pair (J, I) by κ(J, I). The dimension of such a cell is
dim κ(J, I) = |J|+ 2|I|.

This CW-structure on Dm induces a CW-structure on ZK ⊆ Dm; for J ⊆ [m], we
denote by KJ = {σ ∈ K | σ ⊆ J} the full subcomplex of K on J. Then, κ(J\σ, σ) is a
cell of ZK if and only if σ ∈ KJ

We denote by C∗(K) and C∗(ZK) the simplicial and cellular chain complexes of K and
ZK, respectively. Here and throughout, we assume that cellular chain and cochain
complexes of K are augmented; C−1(K) ∼= C−1(K) ∼= ⟨∅∗⟩ ∼= ⟨∅∗⟩ = Z, where
∂({i}∗) = ∅∗ and d(∅∗) = ∑{i}∈K{i}∗ for all {i} ∈ K. There is an isomorphism of
graded modules

h∗ :
⊕

J⊆[m]

C∗(KJ)
∼=−−→ C∗(ZK), σ 7→ κ(J\σ, σ) (2.9)

where the grading on the left hand side is given by deg σ = 2|σ|+ |J| for σ ∈ KJ .

By theorems of Hochster, Baskakov, Panov and Buchstaber [8, Theorem 4.5.7], the map
h in (2.9) induces the isomorphism of cochain algebras

h∗ : C∗(ZK) ∼=
⊕

J⊆[m]

C∗(KJ) (2.10)

where the ring structure on the right hand side is induced by the Baskakov product

Cp−1(KI)⊗ Cq−1(KJ) → Cp+q−1(KI∪J),

σ∗ ⊗ τ∗ 7→

(−1)δ(σ ∪ τ)∗ if I ∩ J = ∅, σ ∪ τ ∈ KI∪J

0 otherwise
(2.11)
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where (σ ∪ τ)∗ denotes the cochain dual to (σ ∪ τ)∗ ∈ C∗(KI∪J), and where
δ = q|I|+ ∑i∈I |{j ∈ J | j < i}|.

As a corollary, we obtain the following.

H∗(ZK) ∼=
⊕

J⊆[m]

H(C∗(KJ)) ∼=
⊕

J⊆[m]

H̃∗(KJ). (2.12)

The decomposition (2.12) describes both the cohomology groups and the cup product
structure in the cohomology of moment-angle complexes in purely combinatorial
terms. We demonstrate the utility of this result in Example 2.8, where upon
recognizing the space in question as a moment-angle complex, we read off the
algebraic structure of its cohomology ring. We first state the following result, which
enables us to recognise the moment-angle complex therein.

Theorem 2.7 ([7, Theorem 6.3]). Let K be be boundary of an m-gon for m ≥ 4. Then

ZK ∼= #m−1
k=3 (S

k × Sm+2−k)#(k−2)(m−2
k−1 ) (2.13)

Example 2.8. 1. Let K be the boundary of a 5-gon. By Theorem 2.7, ZK ∼= #5
i=1(S

3 × S4).
Then by (2.12), H∗(ZK) is the graded algebra with generators {ui}5

i=1 of degree two
and {vi}5

i=1 of degree three, where all pairwise products are trivial other than uivi for
i = 1, . . . , 5, and where uivi = ujvj for all i ̸= j.

This example demonstrates that not only can the study of the moment-angle complex
ZK be applied to moment-angle complexes which we construct, but the philosophy
can be, in a loose sense, reversed; recognising well known spaces as moment-angle
complexes enables us to effectively compute their invariants.

Poincaré duality in a topological space X is not solely a property of the algebra H∗(X),
but of its action on the module H∗(X). The cap product, the action in question, is the
operation induced on the homological level by the dual of the cochain-level cup
product.

For fixed ϕ ∈ C∗(X), the dual of the cup product (−) ⌣ ϕ : C∗(X) −→ C∗(X) is the
map

(−) ⌢ ϕ : C∗(X) −→ C∗(X), α 7→ α ⌢ ϕ (2.14)

where α ⌢ ϕ ∈ C∗(X) is defined by ⟨α, ϕ ⌣ ψ⟩ = ⟨α ⌢ ϕ, ψ⟩, where ⟨−,−⟩ denotes
the evaluation pairing.

For d ∈ N, a CW-complex X is an n-Poincaré duality space if there exists a class
[µ] ∈ Hn(X) such that the cap product

[µ] ⌢ (−) : Hl(X) → Hn−l(X)
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is an isomorphism for all l. Here, n is referred to as the Poincaré duality-dimension of
X, and [µ] is referred to as the fundamental class.

We reframe statements about Poincaré duality of ZK in terms of duality of the
simplicial chains and cochains of full subcomplexes of K, by using the decomposition
of the structure of the cellular chains and cochains of ZK (2.10). We first describe the
cap product in ZK on the cellular level, in combinatorial terms, and then exploit this
description to obtain a characterisation of Poincaré duality of ZK in terms of K, and
also in terms of the Stanley-Reisner ring Z[K].

Proposition 2.9. Let κ(J\σ, σ) ∈ C∗(ZK) and κ( Ĵ\σ̂, σ̂)∗ ∈ C∗(ZK), corresponding to
simplices σ ∈ KJ and σ̂ ∈ K Ĵ , respectively. Then the cap product is given by

κ(J\σ, σ) ⌢ κ( Ĵ\σ̂, σ̂)∗ =


0 Ĵ ⊈ J

0 σ̂ ⊈ σ

κ
(
(J\σ)\( Ĵ\σ̂), σ\σ̂

)
otherwise.

Proof. For any CW-complex, the cellular chain-level cup ⌣ and cap ⌢ products
satisfy

⟨α, ϕ ⌣ ψ⟩ = ⟨α ⌢ ϕ, ψ⟩

for α ∈ Ck+l(ZK), ϕ ∈ Cl(ZK), ψ ∈ Ck(ZK), where ⟨−,−⟩ denotes the evaluation
pairing.
Let κ(J\σ, σ) ∈ C∗(ZK) and κ( Ĵ\σ̂, σ̂)∗ ∈ C∗(ZK). We write the cap product
κ(J\σ, σ) ⌢ κ( Ĵ\σ̂, σ̂)∗ in terms of generators C∗(ZK). For L ⊆ [m] and τ ∈ KL, the
coefficient of a generator κ(L\τ, τ) ∈ C∗(ZK) in κ(J\σ, σ) ⌢ κ( Ĵ\σ̂, σ̂)∗ is given by
⟨(κ(J\σ, σ) ⌢ κ( Ĵ\σ̂, σ̂)∗), κ(L\τ, τ)∗⟩ = ⟨(κ(J\σ, σ), κ( Ĵ\σ̂, σ̂)∗ ⌣ κ(L\τ, τ)∗⟩.
Now,

⟨(κ(J\σ, σ), κ( Ĵ\σ̂, σ̂)∗ ⌣ κ(L\τ, τ)∗⟩ ̸= 0

is equivalent to
(J\σ, σ) = (( Ĵ\σ̂) ∪ (L\τ), σ̂ ∪ τ).

Thus κ(J\σ, σ) ⌢ κ( Ĵ\σ̂, σ̂)∗ is non-trivial if and only if Ĵ\σ̂ ⊆ J\σ and σ̂ ⊆ σ, whence
κ(J\σ, σ) ⌢ κ( Ĵ\σ̂, σ̂)∗ = κ((J\σ)\( Ĵ\σ̂), σ\σ̂).

We show that n-Poincaré duality spaces ZK are characterised by a duality in K
referred to as combinatorial n-Alexander duality, which is an equivalent condition to
being an n-dimensional generalised homology sphere (GHSn); a space X is a GHSn if
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it is a homology n-manifold with the homology of Sn. Fan and Wang [11, Theorem 3.4]
showed that for K a simplicial complex of dimension n on vertex set [m], K is a GHSn

if and only if
H̃l(KJ) ∼= H̃n−l−1(K[m]\J)

for all J ⊆ [m], 0 ≤ l ≤ n. In this case we say that K has n-dimensional combinatorial
Alexander duality.

We are now ready to give our combinatorial classification of Poincaré duality
moment-angle complexes.

Theorem 2.10. Let K be a simplicial complex on [m] with non-trivial cohomology. Then ZK

is an (n + m)-Poincaré duality space if and only if K satisfies (n − 1)-dimensional
combinatorial Alexander duality.

Proof. The sufficient implication is settled by a result of Cai [9, Corollary 2.10]; if K
satisfies (n − 1)-dimensional combinatorial Alexander duality and has non-trivial
cohomology, then ZK is an (n + m)-dimensional manifold.

We show the necessary implication. Let K be a simplicial complex on [m], with
non-trivial cohomology, and suppose that ZK is an (n + m)-Poincaré duality space.
We show first that K has the homology of Sn−1. We subsequently utilise this fact in
showing that a certain chain is a representative of the fundamental class
[µ] ∈ Hn+m(ZK).

As the simplicial complex K has non-trivial cohomology, for some l, there exists
0 ̸= [τ] ∈ H̃l(K). Let τ = ∑j αjτ

∗
j , where τ∗

j ∈ Cl(K) are basis cochains,
corresponding to simplices τj. We show that l must equal n − 1.

The image of [τ] under isomorphism (2.12) is the class

h∗([τ]) =

[
∑

j
Ajκ([m]\τj, τj)

∗
]
∈ Hl+m+1(ZK)

where Aj = sgn(τj, [m])αj.

Let 0 ̸= [µ] ∈ Hn+m(ZK) denote the fundamental class, represented by
µ = ∑i aiκ(Ji\σi, σi). We evaluate the product
0 ̸= [µ] ⌢ h∗([τ]) =

[
∑i,j ai Aj

(
κ(Ji\σi, σi) ⌢ κ([m]\τj, τj)

∗)] ∈ Hn−(l+1)(ZK).

By Proposition 2.9,
κ(Ji\σi, σi) ⌢ κ([m]\τj, τj)

∗ ̸= 0

implies that
τj ⊆ σi, and [m]\τj ⊆ Ji\σi

and therefore
Ji = [m] and τj = σi.
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Thus, the non-triviality of κ(Ji\σi, σi) ⌢ κ([m]\τj, τj)
∗ implies that

κ(Ji\σi, σi) ⌢ κ([m]\τj, τj)
∗ = κ(∅, ∅).

Therefore

[µ] ⌢ h∗([τ]) =

[
∑
i,j

sgn(τj, [m])aiατj

(
κ(Ji\σi, σi) ⌢ κ([m]\τj, τj)

∗)]
= [Aκ(∅, ∅)] ∈ H0(ZK)

where A ̸= 0. It follows that h∗([τ]) ∈ Hn+m(ZK), so that [τ] ∈ H̃n−1(K) by the
definition of the isomorphism h∗.

We have obtained that the (n − 1)-st cohomology group of K is the only non-trivial
cohomology group. It remains to show that H̃n−1(K) ∼= Z. By Poincaré duality, we
have that Hn+m(ZK) ∼= H0(ZK) ∼= Z. By (2.12), H̃n−1(K) includes into
Hn+m(ZK) ∼= Z as a component of a direct sum. It follows that
h∗ : Hn+m(ZK) → H̃n−1(K) ∼= Z is an isomorphism. Therefore K has the homology of
Sn−1, as claimed. It follows that the fundamental class [µ] ∈ Hn+m(ZK) can be
represented by a cellular chain of the form µ = ∑i aiκ([m]\σi, σi).

We now show that K has combinatorial Alexander duality, that is, for any J ⊆ [m], and
0 ≤ l ≤ n + m,

H̃l(KJ) ∼= H̃n−l−2(K[m]\J).

By Poincaré duality, we have the sequence of isomorphisms

⊕
J⊆[m]

H̃ l̂−|J|−1(KJ) ∼= H l̂(ZK) ∼= Hn+m−l̂(ZK) ∼=
⊕

L⊆[m]

H̃(n+m−l̂)−|L|−1(KL)

given by the composition (h∗)−1 ◦ ([µ] ⌢ (−)) ◦ h∗, where [µ] ∈ Hn+m(ZK) denotes
the fundamental class of ZK. Substituting l̂ = l + |J|+ 1,⊕

J⊆[m] H̃l(KJ) ∼= Hl+|J|+1(ZK) ∼= Hn+m−(l+|J|+1)(ZK) ∼=
⊕

L⊆[m] H̃n+m−l−|J|−|L|−2(KL).
Denoting the composite isomorphism by Φ, we show that Φ respects the direct sum
decompositions. In particular, for all J ⊆ [m],

Φ(H̃l(KJ)) ⊆ H̃n+m−l−|J|−(m−|J|)−2(K[m]\J) = H̃n−l−2(K[m]\J).

Suppose that for J ⊆ [m], KJ has non-trivial cohomology. Otherwise, the statement
follows vacuously. Let 0 ̸= [τ] ∈ H̃l(KJ) with representative cochain τ = ∑j αjτ

∗
j .

Then

h∗([τ]) =

[
∑

j
sgn(τj, J)αjκ(J\τj, τj)

∗
]
∈ Hl+|J|+1(ZK).
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Let [µ] denote the fundamental class of ZK with representative chain
µ = ∑i aiκ([m]\σi, σi). Evaluating the cap product gives

[µ] ⌢ hc([τ]) =

[
∑
i,j

sgn(τj, J)aiαjκ([m]\σi, σi) ⌢ κ(J\τj, τj)
∗
]

=

∑̂
i, ĵ

Aî, ĵκ([m]\σî, σî) ⌢ κ(J\τĵ, τĵ)
∗


=

∑̂
i, ĵ

Aî, ĵκ(([m]\σî)\(J\τĵ), σî\τj)


=

∑̂
i, ĵ

Aî, ĵκ(([m]\J)\(σî\τĵ), σî\τj)

 ∈ Hn+m−(l+|J|+1)(ZK)

where î, ĵ are the pairs for which the cap product κ([m]\σî, σî) ⌢ κ(J\τĵ, τĵ)
∗ is

non-trivial, and Aî, ĵ = sgn(τj, J)aiαj ̸= 0. The last equality follows since both J and σi

contain τj, and J ∩ σi = τj since the cap product is non-trivial.

The image of [µ] ⌢ h∗([τ]) under the inverse of the homology isomorphism of (2.12) is

(h∗)−1([µ] ⌢ hc([τ]) =

∑̂
i, ĵ

Aî, ĵσî\τĵ

 ∈ H̃n−l−2(K[m]\J).

We therefore have that under the composition of isomorphisms

(hh)
−1 ◦ ([µ] ⌢ (−)) ◦ hc :

⊕
J⊆[m]

H̃l−|J|−1(KJ) →
⊕

L⊆[m]

H̃(n+m−l)−|L|−1(KL)

the image of each of the groups H̃l(KJ) is contained in H̃n−l−2(K[m]\J). These groups
are therefore isomorphic, and K therefore satisfies (n − 1)-dimensional combinatorial
Alexander duality.

Corollary 2.11. Let K be a simplicial complex on [m] with non-trivial cohomology. Then the
following are equivalent:

1. ZK is an (n + m)-Poincaré duality space over Z

2. K has (n − 1)-dimensional combinatorial Alexander duality

3. ZK is an (n + m)-dimension manifold.

We defer examples until the end of the next section.
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2.4 Gorenstein duality of Z[K]

In this section, we relate Gorenstein duality of Stanley-Reisner rings of simplicial
complexes to Poincaré duality of moment-angel complexes ZK.

Definition 2.12. Let K be a simplicial complex on vertex set [m], and R a commutative
ring. The Stanley-Reisner ring is

R[K] = R[v1, ..., vm]/IK

where
IK = (vi1 ...vij | {i1, ..., ij} /∈ K)

is the Stanley-Reisner ideal, that is, the ideal generated by monomials corresponding
to missing faces of K.

A Noetherian ring satisfies Gorenstein duality if its localisation at every maximal ideal
exhibits a certain form of self duality, which we describe next.

Definition 2.13. A local Noetherian ring R of Krull-dimension d has Gorenstein duality
if for any Cohen-Macaulay R-module M of Krull-dimension t,

i) Extd−t
R (M, R) is Cohen-Macaulay of dimension t,

ii) Exti
R(M, R) = 0 for all i ̸= d − t,

iii) There exists an isomorphism of R-modules M → Extd−t
R (Extd−t

R (M, R), R).

An arbitrary Noetherian ring has Gorenstein duality if its localisation at every
maximal ideal has Gorenstein duality.

To paraphrase this definition, a d-dimensional local Noetherian ring is Gorenstein if
for t-dimensional Cohen-Macaulay modules, the functor Extd−t

R (−, R) exhibits duality.

By a result of Stanley [24, Theorem 5.1], the Stanley-Reisner ring Z[K] having
Gorenstein duality is equivalent to core(K) being an integral generalised homology
d-sphere, where core(K) = K{v∈[m] |stK(v) ̸=K} is the core of K, and d is the dimension of
core(K).

Notice that if K has non-trivial cohomology, then K = core(K). Theorem 2.10 together
with Stanley’s [24, Theorem 5.1] relates Poincaré duality of moment-angle complexes,
Gorenstein duality of Stanley-Reisner rings, and combinatorial Alexander duality of
simplicial complexes. We obtain an interplay between algebraic, combinatorial and
topological dualities.
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Theorem 2.14. Let K be a simplicial complex on [m] with non-trivial cohomology. The
following are equivalent:

1. ZK is an (n + m)-Poincaré duality space

2. K has (n − 1) dimensional combinatorial Alexander duality

3. Z[K] has Gorenstein duality.

Example 2.15. i) Let K = ∂∆1. K has two vertices, and has 0-dimensional combinatorial
Alexander duality, since K = S0. Then ZK = S3, and we verify that ZK is a Poincaré
duality space of dimension 3, and Z[K] = Z[v1, v2]/(v1v2) has Gorenstein duality.

ii) We construct a sequence of quotients of the polynomial ring Z[v1, . . . , v5] = Z[∆4],
where each stage of the quotient corresponds to deleting simplices from ∆4.

Let K = ∂∆4. Then ZK = S9, and Z[K] = Z[v1, v2, v3, v4, v5]/(v1v2v3v4v5) is
Gorenstein. Consider the subcomplex K′ ⊆ K given by a 5-vertex triangulation of S2:

K′ =

Then ZK′ = S1 × S5 × D2 ∪ D2 × S5 × S1 = S3 × S5 ⊆ S9 is a Poincaré duality
space, and

Z[K′] = Z[K]/({v1v2v3v4v5/vi | i ∈ [5]} ⊔ {v1v2v3, v4v5})

is Gorenstein. Moreover, for any simplicial complex L such that K′ ⊊ L ⊊ K, the
corresponding Stanley-Reinser rings are non-Gorenstein, and the corresponding
moment-angle complexes are not Poincaré duality spaces.

Consider the subcomplex K′′ ⊆ K′, given by a 5-vertex triangulation of S1:

K′′ =

The corresponding Stanley-Reisner ring, a quotient of Z[K′] is Gorenstein, the
associated moment-angle complex ZK′′ = (S3 × S4)#5, by Theorem 2.7, is a Poincaré
duality space, and we obtain a sequence of inclusions of Poincaré duality spaces

(S3 × S4)#5 −→ S3 × S5 −→ S9

where for any complexes L and L′ such that K′ ⊊ L ⊊ K and K′′ ⊊ L′ ⊊ K′, the
moment-angle complexes ZL and ZL are not Poincaré duality spaces.
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2.5 The polyhedral join product

In this section, we extend our characterisation of Poincaré duality in ZK using the
polyhedral join product of simplicial complexes. We apply this result in specifying
examples of Poincaré duality polyhedral products, including a polyhedral product of
spaces which themselves do not have Poincaré duality.

Definition 2.16. Let K be a simplicial complex on [m], and for 1 ≤ i ≤ m, let (Ki,Li)

be a simplicial pair on [li], where the sets [li] are pairwise disjoint. The polyhedral join
product is the simplicial complex on vertex set [l1] ⊔ ... ⊔ [lm], defined as

(Ki,Li)
∗K =

⋃
σ∈K

(Ki,Li)
∗σ where (Ki,Li)

∗σ =
m∗

i=1
Yi, Yi =

Ki i ∈ σ

Li otherwise.

The polyhedral join product recovers the join of simplicial complexes as a special case,

and given an m-tuple of pairs (Ki,Li), interpolates between
m∗

i=1
Li and

m∗
i=1

Ki. In

particular, we note the following special cases.

i) if K = ∆m−1, then (Ki,Li)
∗K =

m∗
i=1

Ki,

ii) if K = ◦[m], then (Ki,Li)
∗K =

m∗
i=1

Li

iii) if (Ki,Li) = (◦, ◦) for all i, then (Ki,Li)
∗K = ◦[m],

iv) if (Ki,Li) = (•, ◦) for all i, then (Ki,Li)
∗K = K,

v) if (Ki,Li) = (•, •) for all i, then (Ki,Li)
∗K = ∆m−1

In the following examples, we demonstrate how familiar triangulations of topological
spaces arise as polyhedral join products.

Example 2.17. i) Let K = ∆1, let (K1,L1) = ( , ) and let (K2,L2) = ( , ).
Then

(Ki,Li)
∗∅ = , (Ki,Li)

∗{1} = , (Ki,Li)
∗{2} = ,

and in this case, since K = ∆1 is the full simplex,

(Ki,Li)
∗{1,2} = (Ki,Li)

∗K =
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ii) Let K = ∂∆1 = {∅, {1}, {2}}, and let (K1,L1) = (K2,L2) = ( , ), where ◦
denotes a ghost vertex. Then

(Ki,Li)
∗∅ = , (Ki,Li)

∗{1} = , and (Ki,Li)
∗{2} =

so that

(Ki,Li)
∗K = ∼= S2

iii) Let K = ∂∆1, and (K1,L1) = (K2,L2) = ( , ). Then

(Ki,Li)
∗∅ = , (Ki,Li)

∗{1} = , and (Ki,Li)
∗{2} =

so that

(Ki,Li)
∗K = ∼= S2.

Let l = ∑m
i=1 li where li ≥ 1 ∀i, and let (X, A) be an l-tuple of CW complexes,

partitioned into m distinct li tuples with Xi = {Xi j}li
j=1 and Ai = {Ai j}li

j=1. It was
proven by Vidaurre [26, Theorem 2.9] that the polyhedral join product and the
polyhedral product interact in the following way

(X, A)(Ki,Li)
∗K

=
(
(Xi, Ai)

Ki , (Xi, Ai)
Li
)K

. (2.15)

We make use of this fact in extending our classification of Poincaré duality
moment-angle complexes to polyhedral products of tuples of pairs of spaces which
are themselves moment-angle complexes.

Theorem 2.18. Let K be a simplicial complex on [m], and for 1 ≤ i ≤ m, (Ki,Li) a
simplicial pair on [li]. Suppose that the polyhedral join (Ki,Li)

∗K has non-trivial cohomology.
Then the following are equivalent.

1. The polyhedral product (ZKi ,ZLi)
K is a Poincaré duality space.

2. The polyhedral join product (Ki,Li)
∗K has combinatorial Alexander duality.

3. The Stanley-Reisner ring Z[(Ki,Li)
∗K)] has Gorenstein duality.

Proof. The equivalence of i) and ii) follows from (2.15) together with Theorem 2.14.
The equivalence of ii) and iii) follows from Theorem 2.14.
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Example 2.19. i) Let K = ∂∆1, and let (K1,L1) = (K2,L2) = ( , ), where ◦
denotes a ghost vertex. Then (Ki,Li)

∗K is a 6-vertex triangulation of S2, and in
particular is a generalised homology sphere, so that

(ZKi ,ZLi)
K = (S3 × D2, S3 × S1)∂∆1

is a Poincaré duality space. Indeed, applying (2.15), and realising this 6-vertex
triangulation of S2 as ∂∆1 ∗ ∂∆1 ∗ ∂∆1, we have

(S3 × D2, S3 × S1)∂∆1
= Z∂∆1 ×Z∂∆1 ×Z∂∆1 = S3 × S3 × S3.

ii) Generalising the previous example, let K = ∂∆1, and let
(K1,L1) = (K2,L2) = (∂∆n−1 ∗ {v}, ∂∆n ∗ {◦}), where ◦ denotes a ghost vertex.
Then (Ki,Li)

∗K is a (2n + 2)-vertex triangulation of the (n + 1)-sphere, and thus

(ZKi ,ZLi)
K = (S2n−1 × D2, S2n−1 × S1)∂∆1

is a Poincaré duality space.

iii) Let K = ∂∆1 ∗ {j}, (K1,L1) = (K2,L2) = ({v}, {∅}), and (Kj,Lj) = ( , ∅).
Then (Ki,Li)

∗K is a 7-vertex triangulation of S2. Here, (ZK1 ,ZL1) = (S3, T2) and
(ZK2 ,ZL2) = ((S3 × S4)#5, T5), so that

(
(S3, T2), ((S3 × S4)#5, T5)

)∆1

is a Poincaré duality space.

iv) Let K = ∂∆1, and (K1,L1) = (K2,L2) = ( , ). Then
ZK1 = ZK2 = S3 ∨ (S3 ⋊ S1) ∨ (S1 ⋉ S3) = 3S3 ∨ 2S4, and ZL1 = ZL2 = S3 × T2.

Recall from Example 2.17 iii) that the resulting polyhedral join product is an 8-vertex
triangulation of S2, so that (ZKi ,ZLi)

K is an 11-dimensional Poincaré duality space,
and thus is homotopy equivalent to an 11-dimensional manifold, whilst ZK1 and ZK2

are not Poincaré duality spaces.

Moreover, the 5-gon outlined in red below

(Ki,Li)
∗K =

is a full subcomplex, and therefore the moment-angle complex associated to this full
subcomplex (S3 × S4)#5 is a homotopy retract of (ZKi ,ZLi)

K. Similarly, considering
for example the full subcomplex given by the equatorial 4-vertex triangulation of S1 we
observe that S3 × S3 is a retract by the same argument.
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The last of the above examples suggests that a full classification of polyhedral join
products which are generalised homology spheres, and which thus give rise to
Poincaré duality spaces ZK, is a complicated question in general. We address the
special case of composition complexes, where the classification of polyhedral join
products which are generalised homology spheres in this special case enables us to
extend our results on duality. Recall that composition complexes are the special case
of the polyhedral join product where for all i, Ki = ∆ni , ni ≥ 1. Ayzenberg [5,
Theorem 6.6] proved that the composition complex K(K1, ...,Km) = (∆ni ,Ki)

∗K is a
generalised homology sphere if and only if K is a generalised homology sphere, and
for any non-ghost vertex i of K, Ki = ∂∆li−1, and for any ghost vertex i of K, Ki is a
generalised homology sphere.

Utilising this result together with (2.15), and the fact that the polyhedral product is a
homotopy functor [8, Proposition 8.1.1], we obtain the following corollary.

Corollary 2.20. Let K be a complex on [m] with no ghost vertices, and let K1, ...,Km be
complexes on [l1], ..., [lm], respectively. Then, (CZKi,ZKi)

K is a Poincaré duality space if and
only if K is a generalised homology sphere, and for all i ∈ [m], Ki = ∂∆[li ].

We end this section by applying this corollary in the following two examples, which
address implicitly the question of to which polyhedral products Theorem 2.14
generalises.

One possible question is whether, upon observing that S1 is a manifold and D2 = CS1,
the statement remains true upon replacing S1 by any other manifold. The first of the
two examples confirms that this is not the case. Indeed, upon replacing S1 by any
torus Tli for li > 1, the statement fails.

Another natural question is whether, upon replacing S1 by any higher odd sphere, the
statement remains true. The second example confirms that this generalisation holds.
In order to address a possible generalisation to even spheres, which cannot be realised
as moment-angle complexes, work using an alternative method would be required.
For example, any even sphere is a real moment-angle complex RK, where the cap
product structure is more complicated.

Example 2.21. 1. Let K be a simplicial complex on [m]. For 1 ≤ i ≤ m, let li ≥ 2. Then
(CTli , Tli)K is a Poincaré duality space if and only if K consists solely of ghost vertices.

2. Let K be a simplicial complex on [m], and for 1 ≤ i ≤ m, let li ≥ 1. Then (D2li , S2li−1)K

is a Poincaré duality space if and only if K is a generalised homology sphere.
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2.6 The polyhedral ring product

In this section, we introduce a new combinatorial algebraic construction, which we
refer to as the polyhedral ring product. We explore its properties, and show that it can
be used to study algebraic phenomena combinatorially. The Stanley Reisner ring of
(Ki,Li)

∗K arises as a special case of the polyhedral ring product, and we exploit this
fact in constructing Gorenstein rings as polyhedral ring products of non-Gorenstein
rings.

Recall our standing assumption that all rings are commutative with identity. We
define a ring-ideal pair to be a pair (R, J) where R is a ring and J ⊆ R is an ideal of R.

Definition 2.22. Let K be a simplicial complex on [m]. For each i ∈ [m], let (Ri, Ji)

denote a ring-ideal pair. The polyhedral ring product is defined by

(R, J)K =
m⊗

i=1

Ri

/(
∑

L∈MF(K)

⊗
i∈L

Ji

)
(2.16)

where the tensor product is the tensor product of Z-algebras in the numerator, and of
Z-modules in the denominator.

The polyhedral ring product is a bi-functor. In analogy with the polyhedral product
and polyhedral join product, it is covariant with respect to maps of m-tuples of
ring-ideal pairs, and in contrast with the polyhedral join and polyhedral product, the
polyhedral ring product is contravariant with respect to inclusions of simplicial
complexes.

More precisely, consider the category whose objects are m-tuples of ring-ideal pairs
(R, J) = {(Ri, Ji)}i∈[m], and whose morphisms are m-tuples of homomorphisms

f = { fi}i∈[m] : {Ri}i∈[m] −→ {R′
i}i∈[m]

where for all i ∈ [m], the homomorphism fi : Ri −→ R′
i is such that fi(Ji) ⊆ J′i . Then,

for a fixed simplicial complex K, define the polyhedral ring product of a tuple (R, J) to
be (R, J)K, and the polyhedral ring product of a morphism f by

fK : (R, J)K −→ (R′, J′)K,

(r1 ⊗ · · · ⊗ rm) + ∑
L∈MF(K)

⊗
i∈L

Ji 7−→ ( f1(r1)⊗ · · · ⊗ fm(rm)) + ∑
L∈MF(K)

⊗
i∈L

J′i (2.17)

which is well-defined since fi(Ji) ⊆ J′i for all i. Since IdK = Id : (R, J)K −→ (R, J)K

and (g ◦ f )K = gK ◦ fK, this operation is covariant functor.
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On the other hand, for a fixed m-tuple (R, J), we define the polyhedral ring product of
a simplicial complex K by (R, J). Given an inclusion of simplicial complexes
K ↪−→ K′, define the polyhedral ring product of K ↪−→ K′ to be

(R, J)K
′ −→ (R, J)K,

(r1 ⊗ · · · ⊗ rm) + ∑
L′∈MF(K′)

⊗
i∈L

Ji 7−→ (r1 ⊗ · · · ⊗ rm) + ∑
L∈MF(K)

⊗
i∈L

Ji

which is well-defined since MF(K′) ⊆ MF(K). This is a contravariant functor from
the category of simplicial complexes and inclusions of simplicial complexes to the
category of rings.

Example 2.23. i) Let {(Ri, Ji)}m
i=1 be an m-tuple of ring-ideal pairs. Then,

(R, J)∆m−1
=

m⊗
i=1

Ri

(R, J)◦[m] =
m⊗

i=1

(Ri/Ji)

(R, J)∂∆m−1
=

m⊗
i=1

Ri

/ m⊗
i=1

Ji

ii) Let (Ri, Ji) = (Z[x], (x)) for all i ∈ [m]. Then for any simplicial complex K,

(Z[x], (x))K = Z[K].

iii) Let (K1,L1) = (K2,L2) = (∂∆1, ◦[2]), and let K = ∂∆1. Then, denoting by IKi the
Stanley-Reisner ideal of Li,

(Z[Ki], IKi)
K = (Z[Ki], (xi1 , xi2))

K

= Z[K1]⊗ Z[K2]
/
((x11 , x12)⊗ (x21 , x22))

∼= Z[x1, x2, x3, x4]

/(
{∏

i ̸=j
xixj}

)
= Z

[ ]
= Z[(Ki,Li)

K]

We now show that the Stanley-Reisner ring of a polyhedral join product arises as a
special case of the polyhedral ring product. For this, we describe the missing faces of
the polyhedral join in general.
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Proposition 2.24. Let K be a simplicial complex on [m], and let (K1,L1), ..., (Km,Lm) be
simplicial pairs on vertex sets [l1], ..., [lm] respectively. Then,

MF
(
(Ki,Li)

∗K
)
= {J ∈ MF(Ki) | i ∈ K}⊔

{⊔
i∈L

Ji | L ∈ MF(K), Ji ∈ MF(Li), Ji ∈ Ki

}
.

Proof. We first show that

{J ∈ MF(Ki) | i ∈ K} ⊔ {
⊔
i∈L

Ji | L ∈ MF(K), Ji ∈ MF(Li), Ji ∈ Ki}

⊆ MF
(
(Ki,Li)

K
∗

)
.

For any {i} ∈ K, J ∈ MF(Ki) implies that J ∈ MF
(
(Ki,Li)

∗K). Now consider
⊔

i∈L Ji,
where L ∈ MF(K), Ji ∈ MF(Li) and Ji ∈ Ki for all i ∈ L. This is a missing face of
(Ki,Li)

∗K by definition of the polyhedral join. Moreover, it is minimal, since for any
i ∈ L and s ∈ Ji,

⊔
i ̸=k∈L

Jk ⊔ Ji\s =
⊔
k∈τ

Jk ⊔ σi ∈ (Ki,Li)
∗τ

where τ ∈ K, since L is a minimal missing face, and σi ∈ Li, since Ji is a minimal
missing face.

Now we show that

MF
(
(Ki,Li)

∗K
)
⊆ {J ∈ MF(Ki) | i ∈ K}

⊔ {
⊔
i∈L

Ji | L ∈ MF(K), Ji ∈ MF(Li), Ji ∈ Ki}

Let F ∈ MF((Ki,Li)
∗K). We show that either F ∈ {J ∈ MF(Ki) | i ∈ K} or

F ∈ {⊔i∈L Fi | L ∈ MF(K), Fi ∈ MF(Li), Fi ∈ Ki}.

If for any i, the restriction Fi : = F|[li ] ∈ MF(Ki), then F = Fi ∈ MF(K). Otherwise F
would not be minimal, since Fi ⊆ F is a missing face.

On the other hand, suppose that Fi ∈ Ki for all i. Denote by σ = {i ∈ [m] | F|i ̸= ∅}.
Firstly, σ /∈ K, as otherwise F ∈ K, since F =

⊔
i∈σ Fi where Fi ∈ Ki for all i. For all

i ∈ σ, Fi is a non-face of Li. Otherwise, by removing vertices from Fi we obtain a
smaller non-face of (Ki,Li)

∗K. For such i, Fi ∈ MF(Li). It follows that σ ∈ MF(K), as
otherwise we restrict to a minimal missing face τ ∈ MF(K) with τ ⊆ σ, and

⊔
i∈τ Fi is

a missing face of (Ki,Li)
∗K. Finally, for all i, Fi is a minimal missing face of Li, since

otherwise, for F̂i ⊊ Fi with F̂i ∈ MF(Ki), (F\Fi) ⊔ F̂i ∈ (Ki,Li)
∗K.
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It follows that

Z[(Ki,Li)
∗K] ∼= Z[x11 , . . . , xmlm

]

/(
m

∑
i=1

IKi + ∑
L∈MF(K)

∏
i∈L

ILi

)

∼=
(

m⊗
i=1

Z[xi1 , . . . , xili
]

)/(
m

∑
i=1

IKi + ∑
L∈MF(K)

∏
i∈L

ILi

)

∼=
(

m⊗
i=1

Z[Ki]

)/
∑

L∈MF(K)
∏
i∈L

ILi

∼= (Z[Ki], Z[Li])
K. (2.18)

In the case of a polyhedral ring product of the form of (2.18), algebraic properties of
the ring (Z[Ki], Z[Li])

K can be understood in terms of equivalent combinatorial
properties of the polyhedral join product (Ki,Li)

∗K.

Example 2.25. i) Let K = ∆1, and for i = 1, 2, let (Ri, Si) = (Z[x1, x2]/x1x2, Z). Then

(R, S)K = (Z[x1, x2]/(x1x2))⊗ (Z[x′1, x′2]/x′1x′2) ∼= Z[x1, x2, x3, x4]/(x1x2, x3x4).

For i = 1, 2, Ri = Z[Ki] where Ki = ∂∆1, and therefore (R, S)K ∼= Z[(Ki,Li)
∗K].

Using that (Ki,Li)
∗K = K1 ∗ K2 is a 4-vertex triangulation of S1 and therefore has

combinatorial Alexander-duality, we obtain that (R, S)K has Gorenstein duality.

ii) Let K = , with vertex set [3] labelled from left to right. Let
(R1, S1) = (R3, S3) = (Z[x], Z[x]/(x)), and let R2 = (Z[x1, x2, x3]/(x1x2x3), Z).
Then MF(K) = {{1, 3}}, and therefore

(R, S)K = (Z[x]⊗ (Z[x1, x2, x3]/x1x2x3)⊗ Z[x′])/(xx′)
∼= Z[x1, x2, x3, x4, x5]/(x1x2x3) + (xx′).

We claim that (R, S)K has Gorenstein duality. Since for i = 1, 3,
(Ri, Si) ∼= (Z[Ki], Z[Li]) where (Ki,Li) = (•, ◦), and (R2, S2) ∼= (Z[∂∆2], Z[◦[3]]),
then (R, S)K is Gorenstein if and only if (Ki,Li)

∗K has Alexander duality. Since the
latter is a 5-vertex triangulation of S2, proving the claim.

iii) Recall Example 2.19. In the fourth of these examples, K = ∂∆1, and
(K1,L1) = (K2,L2) = ( , ). Since K1 = K2 is not a generalised homology sphere,
Z[K1] = Z[K2] is non-orenstein. However, since (Ki,Li)

∗K is an 8-vertex
triangulation of S2, the polyhedral ring product (Z[Ki], Z[Li)

K is Gorenstein. We
therefore obtain that Gorenstein rings can be constructed as polyhedral ring products of
non-Gorenstein rings.
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Chapter 3

The higher Whitehead map

3.1 Introduction

Understanding the relationship between two or more given objects is an objective
which is central to many mathematical disciplines. In the realm of homotopy theory,
the most fundamental form of relationship between two spaces X and Y takes the
form of a homotopy class of maps X −→ Y, the set of which is denoted by [X, Y]. A
broad variety of techniques have now been established with a view to gaining an
understanding of these sets, and the development of theory continues to be driven by
this goal.

A natural question is whether the homotopy-theoretic properties of the spaces X and
Y give rise to algebraic structures with which the set [X, Y] can be equipped. In the
case that either X is a simply-connected co-associative co-H-space, or Y is a connected
associative H-space, there is an induced multiplication on [X, Y]. It was proven by
Arkowitz [4] in the first case, and James [17] in the second, that this multiplication
endows the set [X, Y] with the structure of a group. The presence of this algebraic
structure enables us to study relations among elements of [X, Y], a knowledge of
which brings insight into the global structure of [X, Y].

In this chapter, we analyse relations among homotopy classes of a family of maps
called higher Whitehead maps. Higher Whitehead maps generalise several
fundamental homotopy-theoretic constructions, including Whitehead products [27],
generalised Whitehead products [10], and inner n-ary Whitehead products [16], to the
setting of polyhedral products. These operations and the relations among them have
been studied since the middle of the twentieth century, and an understanding of their
properties has applications to a broad variety of homotopy-theoretic phenomena. In
order to give a sense of where our work sits within the research in this area, we
provide a brief overview of the key historical developments.
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The first result regards relations among Whitehead products, and was independently
conjectured by Blakers and Massey [6], and Samelson [22], who supposed that the
Whitehead product satisfies the graded Jacobi identity. This conjecture was first
proven by Nakaoka and Toda [19], and later independently by Massey and Uehara
[25]. This later proof is particularly noteworthy for the historical interest of its
methodology, which included the introduction of the state-of-the-art algebraic
machinery which we now know as the Massey product. Arkowitz [3] subsequently
proved that the graded Jacobi identity is also satisfied by the generalised Whitehead
product. These results were of major significance, since they showed that the graded
module of homotopy classes of maps

⊕
n≥0[Σn, Y] has the additional algebraic

structure of a graded Lie algebra when equipped with the Whitehead product.

These results culminated in the work of Hardie [16], who proved that the inner n-ary
Whitehead product satisfies an analogous relation to the graded Jacobi identity, which
it recovers as a special case in the binary setting.

The common thread running through the aforementioned results is that the relations
in question are among homotopy classes of maps whose codomains all lie in a certain
stage of the Whitehead filtration, and whose domains are all certain polyhedral
products. By recognising the Whitehead filtration as a polyhedral product, we obtain
a natural framework which unifies these results, and within which we can investigate
generalisations by probing the underlying combinatorics.

Our main result is the construction of new families of relations among non-trivial
homotopy classes of higher Whitehead maps. We prove that there exist extensive
further families of relations among higher Whitehead maps than those already
known, including among higher Whitehead maps of differing arity. We recover as
special cases the aforementioned relations among Whitehead products, generalised
Whitehead products and inner Whitehead products, placing them in their natural
context as relations among homotopy classes of maps of polyhedral products. As an
initial application, we demonstrate how these results can be utilised to analyse the
algebraic structure of homotopy groups of odd spheres in a completely new way.

Higher Whitehead products, defined by Porter [21], are a generalisation of Whitehead
and generalised Whitehead products in another direction. Panov and Abramyan [1]
studied higher Whitehead products in moment-angle complexes, and asked whether
there are trivial higher Whitehead products with non-trivial elements. Here we
address this question, and construct an an infinite family of trivial Whitehead
products with non-trivial indeterminacy.

The work in this chapter is joint work of Grbić, Simmons and myself, and the results
here are to appear in a joint paper, and in the thesis of Simmons.
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3.2 The higher Whitehead map

In this section we define the higher Whitehead map, and explore its properties.

We begin by recalling the definition of the polyhedral product, and a crucial
associated homotopy-theoretic property.

Definition 2.1. Let K be a simplicial complex on vertex set [m], and denote by
(X, A) = {(Xi, Ai)}m

i=1 an m-tuple of CW-pairs. The polyhedral product is defined as

(X, A)K =
⋃

σ∈K
(X, A)σ ⊆

m

∏
i=1

Xi, where (X, A)σ =
m

∏
i=1

Yi, Yi =

Xi for i ∈ σ

Ai for i /∈ σ.
(3.1)

Proposition 2.3 ([8, Proposition 8.1.1]). If for all i ∈ [m], the inclusion Ai ↪−→ Xi is a
cofibration, then there is a homotopy equivalence

hocolimDK(X, A) ≃ colimDK(X, A) (3.2)

Throughout this thesis thus far, we have implicitly referred to spaces up to homotopy,
without specifying concrete models. We proceed on this basis in this chapter until
Section 3.7, when we switch to using concrete models of spaces for the purposes of the
proof. We digress further on that change when it arises.

We now define the higher Whitehead map.

Definition 3.1. Let m ≥ 2. For i = 1, . . . , m, suppose that we are given maps
fi : ΣXi −→ Yi. Let Y, CX, ΣX and X denote the m-tuples {Yi}i∈[m], {CXi}i∈[m],
{ΣXi}i∈[m] and {Xi}i∈[m] respectively, and denote by

ρ :
m∗

i=1
Xi −→ (ΣX,∗)∂∆m−1

(3.3)

the map of polyhedral products induced by the maps of pairs
pi : (CXi, Xi) −→ (ΣXi, ∗). The higher Whitehead map is the composite

hw( f1, . . . , fm) :
m∗

i=1
Xi

ρ−−→ (ΣX,∗)∂∆m−1 −→ (Y,∗)∂∆m−1
(3.4)

where the second map is induced by the maps fi : ΣXi −→ Yi.

By Proposition 2.3, the homotopy class of the second map in (3.4), and thus the
homotopy class of the composite, depends only on the homotopy classes of the maps
f1, . . . , fm.

Before discussing the properties of the higher Whitehead map, we give some
examples. In the following and henceforth, unless stated otherwise, spheres Sn are
equipped with the CW-structure consisting of exactly two cells.
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Example 3.2. i) Let m = 2, and suppose that f1 = f2 = Id : S2 −→ S2. Then

hw( f1, f2) : (D2 × S1) ∪ (S1 × D2) = S1 ∗ S1 = S3 −→ S2 ∨ S2

is the attaching map for the 4-cell of S2 × S2 when equipped with the product
CW-structure; that is, consisting of one 0-cell, two 2-cells, and one 4-cell.

ii) Generalising the previous example, let m ≥ 2 and for all i ∈ [m] suppose that
fi = Id : Sni −→ Sni , where each sphere has the usual CW-structure consisting of two
cells. Then the higher Whitehead map is

hw( f1, . . . , fm) :
m∗

i=1
Sni−1 = Sn−1 −→ FW(Sn1 , . . . , Snm)

where n = n1 + · · ·+ nm, is the attaching map for the n-cell of ∏i Sni , when equipped
with the product CW-structure.

iii) Let m = 2, f1 = Id : S2 −→ S2 and f2 = hw( f21 , f22) : S3 −→ S2 ∨ S2, where
f21 = f22 = Id : S2 −→ S2. Then

hw( f1, f2) : S1 ∗ S2 = S4 ρ−−→ ((S2, ∗), (S3, ∗))∂∆1 Id∨ f2−−−→ S2 ∨ S2 ∨ S2

iv) Let m = 2, and suppose that we are given maps f1 : ΣX1 −→ Y and f2 : ΣX2 −→ Y.
Then the higher Whitehead map composed with the fold map

X1 ∗ X2 hw( f1, f2)−−−−−→ Y ∨ Y ∇−−→ Y

is the generalised Whitehead product.

v) Let m ≥ 2, and let fi : ΣXi −→ ΣXi denote the identity for each i ∈ [m]. Then the
homotopy cofibre of the higher Whitehead map

X1 ∗ · · · ∗ Xm
hw−−→ FW(ΣX1, . . . , ΣXm) −→

m

∏
i=1

ΣXi

is the Cartesian product.

We now explore the properties of the higher Whitehead map. In the following and
throughout this thesis, we say that a map is trivial if it is null-homotopic, and
non-trivial if it is not null-homotopic. We begin with the following theorem; the
non-triviality of the higher Whitehead map is controlled by the non-triviality of the
maps fi.
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Theorem 3.3. Let fi : ΣXi −→ Yi for i = 1, . . . , m. The higher Whitehead map

hw( f1, . . . , fm) : (CX, X)∂∆m−1 −→ (Y,∗)∂∆m−1

is trivial if and only if there exists i such that fi : ΣXi −→ Yi is trivial. Moreover, the
composition

ι ◦ hw( f1, . . . , fm) : (CX, X)∂∆m−1 −→ (Y,∗)∂∆m−1
↪−→ (Y,∗)∆m−1

is always trivial, where ι is the map on polyhedral products induced by the inclusion
∂∆m−1 ↪−→ ∆m−1 of simplicial complexes.

Proof. Consider the following commutative diagram

∏m
i=1 ΩYi (CΩY, ΩY)∂∆m−1

(Y, ∗)∂∆m−1
∏m

i=1 Yi

(CX, X)∂∆m−1
(CX, X)∂∆m−1 ∗=

∗ f̂ hw (3.5)

where both rows are homotopy fibration sequences, the first vertical map is the join of
the adjoint maps f̂i : X −→ ΩY, and the second vertical map is the higher Whitehead
map. The existence of dashed arrow, making the left-hand triangle commute, is
equivalent to the triviality of the adjacent square, and thus of the higher Whitehead
map.

Observe that ∏m
i=1 ΩYi −→ (CΩY, ΩY)∂∆m−1

is always trivial, since it factors through
CX1 × · · · × Xi × · · · × CXm for all i ∈ [m]. Therefore, the existence of the dashed
arrow is equivalent to the triviality of the map f̂ : (CX, X)∂∆ −→ (CΩY, ΩY)∂∆m−1

,
which is trivial if and only if at least one of the maps fi : ΣXi −→ Yi is trivial.

Moreover, by the fact that the top row is a fibration sequence, the composite with the
inclusion into the product (Y, ∗)∆m−1

= ∏ Yi is trivial, by the fact that the middle
square commutes.

The higher Whitehead map exhibits multilinearity in the sense of the following
proposition.

Proposition 3.4. Let m ≥ 2, let fi : ΣXi −→ Yi for all i = 1, . . . , m and for some j ∈ [m] let
f ′j : ΣXj −→ Yj where Xj = ΣX̃j for a CW-complex X̃j. Then

hw( f1, . . . , f j ∨ f ′j , . . . , fm) = hw( f1, . . . , f j, . . . , fm) + hw( f1, . . . , f ′j , . . . , fm)

in
[
(CX, X)∂∆m−1

, (Y, ∗)∂∆m−1
]
.
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Proof. By [21], the homotopy equivalence (CX, X)∂∆m−1 ≃ ∧m−1
i=1 S1 ∧∧m

i=1 Xi, is a
homotopy functor with respect to the m-tuple X. Then, by the fact that there is a
homeomorphism(

m−1∧
i=1

S1

)
∧ X1 ∧ · · · ∧

(
Xj ∨ Xj

)
∧ · · · ∧ Xm ∼=

(
m−1∧
i=1

S1 ∧
m∧

i=1

Xi

)
∨
(

m−1∧
i=1

S1 ∧
m∧

i=1

Xi

)

together with the fact that the co-multiplication in the smash product induced by the
co-multiplication in any of the factors is the same up to homotopy, the result
follows.

We later make use of the following technical lemma and proposition.

Lemma 3.5. Let fi : ΣXi −→ Yi for i = 1, . . . , m, and let σ : (i1, . . . , im) 7→ (1, . . . , m) be a
permutation. Let Z be a space and suppose there are maps ι : FW(Y1, . . . , Ym) −→ Z and
ι′ : FW(Yi1 , . . . , Yim) −→ Z such that ι′(Yij) = ι(Yσ(ij)) for j = 1, . . . , m. Denoting

hZ
w( f1, . . . , fm) = ι ◦ hw( f1, . . . , fm) :

m∗
i=1

Xi −→ Z

and
hZ

w( fi1 , . . . , fim) = ι′ ◦ hw( fi1 , . . . , fim) :
m∗

i=1
Xji −→ Z

and ξ : Xi1 ∗ · · · ∗ Xim −→ X1 ∗ · · · ∗ Xm the restriction of the coordinate permutation

CXi1 × · · · × CXim −→ CX1 × · · · × CXm,

then
hZ

w( fi1 , . . . , fim) = hZ
w( f1, . . . , fm) ◦ ξ. (3.6)

Proof. The result follows directly from the definition of the higher Whitehead map.

Proposition 3.6. Let fi : ΣXi −→ Yi, gi : Yi −→ Zi, and hi : Wi −→ Xi for all i ∈ [m].
Denote by g : (Y, ∗)∂∆m−1 −→ (Z, ∗)∂∆m−1

the induced map of polyhedral products. Then,

hw(g1 ◦ f1, . . . , gm ◦ fm) = g ◦ hw( f1, . . . , fm) (3.7)

and
hw( f1 ◦ Σh1, . . . , fm ◦ Σhm) = hw( f1, . . . , fm) ◦

m∗
i=1

hi. (3.8)

Proof. The first equality (3.7) follows from the functoriality of the fat-wedge, and the
second (3.8) from the functoriality of the join.
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3.3 The substituted higher Whitehead map

In this section, we study the special case of higher Whitehead map of maps
fi : ΣXi −→ (Yi, ∗)Ki where K1, . . . ,Km are simplicial complexes on [l1], . . . , [lm]

respectively.

A substituted higher Whitehead map is intuitively a higher Whitehead map where
there is extra underlying combinatorial structure in at least some of the codomains of
the maps fi. This extra structure enables us to recognise the codomain of the higher
Whitehead map as a polyhedral join product. This in turn implies the existence of
inclusions into strictly bigger polyhedral products, where composing with these
inclusions does not trivialise the higher Whitehead map.

We begin by recalling the definition of the polyhedral join product.

Definition 2.16. Let K be a simplicial complex on [m], and for 1 ≤ i ≤ m, let (Ki,Li) be
a simplicial pair on [li], where the sets [li] are pairwise disjoint. The polyhedral join
product is the simplicial complex on vertex set [l1] ⊔ ... ⊔ [lm], defined as

(Ki,Li)
∗K =

⋃
σ∈K

(Ki,Li)
∗σ where (Ki,Li)

∗σ =
m∗

i=1
Yi, Yi =

Ki i ∈ σ

Li otherwise.

Two special cases of the polyhedral join product which will arise frequently
henceforth are the substitution complex and composition complex, studied by
Abramyan and Panov, [1] and Ayzenberg [5] respectively. We abbreviate notation by
denoting the substitution complex by (Ki, ∅)∗K by K⟨K1, . . . ,Km⟩, and the
composition complex by K(K1, . . . ,Km). In particular, when K is the boundary of the
full simplex, we abbreviate the associated substitution and composition complexes by
∂∆⟨K1, . . . ,Km⟩ and ∂∆(K1, . . . ,Km) respectively.

Recall (2.15)
(X, A)(Ki,Li)

∗K
=
(
(Xi, Ai)

Ki , (Xi, Ai)
Li
)K

.

By Theorem 3.3, a higher Whitehead map hw( f1, . . . , fm) :
m∗

i=1
Xi −→ (Y, ∗)∂∆m−1

is

trivial if and only if fi : ΣXi −→ Yi is trivial for some i ∈ [m], whilst the composition
with the inclusion

hw( f1, . . . , fm) :
m∗

i=1
Xi −→ (Y,∗)∂∆m−1 −→ (Y,∗)∆m−1

is always trivial. In general, for a space Z such that (Y, ∗)∂∆m−1 ⊊ Z ⊊ (Y, ∗)∆m−1
, the

question of whether the composition

hw( f1, . . . , fm) :
m∗

i=1
Xi −→ (Y,∗)∂∆m−1 −→ Z
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is trivial is dependent on internal properties of the space Z.

In the case that the codomain of the maps fi are polyhedral products (Yi, ∗)Ki with
|Ki| ≥ 2 for all i ∈ [m], and there exists i ∈ [m] such that |Ki| > 2, it follows from (2.15)
that the codomain of the higher Whitehead map is the polyhedral product
(Y, ∗)∂∆⟨K1,...,Km⟩, and therefore there exist complexes K such that
∂∆⟨K1, . . . ,Km⟩ ⊊ K ⊊ ∆⟨K1, . . . ,Km⟩. In this case, there exists a sequence of strict
inclusions(
(Yi,∗)Ki ,∗

)∂∆m−1

= (Y,∗)∂∆⟨K1,...,Km⟩ ⊊ (Y,∗)K ⊊ (Y,∗)∂∆⟨K1,...,Km⟩ =
(
(Yi,∗)Ki ,∗

)∆m−1

and the triviality of the composite

hKw ( f1, . . . , fm) = ι ◦ hw( f1, . . . , fm) : (CX, X)∂∆m−1 −→ (Y,∗)∂∆⟨K1,...,Km⟩ −→ (Y,∗)K

is controlled by the combinatorics of the complex K.

Definition 3.7. A substituted higher Whitehead map is a composite

hKw ( f1, . . . , fm) : (CX, X)∂∆m−1 hw( f1,..., fm)−−−−−−→ (Y,∗)∂∆⟨K1,...,Km⟩ −→ (Y,∗)K (3.9)

where m ≥ 2, and for each i ∈ [m] the map fi : ΣXi −→ (Yi, ∗)Ki is such that |Ki| ≥ 2,
and there exists i ∈ [m] with |Ki| > 2, and where ∂∆⟨K1, . . . ,Km⟩ ⊆ K.

The next theorem is a characterisation of when the substituted higher Whitehead map
is trivial, in terms of the combinatorics of K.

We introduce the following terminology; given a map f : ΣX −→ (Y, ∗)K which is
non-trivial, and a simplicial complex K′ on [m] such that K ⊆ K′, if the composite
f ′ : ΣX −→ (Y, ∗)K −→ (Y, ∗)K′

is trivial, we say that K′ is a trivialising complex for f .
We note that if K′ is a trivialising complex for f , then any simplicial complex K′′ such
that K′ ⊆ K′′ is also a trivialising complex for f . This can be seen by composing with
the inclusion induced by the inclusion of simplicial complexes K′ −→ K′′.
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Theorem 3.8. Let K be a complex on [l] = [l1] ⊔ · · · ⊔ [lm] such that ∂∆⟨K1, . . . ,Km⟩ ⊆ K.
For all i ∈ [m], suppose that fi : ΣXi −→ (Yi, ∗)Ki . Then hKw ( f1, . . . , fm) is trivial if and only
if at least one of the following three conditions is satisfied

1) The map fi : ΣXi −→ (Yi, ∗)Ki is trivial for some i ∈ [m].

2) ∆⟨K1, . . . ,Km⟩ ⊆ K.

3) For some i ∈ [m], ∂∆⟨K1, . . . ,K′
i , . . . ,Km⟩ ⊆ K, where K′

i is a trivialising complex for
fi.

Proof. The proof is analogous to that of Theorem 3.3.

Consider the following diagram

(ΩY, ΩY)K (CΩY, ΩY)K (Y, ∗)K

Ω ∏m
i=1(Yi, ∗)Ki (CΩ(Yi, ∗)Ki , Ω(Yi, ∗)Ki)∂∆m−1

((Yi, ∗)Ki , (∗, ∗)Ki)∂∆m−1

(CX, X)∂∆m−1
(ΣX, ∗)∂∆m−1

f̂ f

where the top row and middle row are homotopy fibrations, and the composite of the
three maps along the bottom and up the right hand side is the substituted higher
Whitehead map hKw ( f1, . . . , fm). Observe that the right-hand rectangle commutes
because the bottom square commutes, together with the fact that both vertical arrows
are inclusions.

The triviality of the higher Whitehead map is equivalent to the existence of the dashed
arrow, which is equivalent to the triviality of the composite

f̂ : (CX, X)∂∆m−1 −→ (CΩ(Yi,∗)Ki , Ω(Yi,∗)Ki)∂∆m−1 −→ (CΩY, ΩY)K

and the result follows.
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3.4 The folded higher Whitehead map

Given maps fi : ΣXi −→ Y, each with the same codomain Y, the higher Whitehead
map does not have the codomain Y, but rather the codomain (Y, ∗)∂∆m−1

. In the case of
the 2-ary higher Whitehead map, we obtain a map with codomain Y by composing
with the fold map

∇ ◦ hw( f1, f2) : X1 ∗ X2 −→ Y ∨ Y ∇−−→ Y

when we recover the generalised Whitehead product as defined by Arkowitz (see [3,
Definition 2.2]). Whether or not such a Whitehead product is trivial is in general an
open problem, see for example [18]. In the special case that Y is an H-space, then
[ f1, f2] is the homotopy class of the composite

X1 ∗ X2
ρ−−→ ΣX1 ∨ ΣX2 ↪−→ ΣX1 × ΣX2

f1× f2−−−→ Y × Y
µ−−→ Y

where µ is the H-multiplication map µ : Y × Y −→ Y. Therefore [ f1, f2] is trivial since
ΣX1 × ΣX2 is the homotopy cofibre of X1 ∗ X2

ρ−−→ ΣX1 ∨ ΣX2, see [21, Theorem 2.3].

In the case of the higher and substituted higher Whitehead maps where m > 2, the
existence of a map (Y, ∗)∂∆m−1 −→ (Y, ∗)∆m′−1

extending the fold
(Y, ∗)•[m] −→ (Y, ∗)•[m′ ] , where 1 ≤ m′ < m, is equivalent to the condition that Y is an
H-space; if Y is not an H-space, no such map exists.

In this section, we analyse the composition of higher and substituted higher
Whitehead maps with a fold map. In the case of a (non-substituted) higher Whitehead
map, the composite is trivial. In the case of a fold composed with a substituted higher
Whitehead map, we characterise the triviality of the resulting composite

hKw ( f1, . . . , fm) : (ΣX,∗)∂∆m−1 −→ (Y,∗)K ∇−−→ (Y,∗)K∇

in terms of the combinatorics of the simplicial complex K.

We begin by defining a fold of simplicial complexes.

Definition 3.9. Let K be a simplicial complex on [m]. For I ⊆ [m] and j ∈ [m], j /∈ I,
K∇(I,j), is the simplicial complex on [m]\I defined by

K∇(I,j) = {σ ⊆ [m]\I | σ ∈ K or (σ\j) ⊔ i ∈ K for i ∈ I}.

We equip the vertex set of K∇(I,j) with the ordering obtained by deletion of the
elements of I from [m]. We denote by ∇(I, j) : K −→ K∇(I,j) the map of simplicial
complexes induced by the identification of vertices i 7→ j for all i ∈ I. We make the
abbreviation of K∇({i},j) to K∇(i,j) when I = {i} consists of just one element.

The following properties follow immediately from the definition.
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Proposition 3.10.

1. If i, j ∈ [m] with i ̸= j, then K∇(i,j) = K∇(j,i).

2. If I = {i1, . . . , in} ⊆ [m], and j ∈ [m] with j /∈ I, then

K∇(I,j) = K∇(i1,j)∇(i2,j)...∇(in,j)
.

3. If I1, I2 ⊆ [m] are such that I1 ∩ I2 = ∅, and j /∈ I1 ⊔ I2, then

K∇(I1,j)∇(I2,j)
= K∇(I2,j)∇(I1,j)

.

4. Let K1,K2 be simplicial complexes on [m1], [m2] respectively. Let L1
∼= L2 ∼= L be

isomorphic full subcomplexes of K1 and K2 respectively, with vertex sets {l11 , . . . , ln1}
and {l12 , . . . , ln2} respectively, where ln1 = ln2 . Let K = K1 ⊔K2. Then

K1
⋃
L
K2 = K∇(l11 ,l12 )∇(l21 ,l22 )...∇(ln1 ,ln2 )

.

We now define a fold of full subcomplexes. Suppose that for
J1 = {j11, . . . , j1n1

}, J2 = {j21, . . . , j2n2
} ⊆ [m] with J1 ∩ J2 = ∅, a surjective map

ψ : J1 −→ J2, j1l 7→ j2l is given. Then the fold of KJ1 onto KJ2 by ψ is defined by

K∇(J1,J2)ψ
= K∇(j11,ψ(j11)) ...∇(j1n,ψ(j1n))

(3.10)

We denote by ∇(J1, J2)ψ : K −→ K∇(J1,J2)ψ
the induced map of simplicial complexes.

Where the map ψ does not need to be emphasised, we omit it from the notation.

We now define the folded higher Whitehead map.

Definition 3.11. Consider a substituted higher Whitehead map hKw ( f1, . . . , fm) with
codomain (Y, ∗)K, where the vertex set of K is [l]. Let I, J ⊆ [l] with I ∩ J = ∅, and let
ψ : I −→ J be such that for all i ∈ I, Yi = Yψ(i), and Yi is an H-space. Let K∇(I,J) denote
the image of K under the fold by ψ and denote the induced map of polyhedral
products by ∇(I,J) : (Y, ∗)K −→ (Y, ∗)K∇(I,J) . The folded higher Whitehead map is the
composite

∇(I,J) ◦ hKw ( f1, . . . , fm) : (CX, X)∂∆m−1 −→ (Y,∗)K −→ (Y,∗)K∇(I,J) .

For the statement of the main theorem in this section, we begin with two preparatory
Lemmata.
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Lemma 3.12. Let m ≥ 2. For i ∈ [m], let fi : ΣXi −→ (Y, ∗)Ki where the vertex set of Ki is
denoted [li]. Suppose for simplicial complexes K,K′ on [l] = [∑ li] such that
∂∆m−1⟨K1, . . . ,Km⟩ ⊆ K,K′, that K∇(I,J) = K′

∇(I,J). Then

∇(I,J) ◦ hKw ( f1, . . . , fm) = ∇(I,J) ◦ hK
′

w ( f1, . . . , fm).

Proof. The claim is equivalent to the claim that the following diagram commutes,
where the top row is ∇(I,J) ◦ hKw ( f1, . . . , fm), and the bottom row is
∇(I,J) ◦ hK

′
w ( f1, . . . , fm).

X1 ∗ · · · ∗ Xm (Y, ∗)∂∆m−1⟨K1,...,Km) (Y, ∗)K (Y, ∗)K∇(I,J)

X1 ∗ · · · ∗ Xm (Y, ∗)∂∆m−1⟨K1,...,Km) (Y, ∗)K′
(Y, ∗)K

′
∇(I,J)

hw( f1,..., fm) ∇(I,J)

hw( f1,..., fm) ∇(I,J)

Commutativity of the left-hand square is immediate, and commutativity of the
right-hand rectangle follows from the asssumption that K∇(I,J) = K′

∇(I,J).

We define the following complex. Let I ⊆ [l] and let j ∈ [l] where j /∈ I. We define

L = K∇(I,j)⟨•, . . . , •, ∆|I|−1, •, . . . , •⟩

where the substitution occurs at the vertex {j}.

To paraphrase, the next lemma is the statement that L is the largest complex among all
pre-images of the folded complex K∇(I,j), when the fold is considered as an operation
from simplicial complexes on vertex set [l] to simplicial complexes on vertex set
[l − |I|+ 1|.

Lemma 3.13. Suppose that a complex K′ is such that K′
∇(I,j) ⊆ K∇(I,j) Then K′ ⊆ L.

Proof. We show that for all σ ∈ K′, then σ ∈ L. Let σ = σI ⊔ σ[m]\I ∈ K′, where σI ⊆ I
and σ[m]\I ⊆ [m]\I. If σI = ∅, the claim follows immediately. Suppose that σI ̸= ∅.
Since L′

∇(I,j) ⊆ K∇(I,j), then ∇(I, j)(σ) = {j} ⊔ σ[m]\I ∈ K∇(I,j). Since by construction
I ⊔ {j} ⊔ σ[m]\I ∈ L, then since σI ⊆ I, it follows that σ ∈ L.

The following Theorem characterises the triviality of the folded higher Whitehead
map in terms of the underlying combinatorics.

For m ≥ 2, let K be a simplicial complex on [l] = [l1] ⊔ · · · ⊔ [lm] such that
∂∆⟨K1, . . . ,Km⟩ ⊆ K.
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Theorem 3.14. Suppose that for all i ∈ I, Yi = Yj is an H-space. Then, the following are
equivalent.

1. The folded higher Whitehead map

∇(I,j) ◦ hKw ( f1, . . . , fm) : X1 ∗ · · · ∗ Xm −→ (Y,∗)K∇(I,j)

is trivial,

2. Either

(i) There exists K′ such that K∇(I,j) = K′
∇(I,j), where K′ is such that for some

i ∈ [m], K′ ⊇ ∂∆m−1⟨K1, . . . ,K′
i , . . . ,Km⟩ where K′

i is a trivialising complex for
fi : ΣXi −→ (Yi, ∗)Ki , or

(ii) There exists K′ such that K∇(I,j) = K′
∇(I,j), where

K′ ⊇ ∆m−1⟨K1, . . . ,Km⟩

3. The map hLw( f1, . . . , fm) is trivial.

Proof. We first show that (1) ⇐⇒ (2).

We prove the forward implication first. The map ∇(I,j) ◦ hKw is trivial if and only if there
exists an extension ϕ for which the following diagram commutes up to homotopy

(ΣX, ∗)∂∆m−1
(Y, ∗)∂∆m−1⟨K1,...,Km⟩ (Y, ∗)K (Y, ∗)K∇(I,j)

∏m
i=1 ΣXi

ι

ϕ (3.11)

Composing with the inclusion ι : (Y, ∗)K∇(I,j) ↪−→ ∏i∈[l]\I Yi, it follows from the
universal property of the product that ι ◦ ϕ ≃ ∇(I,j) ◦ ( f1 × · · · × fm). This implies that
either K∇(I,J) ⊇ ∆m−1⟨K1, . . . ,Km⟩, or that there exists i ∈ [m] such that

∇(I,j) ◦ ( f1 × · · · × fm) ≃ ∇(I,j) ◦ ( f1 × · · · × fi−1 × ∗× fi+1 × · · · × fm)

which implies that K∇(I,J) = K′
∇(I,J), for some K′ ⊇ ∂∆m−1⟨K1, . . . ,K′

i , . . . ,Km⟩, where
K′

i is a trivialising complex for fi.

We now prove the backwards implication. Suppose that there exists K′ such that
K∇(I,j) = K′

∇(I,j), where K′ is such that for some i ∈ [m],
K′ ⊇ ∂∆m−1⟨K1, . . . ,K′

i , . . . ,Km⟩ where K′
i is a trivialising complex for

fi : ΣXi −→ (Yi, ∗)Ki . Then, by Lemma 3.12 ∇(I,j) ◦ hKw = ∇(I,j) ◦ hK
′

w , and since hK
′

w is
trivial by Theorem 3.8, then ∇(I,j) ◦ hKw is trivial.
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On the other hand, if K∇(I,j) ⊇ ∆m−1⟨∂∆l1−1, . . . , ∂∆lm−1⟩, then the map
ϕ = ∇(I,j) ◦ ( f1 × · · · × fm) makes the diagram (3.11) commute up to homotopy, and
therefore ∇(I,j) ◦ hKw .

We now show that (2) ⇐⇒ (3). We prove the forward implication first. Suppose that
either (2)(i) or (2)(ii) holds. Then by Lemma 3.13, K′ ⊆ L. Then hLw is equal to the
composite

hLw : X1 ∗ · · · ∗ Xm
hK

′
w−−→ (Y,∗)K′

↪−→ (Y,∗)L,

and since hK
′

w is trivial, then hLw is trivial.

We now prove the backwards implication. Suppose that hLw is trivial. Then, since
L∇(I,j) = K∇(I,j), it follows from Lemma 3.12 that ∇(I,j) ◦ hKw is trivial. Since
(1) ⇐⇒ (2), the claim follows.

Example 3.15. i) Let K = ∂∆2 ⊔ • on the vertex set [4]. For each i ∈ [4], suppose that
Xi = S1, Yi = CP∞ and fi : ΣS1 = S2 −→ CP∞ is the inclusion of the bottom cell.
Denote by ∇(4,1) the fold of vertex 4 into vertex 1.

Then by Theorem 3.14, the folded higher Whitehead map

∇(4,1) ◦ hw(hw( f1, f2, f3, f4) : S6 −→ (CP∞, ∗)∂∆2

is non-trivial.

Since there is a homotopy fibration sequence

m

∏
i=1

S1 −→ ZK −→ DJK −→
m

∏
i=1

CP∞

where DJK = (CP∞, ∗)K is the Davis-Januszkiewics space, we obtain that for n ≥ 3,
πn(DJK) ∼= πn(ZK). In this case, we obtain that there is a non-trivial map
S6 −→ ZK ≃ S5.

ii) Let K = •[5]. For each i ∈ [5], suppose that Xi = S1, Yi = CP∞, and fi : S2 −→ CP∞

is again the inclusion of the bottom cell.

Denote by ∇{3,4,5},{1,2} a choice of fold which folds each of the vertices in {3, 4, 5} into
either vertex {1} or {2}. The resulting folded higher Whitehead map

∇{3,4,5},{1,2} ◦ hw(hw(hw(hw( f1, f2), f3), f4), f5) : S6 −→ CP∞ ∨ CP∞

is non-trivial. By the same argument as in the previous example, for each choice of fold
∇{3,4,5},{1,2} we obtain a non-trivial map S6 −→ S3.
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3.5 Relations

In this section we examine relations among the homotopy classes of higher Whitehead
maps. These relations are realised in polyhedral products associated to a family of
simplicial complexes which we refer to as identity complexes. We begin by defining
these complexes. We then studying their combinatorial properties, before proceeding
with our study of the relations themselves.

Given a vertex set [m], a k-partition Π is a collection {P1, . . . , Pk} of pairwise disjoint
subsets of [m] such that

⋃k
i=1 Pi = [m].

Definition 3.16. Let Π = {P1, . . . , Pk} denote a k-partition of of [m], where for i ∈ [k],
Pi = {pi1 , . . . , pini

}. The identity complex KΠ is defined by

KΠ = skk−3 ∆k−1(∂∆n1−1, . . . , ∂∆nk−1).

We make use of two further equivalent definitions of identity complexes, in order to
streamline our subsequent discussion of their properties. In order to prove the
equivalence of these three definitions, we recall Proposition 2.24, which describes the
minimal missing faces of polyhedral join products.

Proposition 2.24. Let K be a simplicial complex on [m], and let (K1,L1), ..., (Km,Lm) be
simplicial pairs on vertex sets [l1], ..., [lm] respectively. Then,

MF
(
(Ki,Li)

∗K
)
= {J ∈ MF(Ki) | i ∈ K}⊔

{⊔
i∈L

Ji | L ∈ MF(K), Ji ∈ MF(Li), Ji ∈ Ki

}
.

It follows from Proposition 2.24 that the minimal missing faces of K(K1, . . . ,Km) are
given by

MF(K(K1, . . . ,Km)) =

{⊔
i∈L

Ji | L ∈ MF(K), Ji ∈ MF(Ki)

}
so that

MF(skk−3 ∆k−1(∂∆n1−1, . . . , ∂∆nk−1)) = {{[m]\{i1, . . . , ini}} | i = 1, . . . , k} . (3.12)

Since a simplicial complex is determined by its set of minimal missing faces, an
equivalent definition of KΠ, the second of our three equivalent definitions, is to specify

MF(KΠ) = {[m]\Pi | i ∈ [k]}. (3.13)

The following is the third equivalent definition of KΠ.
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For a simplicial complex K on [m], given a subset J ⊆ [m], if ∂∆|J|−1 ⊆ KJ , we denote
by ∂∆[j1, . . . , jm] the subcomplex ∂∆|J|−1 ⊆ KJ . Observe that this is not necessarily a
full subcomplex.

Proposition 3.17. Let [m] = [n1] ⊔ · · · ⊔ [nk] and denote the vertex set [ni] by {i1, . . . , ini}.
Then,

skk−3 ∆k−1(∂∆n1 , . . . , ∂∆nk) =
k⋃

i=1

∂∆⟨∂∆[j1, . . . , jri ], i1, . . . , ini⟩

where {j1, . . . , jri} = [m]\{i1, . . . , ini}.

Proof. Recall that two finite simplicial complexes are equal if and only if their
Alexander duals are equal, and that the maximal simplices of the Alexander dual L̂ of
any simplicial complex L are the complements to the minimal missing faces of L.
Therefore by (i), the Alexander dual of skk−3 ∆k−1(∂∆n1 , . . . , ∂∆nk) is given by⊔k

i=1 ∆[i1, . . . , ini ].

On the other hand, let Ki = ∂∆⟨∂∆[j1, . . . , jri ], i1, . . . , ini⟩. Then by Proposition 2.24, for
i = 1, . . . , k,

K̂imax = {[m]\{j1, . . . , jri} ⊔ {[m]\{j, i1, . . . , ini} | j ∈ Ji}

= {i1, . . . , ini} ⊔ {Ji\{j} | j ∈ Ji}.

Then
k̂⋃

i=1

Ki =
k⋂

i=1

K̂i =
k⋂

i=1

(
K̂imax

)
=

k⊔
i=1

∆[i1, . . . , ini ]

and the result follows.

We are now ready to define the spaces which are the codomains of the higher
Whitehead maps which we will prove satisfy certain families of relations.

Let Π = {P1, . . . , Pk} be a k-partition of [m], and for each i ∈ [k] denote by
Pi = {pi1 , . . . , pini

} and by Qi = [m]\Pi = {qi1 , . . . , qiri
}. Suppose that we are given

maps fl : ΣXl −→ Yl for each l ∈ [m]. It follows from Proposition 3.17 that for each
i ∈ [k], ∂∆⟨∂∆[qi1 , . . . , qiri

], pi1 , . . . , pini
⟩ ⊆ KΠ, so that by Definition 3.1, for all i ∈ [k],

the substituted higher Whitehead maps

ξi ◦ hKΠ
w

(
hw

(
fqi1

, . . . , fqiri

)
, fpi1

, . . . , fpini

)
◦ σi : Σm−2X1 ∧ · · · ∧ Xm −→ (Y,∗)KΠ

(3.14)

are well-defined, where for each i ∈ [k], ξi is the restriction of the permutation

Yqi1
× · · · × Yqiri

× Ypi1
× · · · × Ypini

−→ Y1 × · · · × Ym



3.5. Relations 51

and where σi is the permutation

Σm−2X1 ∧ · · · ∧ Xm −→ Σni
(

Σri−2Xqi1
∧ · · · ∧ Xqiri

)
∧ Xpi1

∧ · · · ∧ Xpini
.

To keep the notation from becoming too cumbersome, for each i ∈ [k], we denote the
map (3.14) by ih

KΠ
w .

With a view to analysing the relations among these higher Whitehead maps, we begin
by proving that they’re non-trivial.

Proposition 3.18. Suppose that for each l ∈ [m], fl : ΣXl −→ Yl is non-trivial. Then for each
i = 1, . . . , k, the map

ihKΠ
w : Σm−2X1 ∧ · · · ∧ Xm −→ (Y,∗)KΠ

is non-trivial.

Proof. Fix a choice of i ∈ [k]. By Theorem 3.8, since ξi and σi are homeomorphisms,
then ih

KΠ
w is trivial if and only if either ∆⟨∂∆[qi1 , . . . , qiri

], pi1 , . . . , pini
⟩ ⊆ KΠ or

∂∆⟨∆[qi1 , . . . , qiri
], pi1 , . . . , pini

⟩ ⊆ KΠ. Since by (3.12) Qi = {qi1 , . . . , qiri
} is a missing

face of KΠ, then ∂∆⟨∆[j1, . . . , jri ], i1, . . . , ini⟩ is not a subcomplex. Furthermore, since for
all i′ ∈ [k], Qi′ is a minimal missing face of KΠ, but the only minimal missing face of
∆⟨∂∆[qi1 , . . . , qiri

], pi1 , . . . , pini
⟩ ⊆ KΠ is Qi, ∆⟨∂∆[qi1 , . . . , qiri

], pi1 , . . . , pini
⟩ is also not a

subcomplex of KΠ.

We now proceed to the statement of our main theorem, which is that the homotopy
classes of these maps satisfy a relation encoded by the combinatorics of KΠ.

Theorem 3.19. Let Π = {P1, . . . , Pk} be a k-partition of [m], and for each i ∈ [k] denote by
Pi = {pi1 , . . . , pini

} and by Qi = [m]\Pi = {qi1 , . . . , qiri
}. Suppose that we are given maps

fl : ΣXl −→ Yl for each l ∈ [m] such that Xl = ΣX̃l . Then the map

k

∑
i=1

ihKΠ
w : Σm−2X1 ∧ · · · ∧ Xm −→ (Y,∗)KΠ (3.15)

is trivial, where each summand is non-trivial.

We postpone the proof of Theorem 3.19 to Section 3.7.

We proceed with examples after the following proposition, which proves that the
relation of Theorem 3.19 is minimal, in an appropriate sense.
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Proposition 3.20. Under the assumptions of Theorem 3.19, for a subset J ⊊ [k], the map

∑
i∈J

ihKΠ
w : Σm−2X1 ∧ · · · ∧ Xm −→ (Y,∗)KΠ

is non-trivial.

Proof. For contradiction, suppose that there exists J ⊊ [k] such that ∑i∈J ih
KΠ
w is trivial.

Recall that the minimal missing faces of KΠ are MF(KΠ) = {[m]\Pi | i ∈ [k]}. Fix a
choice of s ∈ [k]\J. Define the complex L = KΠ ⊔ {Pi | i ∈ [k]\J, i ̸= s}, whose
minimal missing faces are {[m]\Pi | i ∈ J ⊔ {s}}.

Composing with the inclusion induced by the inclusion of simplicial complexes
KΠ −→ L, it follows that for each i ∈ [k]\J with i ̸= s, the composite

ι ◦ ihKΠ
w : Σm−2X1 ∧ · · · ∧ Xm −→ (Y,∗)KΠ −→ (Y,∗)L

is trivial, whilst the same composite for i ∈ J ⊔ {s} is non-trivial. Therefore

∑
i∈[k]

ι ◦ ihKΠ
w = ∑

i∈J⊔{s}
ι ◦ ihKΠ

w : Σm−2X1 ∧ · · · ∧ Xm −→ (Y,∗)KΠ −→ (Y,∗)L

=

(
∑
i∈J

ι ◦ ihKΠ
w

)
+ ι ◦ shKΠ

w : Σm−2X1 ∧ · · · ∧ Xm −→ (Y,∗)L.

Since ∑i∈[k] ι ◦ ih
KΠ
w is trivial, and

(
∑i∈J ι ◦ ih

KΠ
w

)
is trivial by assumption, it follows

that the map ι ◦s hKΠ
w is trivial, which is a contradiction.

In the following examples, we show how the theorem gives rise to relations among
higher Whitehead maps of varying arity.

Example 3.21. Let m ≥ 3. For all i ∈ [m], let fi : ΣXi −→ Yi such that Xi = ΣX̃i.

1) Let Π1 = {{1}, {2}, {3}}. Then J1 = {2, 3}, J2 = {1, 3} and J3 = {1, 2}, and
KΠ1 = •[3]. Then

h
KΠ1
w (hw( f2, f3), f1) ◦ σ1 + h

KΠ1
w (hw( f1, f3), f2) ◦ σ2

+ h
KΠ1
w (hw( f1, f2), f3) ◦ σ3 : ΣX1 ∧ X2 ∧ X3 −→ Y1 ∨ Y2 ∨ Y3

is trivial.

In the case that Y1 = Y2 = Y3, then by composing with the fold map, we recover the
graded Jacobi-identity for generalised Whitehead products.
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2) Generalising the previous example, let Π2 = {{1}, . . . , {m}}. Then k = m, and for
each i ∈ [m], Qi = {1, . . . , î, . . . , m} for i ∈ [m] and KΠ2 = skm−3 ∆m−1. Then

1h
KΠ2
w (hw ( f2, . . . , fm) , f1) + · · ·

+m h
KΠ2
w (hw ( f1, . . . , fm−1) , fm) : Σm−2X1 ∧ · · · ∧ Xm −→ (Y,∗)KΠ2

is trivial. This recovers Hardie’s relation [16], which he proved in the special case that
each Xi is a sphere.

3) Let Π3 = {{1}, {2, 3}, {4}}. Then Q1 = {2, 3, 4}, Q2 = {1, 4} and Q3 = {1, 2, 3}.
Then KΠ3 is depicted in Figure 3.1, and

FIGURE 3.1: A drawing of KΠ3

1

3

2

4

1h
KΠ3
w (hw( f2, f3, f4), f1) + 2h

KΠ3
w (hw( f1, f4), f2, f3)

+ 3h
KΠ3
w (hw( f1, f2, f3), f4) : Σ2X1 ∧ X2 ∧ X3 ∧ X4 −→ (Y,∗)KΠ3

is trivial.

4) Let Π = {{1}, {2, 3}, {4}} and let K1 = ∂∆2 and K4 = ∂∆1. Let g11 , g12 , g13 , g41 , g42

be non-trivial maps, and let

g1 = hw(g11 , g12 , g13) : Σ2X11 ∧ X12 ∧ X13 −→ (Y,∗)K1 and

g4 = hw(g41 , g42) : ΣX41 ∧ X42 −→ (Y,∗)∂∆1

and let gi : ΣXi −→ Yi be non-trivial maps for i = 2, 3.

Consider the fold ∇41,11 . Then

∇(41,11) ◦ hw(hw(g2, g3, hw(g41 g42), hw(g11 , g12 , g13) ◦ σ1

+∇(41,11) ◦ hw(hw(hw(g11 , g12 , g13), hw(g41 , g42)), g2, g3) ◦ σ2

+∇(41,11) ◦ hw(hw(hw(g11 , g12 , g13), g2, g3), hw(g41 , g42)) :

Σ2X1 ∧ X2 ∧ X3 ∧ X4 −→ (Y, ∗)L

is trivial, where L = ∂∆⟨∂∆2, 2, 3, 42⟩. Furthermore, each term is non-trivial, since
11 ∈ J is contained in the missing face {11, 12, 13} of K1.
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3.6 Applications to the higher Whitehead product

In this section, we apply our results to the study of the higher Whitehead product of
Porter [21].

We begin with the definition.

Definition 3.22. Suppose that we are given maps fi : ΣXi −→ Y for each i ∈ [m],
m ≥ 2. Denote by

ρ :
m∗

i=1
Xi −→ FW(ΣX1, . . . , ΣXm)

the map (3.3). The higher Whitehead product is the set

[ f1, . . . , fm] = {[ϕ ◦ ρ] |ϕ|ΣX1∨···∨ΣXm ≃ f1 ∨ · · · ∨ fm}

Observe that in the case that m = 2, then the higher Whitehead product [ f1, f2]

contains exactly one element, and composing [ f1, f2] ∈ [X1 ∗ X2, Y ∨ Y] with the fold
map recovers the generalised Whitehead product.

If m ≥ 3, the higher Whitehead product map be empty, may contain a single class, or
may contain many classes. In the latter case, the higher Whitehead product is said to
have non-trivial indeterminacy.

If a higher Whitehead product contains the trivial class, then it is said to be trivial.
Notice that with this definition, a higher Whitehead product containing non-trivial
classes may nevertheless be trivial.

Abramyan and Panov’s [1] work established the study of higher Whitehead products
in moment-angle complexes. By constructing and analysing particular classes within
certain higher Whitehead products, they characterise[1, Theorem 5.2] both the
non-emptiness and non-triviality of these higher Whitehead products in π∗(ZK) in
terms of the underlying combinatorics. The particular classes which Abramyan and
Panov analyse are higher Whitehead maps of inclusions µi : S2 ↪−→ CP∞.

In the Example 3.24, we answer a question posed in [1, Example 7.3]. Using the higher
Whitehead map, we construct an infinite family of trivial higher Whitehead products
with non-trivial indeterminacy. Applying it to the special case of a higher Whitehead
of maps µi : S2 ↪−→ CP∞, we show that there exist examples of moment-angle
complexes whose wedge summands are non-trivial elements of trivial higher
Whitehead products.

We first have the following preliminary proposition.
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Proposition 3.23. Let K be a complex on [l1] ⊔ · · · ⊔ [lm] such that ∂∆⟨K1, . . . ,Km⟩ ⊆ K.
Then

[hKw ( f1, . . . , fm)] ∈ [ι1 ◦ f1, . . . , ιm ◦ fm].

where ιi : (Yi, ∗)Ki ↪−→ (Y, ∗)K denotes the map of polyhedral products induced by the
simplicial inclusion Ki ↪−→ K.

Proof. The following diagram commutes

∨m
i=1 ΣXi (ΣX, ∗)•m−1

(Y, ∗)•m−1
Y, ∗)K

FW(ΣX1, . . . , ΣXm) (ΣX, ∗)∂∆m−1
(Y, ∗)∂∆m−1

(Y, ∗)K

by naturality of the polyhedral product with respect to simplicial inclusions and
continuous maps of pairs. The map hKw ( f1, . . . , fm) is the composite of

ρ :
m∗

i=1
Xi −→ FW(ΣXi) with the bottom row of the diagram, while the composite along

the top row is the map
∨m

i=1(ιi ◦ fi). Thus hKw ( f1, . . . , fm) is the composite of ρ with an
extension of the map

∨m
i=1(ιi ◦ fi) to FW(ΣX1, . . . , ΣXm).

Example 3.24. Let n1 ⩾ 2 and k ⩾ 3, K1 = ∂∆n1−1 on vertex set [n1] and for all 2 ⩽ i ⩽ k,
let Ki = •.

Define a complex K on vertex set [m] = [n1] ⊔ [k − 1] by

K = ∂∆k−1⟨K1, . . . ,Kq⟩ ∪ ∆ni−1

= ∂∆k−1⟨∂∆n1−1, •, . . . , •⟩ ∪ ∆ni−1

For each i ∈ [n1], let f1i : ΣX1i −→ Y1i be non-trivial, and define
f1 = h∂∆n1−1

w ( f11 , . . . , f1p) : (CX, X)∂∆n1−1 −→ (Y1, ∗)∂∆n1−1
. For 2 ⩽ i ⩽ k, let

fi : ΣXi −→ (Yi, ∗)Ki be non-trivial. By Proposition 3.23, the map hKw ( f1, . . . , fk) is an
element of the higher Whitehead product [ι1 ◦ f1, . . . , ιk ◦ fk]. Since the map ι1 ◦ f1 is trivial,
then 0 ∈ [ι1 ◦ f1, . . . , ιk ◦ fk] by Theorem 3.3. On the other hand, by Theorem 3.8, the map
hKw ( f1, . . . , fk) is non-trivial since K contains neither ∆k−1⟨∂∆n1−1, •, . . . , •⟩ nor
∂∆k−1⟨∆n1−1, •, . . . , •⟩. Therefore, the higher Whitehead product [ι ◦ f1, . . . , ι ◦ fk] has
non-trivial indeterminacy.

The case where n1 = k = 3 was considered in [1] in the special case of the map ZK −→ DJK.
In particular it was observed that there is a wedge summand S10 of ZK such that the composite
S10 ↪−→ ZK −→ DJK is not a representative of an element of a non-trivial higher Whitehead
product. The previous example shows that this composite is the higher Whitehead map
hKw ( f1, . . . , fk), which is a non-trivial element of the trivial higher Whitehead product
[ι1 ◦ f ,

1 . . . , ιk fk].
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3.7 Proof of main theorem

In this section, we prove Theorem 3.19. We begin by recalling the statement.

Theorem 3.19. Let m ≥ 3. Let Π = {P1, . . . , Pk} be a k-partition of [m]. Suppose that we
are given maps fl : ΣXl −→ Yl for each l ∈ [m] such that Xl = ΣX̃l . Then the map

k

∑
i=1

ihKΠ
w : Σm−2X1 ∧ · · · ∧ Xm −→ (Y,∗)KΠ (3.16)

is trivial, and for any subset ∅ ̸= J ⊊ [k], the sum ∑i∈J ih
KΠ
w is non-trivial.

Before outlining our approach to the proof, we set up notation and clarify terminology.

Throughout the proof, we assume that we have been given an m-tuple of CW
complexes Xl such that Xl = ΣX̃l , and a k-partition of m denoted Π. For each i ∈ [k]
we denote by Pi = {pi1 , . . . , pini

} and by Qi = [m]\Pi = {qi1 , . . . , qiri
}. Depending on

context, we interchange between indexing spaces and maps by their position l ∈ [m],
or by the partition that they are in and their position in that partition. Doing the latter
is necessary at times to avoid significant ambiguity in our notation, but has the
downside that it results in notation like Xpini

, or fqi t
.

Given an m-tuple of pairs (X, A) and a simplicial complex K, for a simplicial
subcomplex L ⊆ K on a subset of the vertex set J ⊆ [m], where it does not cause
ambiguity, we abuse notation by denoting by (X, A)L the polyhedral product on the
tuple obtained by deleting the pairs in the tuple (X, A) which correspond to elements
of [m]\J.

Until this point in this thesis, when referring to a space, we have implicitly been
referring to that space up to homotopy, and have freely interchanged between models
where needed. This proof necessitates working with specific topological models at
times, whilst referring to spaces up to homotopy at others. We will clarify specifically
when we are working with a specific model of a space, and otherwise it can be
assumed that we are working up to homotopy.

We introduce the following notation.

Σ̂W =
⋃

i∈[m]

CX1 × · · · × Xi × · · · × CXm

= (CX, X)∂∆m−1

ĈΣW = CX1 × · · · × CXm

= (CX, X)∆m−1
.
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For each i ∈ [k], we denote by

W̃i = Σri−2Xqi1
∧ · · · ∧ Xqi ri

Σ̂W i =
⋃

t∈Qi

(
CXqi1

× · · · × Xt × · · · × CXqi ri

)
= (CX, X)∂(∆m−1

Qi
)

ĈΣW i = CXqi1
× · · · × CXqi ri

= (CX, X)(∆
m−1
Qi

)

Ŵi =
⋃

s∈Pi

(
CW̃i × CXpi1

× · · · × Xs × · · · × CXpini

)
∪
(

W̃i × CXpi1
× · · · × CXpini

)
= Wi ∗ Xpi1

∗ · · · ∗ Xpini
.

We denote by Y = FW(Y1, . . . , Ym) = (Y, ∗)∂∆m−1
and Z = (Y, ∗)KΠ ⊆ Y.

Recall that ξi is the restriction of the permutation

Yqi1
× · · · × Yqiri

× Ypi1
× · · · × Ypini

−→ Y1 × · · · × Ym

and σi is the permutation

Σm−2X1 ∧ · · · ∧ Xm −→ Σni
(

Σri−2Xqi1
∧ · · · ∧ Xqiri

)
∧ Xpi1

∧ · · · ∧ Xpini
.

For each i ∈ [k], we denote by ih
KΠ
w the map

ξi ◦ hKΠ
w

(
hw

(
fqi1

, . . . , fqiri

)
, fpi1

, . . . , fpini

)
◦ σi : Σm−2X1 ∧ · · · ∧ Xm −→ (Y,∗)KΠ

With this set up, our statement becomes abbreviated to the statement that the map

k

∑
i=1

ihKΠ
w : W −→ Z

is trivial, and for any subset ∅ ̸= J ⊊ [k], the sum ∑i∈J ih
KΠ
w is non-trivial.
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3.7.1 Overview

Before proceeding with the proof itself, we provide a preliminary overview of the
argument, outlining the key steps at each stage.

Our method is to show that ∑k
i=1[ih

KΠ
w ] = ∂(j([hw( f1, . . . , fm)])), where ∂ and j are

maps in a particular long exact sequence, when it follows by exactness that this
homotopy class is zero.

The segment of the long exact sequence (see (1.11)) in question is

· · · [ΣW, Y] [(CW, W), (Y, Z)] [W, Z] · · ·j ∂ (3.17)

where j is the map induced by the inclusion, and ∂ is induced by the restriction.

We begin by defining the relative higher Whitehead map, which we make use of later
in the proof. This comprises step one.

The second step is to analyse j([hw( f1, . . . , fm)]). For this we model ΣW by a space Σ̂W.
We then define a family of CW-pairs {(Fi, Zi)}i∈[k], each homotopy equivalent as a pair
to (CW, W), and where Fi ⊆ Σ̂W, satisfying certain conditions with respect to the
higher Whitehead map hw( f1, . . . , fm) : Σ̂X −→ Y. We show that in these conditions,

j([hw( f1, . . . , fm)]) = ∑
i
[hw( f1, . . . , fm)|Fi ◦ hi]

= ∑
i
[hw( f1, . . . , fm)|Fi ] ∈ [(CW, W), (Y, Z)]

where for each i ∈ [k], hi : (CW, W) −→ (Fi, Zi) is a homotopy equivalence whose
notation we suppress.

For each i ∈ [k] we show that the map hw( f1, . . . , fm)|Fi : (CW, W)) −→ (Y, Z) is
homotopic to a particular relative higher Whitehead map pre-composed with a
coordinate permutation. We apply the boundary map ∂ : [(CW, W), (Y, Z)] −→ [W, Z]
to each relative Whitehead map in the sum, and the result follows by exactness.

We now give a detailed breakdown of our approach to each step of proof.
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Step one: i) We define the relative higher Whitehead map; for a map of pairs
f : (CΣX, ΣX) −→ (Z, B), and maps fl : ΣXl −→ Yl for l = 1, . . . , m the
relative higher Whitehead map is a map of pairs

Relhw( f , f1, . . . , fm) : (CX ∗ X1 ∗ · · · ∗ Xm, X ∗ X1 ∗ · · · ∗ Xm)

−→ (FW(Z, Y1, . . . , Ym), FW(B, Y1, . . . , Ym))

which restricts to the higher Whitehead map

hw( f |ΣX, f1, . . . , fm) : X ∗ X1 ∗ · · · ∗ Xm −→ FW(B, Y1, . . . , Ym)

ii) We show that

∂([Relhw( f , f1, . . . , fm)]) = [hw( f |ΣX, f1, . . . , fm)]. (3.18)

Step two: We show that

ĵ([hw( f1, . . . , fm)]) =
k

∑
i=1

[hw( f1, . . . , fm)|Fi ]

=
k

∑
i=1

([Relhw(ψi, f1, . . . , fm) ◦ σi]) ∈
[
(ĈW, Ŵ), (Y, Z)

]
(3.19)

where ψi is a map which we outline below.

In order to summarise our approach to proving statement (3.19), we first clarify
notation, and make preliminary observations.

For all l ∈ [m], we denote by f̂l : (CXl , Xl) −→ (Yl , ∗) the map of pairs obtained
from fl : ΣXl −→ Yl , by defining f̂l(x, t) 7→ fl(x) for t > 0, and f̂l(x, 0) 7→ ∗Yl .
Recall that

ĈΣW = (CX, X)∆m−1

Σ̂W = (CX, X)∂∆m−1

ĈΣW i = (CX, X)∆ri−1

Σ̂W i = (CX, X)∂∆ri−1

and observe that there is a homotopy equivalence of pairs
(ĈΣW, Σ̂W) ≃ (CΣW, ΣW). We define the map of pairs

ψ = ∏
l∈[m]

f̂l :
(

ĈΣW, Σ̂W
)
−→

(
(Y,∗)∆m−1

, (Y,∗)∂∆m−1
)
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and for all i ∈ [k], we define the map of pairs

ψi = ∏
t∈Qi

f̂t :
(

ĈΣW i, Σ̂W i

)
−→

(
(Y,∗)∆ri−1

, (Y,∗)∂∆ri−1
)

.

We observe that
ψ|

(CX,X)∂∆m−1 = hw( f1, . . . , fm)

and that for all i ∈ [k], ψi|Σ̂W i
= hw( fq1 , . . . , fqri

).

We now proceed with the outline of the proof of (3.19).

i) We specify a family of pairs {(Fi, Zi)}i∈[k], where Zi ⊆ Fi ⊆ Σ̂W, which
satisfy the following properties:

I) For each i ∈ [k], there is a homotopy equivalence of pairs
(Fi, Zi) ≃ (CW, W),

II) For all i, i′ ∈ [k] such that i ̸= i′, (Fi\Zi) ∩ (Fi′\Zi′) = ∅

III) For each i ∈ [k], the following maps are homotopic maps of pairs

hw( f1, . . . , fm)|Fi ≃
Relhw(ψi, fpi1

, . . . , fpini
) ◦ σi : (Fi, Zi) (3.20)

−→
(
(Y,∗)∆m−1

, (Y,∗)∂∆m−1
)

where we as before omit the homotopy equivalence
(Fi, Zi) ≃ (CW, W). Note that by definition,
Relhw(ψi, fpi1

, . . . , fpini
)|Zi = hw(hw( fqi1

, . . . , fqi ri
), fpi1

, . . . , fpini
) ◦ σi.

ii) We prove Lemma 3.36:

Lemma 3.36. Let n ≥ 2. For each i ∈ [n], let Fi ⊆ Σ̂W be contractible and
such that there exists Zi ⊆ Fi such that (Fi, Zi) ≃ (CW, W), where
W = Σm−2X1 ∧ · · · ∧ Xm. Suppose that for all i ∈ [n], the subspaces Fi\Zi

are pairwise disjoint.

Let (Y, Z) be a CW-pair, and suppose that f : Σ̂W −→ Y is such that
f ((Σ̂W\⋃i Fi) ∪ (

⋃
i Zi)) ⊆ Z for all i. Denote by

fi = f |Fi : (Fi, Zi) −→ (Y, Z), so that
[ fi] ∈ [(Fi, Zi), (Y, Z)] ∼= [(CW, W), (Y, Z)]. Let j : [Σ̂W, X] −→ [CW, W]

denote the map from the long exact sequence. Then j([ f ]) = ∑i[ fi].

iii) We apply Corollary 3.37 to the homotopy class
j([hw( f1, . . . , fm]) ∈ [(CW, W), (X, A)], when

j([hw( f1, . . . , fm)] =
k

∑
i=1

[hw( f1, . . . , fm)|Fi ]

=
k

∑
i=1

[ξi ◦ Relhw(ψi, fpi1
, . . . , fpini

) ◦ σi] (3.21)

The theorem then follows by exactness, together with (3.18).
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3.7.2 Step one: The relative higher Whitehead map

Before defining the relative higher Whitehead map, we fix notation and make
preliminary observations

Suppose that we are given CW-complexes X, X1, . . . , Xm for m ≥ 1. Then we denote by

(CX, X) = ((CX, X), (CX1, X1), . . . , (CXm, Xm))

(ΣX,∗) = ((ΣX, ∗), (ΣX1, ∗), . . . , (ΣXm, ∗))

(CXC, XC) = ((CCX, CX), (CX1, X1), . . . , (CXm, Xm))

(ΣXC, ∗C) = ((CΣX, ΣX), (ΣX1, ∗), . . . , (ΣXm, ∗)) (3.22)

and we denote by

Relρ :
(
(CXC, XC)

∂∆m
, (CX, X)∂∆m

)
−→

(
(ΣXC, ∗C)

∂∆m
, (ΣX,∗)∂∆m

)
(3.23)

the map of pairs induced by the maps of pairs (CCX, CX) −→ (CΣX, ΣX) and
(CXi, Xi) −→ (ΣXi, ∗). Observe that(

(CXC, XC)
∂∆m

, (CX, X)∂∆m
)
= (CX ∗ X1 ∗ · · · ∗ Xm, X ∗ X1 ∗ · · · ∗ Xm),(

(ΣXC, ∗C)
∂∆m

, (ΣX,∗)∂∆m
)
= (FW(CΣX, ΣX1, . . . , ΣXm), FW(ΣX, ΣX1, . . . , ΣXm))

and that
Relρ|(CX,X)∂∆m = ρ : (CX, X)∂∆m −→ (ΣX,∗)∂∆m

.

We now define the relative higher Whitehead map.

Definition 3.25. Suppose that we are given a map of pairs f : (CΣX, ΣX) −→ (Z, B),
and maps fl : ΣXl −→ Yl for l = 1, . . . , m. The relative higher Whitehead map is the
map of pairs defined by

Relhw( f , f1, . . . , fm) :
(
(CXC, XC)

∂∆m
, (CX, X)∂∆m

)
Relρ−−→

(
(ΣXC, ∗C)

∂∆m
, (ΣX,∗)∂∆m

)
−→(FW(Z, Y1, . . . , Ym), FW(B, Y1, . . . , Ym)). (3.24)

where the final map is one induced by the maps f , f1, . . . , fm.

Observe firstly that by Proposition 2.3, the relative higher Whitehead map is invariant
up to choice of representative of the homotopy class of the maps f , f1, . . . , fm.
Secondly, observe that the restriction of (3.24) to (CX, X)∂∆m

is the higher Whitehead
map hw( f |Σ̂X, f1, . . . , fm).
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Proposition 3.26. The relative higher Whitehead map Relhw( f , f1, . . . , fm) of (3.24) satisfies

∂([Relhw( f , f1, . . . , fm)]) = [hw( f |Σ̂X, f1, . . . , fm)].

Proof. Since by definition of the boundary map ∂,

∂([hw( f , f1, . . . , fm)]) = [hw( f , f1, . . . , fm)|(CX,X)∂∆m ]

the result follows immediately by the definition of hw( f , f1, . . . , fm).

3.7.3 Step two: Subspaces (Fi, Zi)

Recall that Σ̂W = (CX, X)∂∆m−1
.

Our aim now is to define the subspaces Zi ⊆ Fi ⊆ Σ̂W. Their construction requires
significant preliminary leg work; we first construct, for each l ∈ [m], a family of
subspaces of CXl . We subsequently use this construction to define, for each i ∈ [k],
spaces Fi and Zi ⊆ Fi, which are subspaces of Σ̂W.

Recall that by assumption, for all l ∈ [m] Xl = ΣX̃l . In the following, we work with the
following concrete models of the suspension and cone on the suspension.

ΣX̃l = I × X̃l/({0, 1} × X̃l), and

CΣX̃l = I′ × ΣX̃l/({1′} × ΣX̃l).

We first define, for each l ∈ [m], the following subspaces of CΣX̃l ,

D+
l =

{
(s, (t, x)) ∈ CΣX̃l | t ⩾

1
2

}
, D−

l =

{
(s, (t, x)) ∈ CΣX̃l | t ⩽

1
2

}
,

D1
l =

{
(s, (t, x)) ∈ CΣX̃l | s ⩾

3
4
− t
}

, D2
l =

{
(s, (t, x)) ∈ CΣX̃l | s ⩽

3
4
− t
}

.

We observe that CΣX̃l = D−
l ∪ D+

l = D1
l ∪ D2

l .
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We now define the following collection of subspaces of D−
l and D1

l

(B2)
−
l =

{
(s, (t, x)) ∈ D−

l | t ⩽
1
2

, s = 0
}

, (B2)
1
l =

{
(s, (t, x)) ∈ D1

l | s =
3
4
− t
}

(B1)
−
l =

{
(s, (t, x)) ∈ D−

l | t =
1
2

}
, (B1)

1
l =

{
(s, (t, x)) ∈ D1

l | t ⩾
3
4

, s = 0
}

,

E−
l =

{
(s, (t, x)) ∈ D−

l | t ⩽
1
8

}
E1

l =

{
(s, (t, x)) ∈ D1

l | t ⩾
7
8

}
,

R−
l =

{
(s, (t, x)) ∈ D−

l | t =
1
8

, s = 0
}

R1
l =

{
(s, (t, x)) ∈ D1

l | t =
7
8

, s = 0
}

,

S−
l =

{
(s, (t, x)) ∈ D−

l | t =
1
8

}
S1

l =

{
(s, (t, x)) ∈ D1

l | t =
7
8

}
,

T−
i =

{
(s, (t, x)) ∈ D−

l | t ⩽
1
8

, s = 0
}

T1
l =

{
(s, (t, x)) ∈ D1

l | t ⩾
7
8

, s = 0
}

,

C−
l =

{
(s, (t, x)) ∈ D−

l | t ⩾
1
8

}
C1

l =

{
(s, (t, x)) ∈ D1

l | t ⩽
7
8

}
and denote by B−

l = (B1)
−
l ∪ (B2)

−
l and B1

l = (B1)
1
l ∪ (B2)1

l .

We make some preliminary observations before proceeding. We observe that
(B1)

−
l
∼= (B2)

−
l
∼= CX̃l , and (B1)

−
l ∩ (B2)

−
l
∼= X̃l , from which it follows that B−

l
∼= ΣX̃l .

Similarly, (B1)
1
l
∼= (B2)1

l
∼= CX̃l , and (B1)

1
l ∩ (B2)1

l
∼= X̃l , so that B1

l
∼= ΣX̃l . We also

observe that E−
l
∼= E+

l
∼= CCX̃l , that R−

l
∼= R1

l
∼= X̃l , that S−

l
∼= S1

l
∼= CX̃l , and that

T−
l
∼= T1

l
∼= CX̃l . Finally, C−

l
∼= C+

l
∼= CCX̃l .

We utilise the construction of the above subspaces in defining the forthcoming spaces,
which will be used to define the pair (Fi, Zi).

Recall that

ĈΣW = (CX, X)∆m−1

Σ̂W = (CX, X)∂∆m−1

ĈΣW i = (CX, X)∆ri−1

Σ̂W i = (CX, X)∂∆ri−1
.

Observe that Σ̂W i ≃ Σri−1Xqi1
∧ · · · ∧ Xqiri

= ΣW̃i

For i = 1, . . . , k we define subspaces Gi ⊆ ĈΣW i and G∗
i ⊆ Gi as follows. Consider the

infinite arrays shown in Figure 3.2. If k is even choose the centrally located k × k array
from the array in Figure 3.2a, and if k is odd choose the centrally located k × k array
from Figure 3.2b. Let ηk(i, j) denote the (i, j)th entry in the selected array, where (1, 1)
is the top left entry. For now, we do not digress on the reason for constructing these
arrays in this way, and simply utilise them in the forthcoming definitions. The
relevance of the choice of construction becomes clear at Lemma 3.32. Briefly, this
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∗ 1 1 1 1 1 1 1
1 ∗ 1 1 1 1 1 −
1 1 ∗ 1 1 1 − −
1 1 1 ∗ 1 − − −
1 1 − 1 ∗ − − −
1 1 − − − ∗ − −
1 − − − − − ∗ −
− − − − − − − ∗

(A) k even

∗ 1 1 1 1 1 1
1 ∗ 1 1 1 1 −
1 1 ∗ 1 1 − −
1 1 1 ∗ − − −
1 1 − − ∗ − −
1 − − − − ∗ −
− − − − − − ∗

(B) k odd

FIGURE 3.2: Construction of arrays

choice of construction ensures that certain subspaces which we define later are
pairwise disjoint.

We now define subspaces G∗
i ⊆ Gi ⊆ ĈΣW i. For each i ∈ [k], denote by Di and Bi the

m-tuples
(

Dηk(i,j)
pj s

)
j∈[k],s∈[nj]

and
(

Bηk(i,j)
pj s

)
j∈[k],s∈[nj]

respectively, and by Dî and Bî the

ri-tuples
(

Dηk(i,j)
pj s

)
j∈[k]\i,s∈[nj]

and
(

Bηk(i,j)
pj s

)
j∈[k]\i,s∈[nj]

respectively. We define

Gi = ∏
j∈[k]\{i}

∏
s∈[nj]

Dηk(i,j)
pj s

= (Dî, Bî)
∆ri−1

G∗
i =

⋃
t∈[ri ]


 ∏

j∈[k]\{i}

 ∏
s∈[nj]

s ̸=t

Dηk(i,j)
pj s


× Bη(i,j)

pj t


= (Dî, Bî)

∂∆ri−1

Observe that since D−
l = E−

l ∪ C−
l and D1

l = E1
l ∪ C1

l , then

Gi = ∏
j∈[k]\{i}

∏
s∈[nj]

Dηk(i,j)
pj s

= ∏
j∈[k]\i

∏
s∈[nj]

(
Eηk(i,j)

pj s
∪ Cηk(i,j)

pj s

)
=

⋃
{t11 ,...,tnk}
∈{0,1}m−ni

 ∏
j∈[k]\i

∏
s∈[nj]

(
Ytjs

)ηk(i,j)

pj s



where (Y0)
ηk(i,j)
js = Eηk(i,j)

pj s
and (Y1)

ηk(i,j)
s

= Cηk(i,j)
pj s

.
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We define the following subspaces of G∗
i .

τi = G∗
i ∩ ∏

j∈[k]\i

nj

∏
s=1

Eηk(i,j)
pj s

,

κi = G∗
i ∩

 ⋃
{t11 ,...,tnk}∈{0,1}m−ni

{t11 ,...,tnk}̸={0,...,0}

 ∏
i∈[k]\j

∏
s∈nj

(
Ytjs

)ηk(i,j)

js


 ,

σi = τi ∩ κi.

Recall that ξi denotes the permutation map

Xqi1
× · · · × Xqi ri

× Xpi1
× · · · × Xpini

−→ X1 × · · · × Xm.

We define

Fi = ξi

((
Gi ×

(
ni⋃

s=1

CXpi1
× · · · × Xpi s

× · · · × CXpini

))
∪
(

τi ×
(

CXpi1
× · · · × CXpini

)))
(3.25)

Zi = ξi

((
κi ×

(
ni⋃

s=1

CXpi1
× · · · × Xpi s

× · · · × CXpini

))
∪
(

σi ×
(

CXpi1
× · · · × CXpini

)))
.

We now prove that there is a homotopy-equivalence of pairs (CW, W) −→ (Fi, Zi). For
this, we have the following preparatory lemmata.

We denote by γi : ĈΣW i −→ Gi the deformation retract defined as the product of the
deformation retracts CΣX̃qi t

−→ Dηk(i,j)
qi t

.

Lemma 3.27. For all i = 1, . . . , k, the restriction

γ∗
i = γi|Σ̂Wi

: Σ̂W i −→ G∗
i

is a homotopy equivalence.

Proof. Recall that Σ̂W i = (CΣX̃, ΣX̃)∂∆ri−1
. Then the result follows from the fact that for

all j ∈ [k]\i, and all t ∈ [rj], the deformation retract CΣX̃qj t
−→ Dηk(i,j)

qj t
can be chosen to

be a homotopy equivalence of pairs (CΣX̃qj t
, ΣX̃qj t

) ≃ (Dηk(i,j)
qj t

, Bηk(i,j)
qj t

).
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Lemma 3.28. Let δ ∈ {1,−}. For all l ∈ [m], there exists a homotopy equivalence
f : CΣX̃l −→ Dδ

l −→ Eδ
l whose restrictions f |C−X̃l

, f |C+X̃l
and f |X̃l

are homotopy
equivalences, so that the following diagram

X̃l C+X̃l

C−X̃l ΣX̃l

(B1)
δ
l ∩ (B2)δ

l (B1)
δ
l

(B2)δ
l Bδ

l

Rδ
l Tδ

l

Sδ
l Tδ

l ∪ Sδ
l

where the horizontal squares are pushouts and all vertical arrows are the restriction of the map
f to the respective subspaces, is homotopy commutative.

Proof. Recall that X̃i
∼= (B1)

δ
l ∩ (B2)δ

l
∼= Rδ

l
∼= X̃l . Define

gδ
i : X̃i −→ (B1)

δ
i ∩ (B2)δ

i −→ Rδ
i to be the composite of these homeomorphisms.

Define gδ
−i and gδ

+i similarly. It follows from the universal property of the pushout that
the pushouts are homeomorphic, and therefore the diagram is in particular homotopy
commutative.

Lemma 3.29. Recall that we denote by W̃i = Σri−2Xqi1
∧ · · · ∧ Xqiri

, so that ΣW̃i ≃ Σ̂W i,

and recall that by Lemma 3.27, γ∗
i : Σ̂W i −→ G∗

i is a homotopy equivalence. We denote by
γ∗

i : ΣW̃i −→ Σ̂W i −→ G∗
i the composite homotopy equivalence. Then the restrictions

γ∗
i |W̃i

: W̃Qi −→ σi,

γ∗
i |C+W̃i

: C+W̃i −→ τi, and C+W̃i −→ κi

are homotopy equivalences.
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Proof. We begin by proving that h∗i |W : W −→ σi is a homotopy equivalence.

Since E−
i ∩ C−

i = S−
i and E1

i ∩ C1
i = S1

i ,

σi = τi ∩ κi

= G∗
i ∩

 ∏
j∈[k]\{i}

nj

∏
s=1

Eηk(i,j)
pj s

∩
⋃

{t11 ,...,tnk}∈{0,1}m−ni

{t11 ,...,tnk}̸={0,...,0}

∏
j∈[k]\{i}

nj

∏
s=1

(
Ytjs

)ηk(i,j)

js



= G∗
i ∩

 ⋃
{t11 ,...,tnk}∈{0,1}m−ni

{t11 ,...,tnk}̸={0,...,0}

∏
j∈[k]\{i}

 nj

∏
s=1

(
Ytjs

)ηk(i,j)

js
∩ ∏

j∈[k]\{i}

nj

∏
s=1

Eηk(i,j)
pj s




= G∗
i ∩

 ⋃
{t11 ,...,tnk}∈{0,1}m−ni

{t11 ,...,tnk}̸={0,...,0}

∏
j∈[k]\{i}

nj

∏
s=1

(
Ztjs

)ηk(i,j)

js


where (Z0)

ηk(i,j)
js = Eηk(i,j)

pj s
and (Z1)

ηk(i,j)
js = Sηk(i,j)

pj l
. Since S−

i ⊂ E−
i and S1

i ⊂ E1
i , then

σi = G∗
i ∩

(
Sηk(i,1)

p11
× · · · × Eηk(i,1)

p1n1
× · · · × Eηk(i,k)

pk1
× · · · × Eηk(i,k)

pknk

∪ · · · ∪ Eηk(i,1)
p11

× · · · × Eηk(i,1)
p1n1

× · · · × Eηk(i,k)
pk1

× · · · × Sηk(i,k)
pknk

)
.

Since S−
i ∩ B−

i = R−
i , S1

i ∩ B1
i = R1

i , B−
i ∩ E−

i = T−
i , and B1

i ∩ E1
i = T1

i , then

σi =
(

Bηk(i,1)
p11

× · · · × Dηk(i,k)
pknk

)
∩
(

Sηk(i,1)
p11

× · · · × Eηk(i,k)
pknk

∪ · · · ∪ Eηk(i,1)
p11

× · · · × Sηk(i,k)
pknk

)
∪ · · · ∪

(
Dηk(i,1)

p11
× · · · × Bηk(i,k)

pknk

)
∩
(

Sηk(i,1)
p11

× · · · × Eηk(i,k)
pknk

∪ · · · ∪ Eηk(i,1)
p11

× · · · × Sηk(i,k)
pknk

)
= Rηk(i,1)

p11
× · · · × Eηk(i,k)

pknk

∪ Tηk(i,1)
p11

×
(

Sηk(i,1)
p12

× · · · × Eηk(i,k)
pknk

∪ · · · ∪ Eηk(i,1)
p12

× · · · × Sηk(i,k)
pknk

)
∪ · · · ∪ Eηk(i,1)

p11
× · · · × Rηk(i,k)

pknk

∪
(

Sηk(i,1)
p11

× · · · × Eηk(i,k)
pknk−1

∪ · · · ∪ Eηk(i,1)
p11

× · · · × Sηk(i,k)
pknk−1

)
× Tηk(i,k

pknk

)
.
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Then, by Lemma 3.28,

σi = X̃p11
× CCX̃p12

× · · · × CCX̃pknk

∪ C−X̃p11
×
(

C+X̃p12
× · · · × CCX̃pknk

∪ · · · ∪ CCX̃p12
× · · · × C+X̃pknk

)
∪ · · · ∪ CCX̃p11

× · · · × CCX̃pknk−1
× X̃pknk

∪
(

C+X̃p11
× · · · × CCX̃pknk−1

∪ · · · ∪ CCX̃p11
× · · · × C+X̃pknk−1

)
× C−X̃pknk

= X̃qi1
∗ C+X̃qi2

∗ · · · ∗ C+X̃qi ri
∪ · · · ∪ C+X̃qi1

∗ C+X̃qi2
∗ · · · ∗ X̃qi ri

(3.26)

To conclude that σi = W, we use the following observation. Suppose that B1 and B2

are contractible spaces containing A1 and A2, respectively. Since

(A1 ∗ B2) ∩ (B1 ∗ A2) = (CA1 × B2 ∪ A1 × CB2) ∩ (CB1 × A2 ∪ B1 × CA2)

= CA1 × A2 ∪ A1 × CA2

= A1 ∗ A2

then (A1 ∗ B2) ∪ (B1 ∗ A2) = ΣA1 ∗ A2. Now suppose for i = 1, . . . , k that Bi is a
contractible space containing Ai and let

D = (A1 ∗ B2 ∗ · · · ∗ Bk) ∪ (B1 ∗ A2 ∗ · · · ∗ Bk) ∪ · · · ∪ (B1 ∗ B2 ∗ · · · ∗ Ak).

Applying the above observation inductively we obtain that

D = (A1 ∗ B2 ∗ · · · ∗ Bk) ∪ (B1 ∗ A2 ∗ · · · ∗ Bk) ∪ · · · ∪ (B1 ∗ B2 ∗ · · · ∗ Ak)

= A1 ∗ (B2 ∗ · · · ∗ Bk) ∪ B1 ∗ ((A2 ∗ · · · ∗ Bk) ∪ · · · ∪ (B2 ∗ · · · ∗ Ak))

= Σ(A1 ∗ Σk−2(A2 ∗ · · · ∗ Ak))

= Σk−1 A1 ∗ · · · ∗ Ak.

Applying this to (3.26), we obtain

σi = X̃qi1
∗ C+X̃qi2

∗ · · · ∗ C+X̃qi ri
∪ · · · ∪ C+X̃qi1

∗ C+X̃qi2
∗ · · · ∗ X̃qi ri

= Σri−1X̃qi1
∗ · · · ∗ X̃qi ri

= Σ2ri−2X̃qi1
∧ · · · ∧ X̃qi ri

= Σri−2Xqi1
∧ · · · ∧ Xqi ri

= W.

Now we prove that the map γ∗
i |C+W : C+W −→ τi is a homotopy equivalence. The

proof of the map γ∗
i |C−W : C−W −→ κi being a homotopy equivalence is mutatis

mutandis the same.



3.7. Proof of main theorem 69

Since B−
i ∩ E−

i = T−
i and B1

i ∩ E1
i = T1

i then

τi = G∗
i ∩

(
Eηk(i,1)

11
× · · · × Eηk(i,1)

1n1
× · · · × Eηk(i,k)

k1
× · · · × Eηk(i,k)

knk

)
= G∗

i ∩
(

Tηk(i,1)
11

× · · · × Eηk(i,1)
1n1

× · · · × Eηk(i,k)
k1

× · · · × Eηk(i,k)
knk

∪ · · · ∪ Eηk(i,1)
11

× · · · × Eηk(i,1)
1n1

× · · · × Eηk(i,k)
k1

× · · · × Tηk(i,k)
knk

)
so by Lemma 3.28 again,

τi = G∗
i ∩

(
C−X̃11 × · · · × CΣX̃1n1

× · · · × CΣX̃k1 × · · · × CΣX̃knk

∪ · · · ∪ CΣX̃11 × · · · × CΣX̃1n1
× · · · × CΣX̃k1 × · · · × C−X̃knk

)
= C−X̃qi1

∗ · · · ∗ C−X̃qi ri

from which it follows that τi ≃ CW, as claimed.

Corollary 3.30. Recall that W̃i = Σri−2Xqi1
∧ · · · ∧ Xqi ri

. Then there is a homotopy

equivalence C−W̃i −→ κi such that the following diagram is homotopy commutative

W̃i C+W̃i

C−W̃i ΣW̃i

σi τi

κi G∗
i

where the top and bottom squares are pushouts and the vertical maps are homotopy
equivalences.

Lemma 3.31. There is a homotopy equivalence of pairs

(CW, W) −→ (Fi, Zi)

for each i = 1, . . . , k.

Proof. Recall that W̃i = Σri−2Xqi1
∧ · · · ∧ Xqiri

. Then by Lemma 3.30, there are coherent

homotopy equivalences of pairs (CΣW̃i, C+W̃i) −→ (Gi, τi) and
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(C−W̃i, W̃i) −→ (κi, σi). Therefore

Fi = ξi

((
Gi ×

(
ni⋃

s=1

CXpi1
× · · · × Xpi s

× · · · × CXpini

))
∪
(

τi ×
(

CXpi1
× · · · × CXpini

)))

= ξi

(
CΣW̃i ×

(
ni⋃

s=1

CXpi1
× · · · × Xpi s

× · · · × CXpini

)
∪ C+Wi ×

(
CXpi1

× · · · × CXpini

))
= ξi

(
C+W̃i ∗ Xpi1

∗ · · · ∗ Xpini

)
= ξi

(
C(Xqi1

∗ · · · ∗ Xqi ri
) ∗ Xpi1

∗ · · · ∗ Xpini

)
= CW

and

Zi = ξi

((
κi ×

(
ni⋃

s=1

CXpi1
× · · · × Xpi s

× · · · × CXpini

))
∪
(

σi ×
(

CXpi1
× · · · × CXpini

)))

= ξi

(
C−W̃i ×

(
ni⋃

s=1

CXpi1
× · · · × Xpi s

× · · · × CXpini

)
∪ W̃i ×

(
CXpi1

× · · · × CXini

))
= ξi

(
W̃i ∗ Xpi1

∗ · · · ∗ Xpini

)
= W

which establishes the claimed homotopy equivalence of pairs.

To recap, we have now achieved our first aim, which was to show that there is a
homotopy equivalence of pairs (CW, W) ≃ (Fi, Zi).

We now turn our focus to our second aim, which is to prove that for each i ∈ [k], the
spaces Fi\Zi are pairwise disjoint.

We first have the following technical lemmata.

Lemma 3.32. Suppose that 1 ⩽ i < j ⩽ k. Then there exists i ̸= r ̸= j such that Gi contains
a factor D1

r and Gj contains a factor D−
r .

Proof. Observe from Figure 3.2 that given any two rows i and j of a k-array, there exists
i ̸= r ̸= j such that ηk(i, r) = 1 and ηk(j, r) = −. Then by construction Gi has a factor
D1

r and Gj has a factor D−
r .
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Lemma 3.33. Let i, j ∈ [k] such that i < j. Then,

Gi ∩ Gj = ĈΣW i ∩ ĈΣW j ∩
(

Dηk(i,1)
11

× · · · × Dηk(i,1)
1n1

× · · · × Dηk(i,k)
k1

× · · · × Dηk(i,k)
knk

)
Proof. This follows immediately from the definition of Gi and Gj.

We now proceed with the main statement which we prove in this step.

Lemma 3.34. Let W = Σm−2X1 ∧ · · · ∧ Xm. If i, j ∈ [k] such that i ̸= j, then

(Fi\Zi) ∩ (Fj\Zj) = ∅.

Proof. Fix i and j with i ̸= j, and without loss of generality, suppose that i < j. We
show that Fi ∩ Fj ⊂ Zi ∩ Zj, from which the claim follows. Define

H = ξi

(
Gi ×

ni⋃
s=1

CXi1 × · · · × Xp1s
× · · · × CXpini

)

∩ ξ j

(
Gj ×

nj⋃
s=1

CXpj1
× · · · × Xpj s

× · · · × CXpjnj

)
.

Comparing coordinates, since D−
k ∩ Xk ⊂ B−

k and D1
k ∩ Xk ⊂ B1

k , then

H ⊂ ξi

(
G∗

i ×
ni⋃

s=1

CXpi1
× · · · × Xpi s

× · · · × CXpini

)

∩ ξ j

(
G∗

j ×
nj⋃

s=1

CXpj1
× · · · × Xpj s

× · · · × CXpjnj

)
.

By Lemma 3.32, there is i ̸= r ̸= j such that Gi has a factor D1
r and Gj has a factor D−

r .
Then, denoting by πr the projection onto the r-th coordinate, since
πr(τi) ∩ D−

r = πr(τj) ∩ D1
r = ∅, it follows that for α ∈ {i, j},

H ∩ ξα

(
τα ×

nα⋃
s=1

CXqα1
× · · · × Xqαs

× · · · × CXqαnα

)
= ∅.

Therefore, observing that G∗
i \τi ⊆ κi,

H ⊂ ξi

(
(G∗

i \τi)×
ni⋃

s=1

CXpi1
× · · · × Xpi s

× · · · × CXpini

)

∩ ξ j

(
(G∗

j \τj)×
nj⋃

s=1

CXpj1
× · · · × Xpj s

× · · · × CXpjnj

)
⊆ Zi ∩ Zj.
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Finally since πr(Gi) = D1
r and πr(τj) ∩ D1

r = ∅ then

ξi

(
Gi ×

ni⋃
s=1

CXpi1
× · · · × Xpi l

× · · · × CXpini

)

∩ ξ j

(
τj × CXpj1

× · · · × CXpjnj

)
= ∅

and the same holds after interchanging i and j, and since πr(τi) = E1
r and πr(τj) = E−

r ,
then

ξi

(
τi × CXpi1

× · · · × CXpini

)
∩ ξ j

(
τj × CXpi1

× · · · × CXpini

)
= ∅.

Therefore Fi ∩ Fj ⊂ Zi ∩ Zj.

Lemma 3.35. Suppose that for a CW-pair (X, A), a homotopy equivalence pair
(X′, A′) ≃ (X, A) and a deformation retract h : X −→ X′ are given. Suppose that a map
f : (X, A) −→ (Y, B) satisfies f ((X − A) ∪ A′) ⊂ B. Then
f |X′ ◦ h = f : (X, A) −→ (Y, B).

Proof. Since (X′, A′) is a deformation retract of (X, A) there is a map Ht : X −→ X
such that H0((X, A)) = (X, A), H1(X′, A′) ∈ (X′, A′) and H1((X, A)) = (X′, A′). Then
we can define a homotopy ft : (X, A) −→ (Y, B) by ft = f ◦ Ht. Then f0 = f , f1 = f |X′

and ft(A) = f ◦ Ht(A) ⊂ f ((X − A) ∪ A′) ⊂ B.

Lemma 3.36. Let n ≥ 2. For each i ∈ [n], let Fi ⊆ ΣW be contractible and such that there
exists Zi ⊆ Fi such that (Fi, Zi) ≃ (CW, W), where W = Σm−2X1 ∧ · · · ∧ Xm. Suppose that
for all i ∈ [n], the subspaces Fi\Zi are pairwise disjoint.

Let (Y, Z) be a CW-pair, and suppose that f : ΣW −→ Y is such that
f ((ΣW\⋃i Fi) ∪ (

⋃
i Zi)) ⊆ Z for all i. Denote by fi = f |Fi : (Fi, Zi) −→ (Y, Z), so that

[ fi ∈ [(Fi, Zi), (Y, Z)] ∼= [(CW, W), (Y, Z)]. Let j : [ΣW, X] −→ [CW, W] denote the map
from the long exact sequence. Then j([ f ]) = ∑i[ fi].

Proof. Let W = ΣY = C+Y ∪ C−Y. Suppose that ∗ ≃ F1, F2 ⊆ ΣW, that W ≃ Z1 ⊆ F1

and W ≃ Z2 ⊆ f2, and (F1 − Z1) ∩ (F2 − Z2) = ∅. Let (X, A) be a CW-pair, denote by
XA the homotopy fibre of A ↪−→ X, and let f : ΣW −→ X be such that
f ((ΣW −∪Fi) ∪ (∪Zi)) ⊆ A for all i.

We prove the result for n = 2. That is, we show that j[ f ] = f1 + f2, where f1 = f |F1 and
f2 = f |F2 . Without loss of generality, we assume that F1 = C+Y and F2 = C−Y.
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Denote by

G+ = CC+Y = {(s, (t, w)) ∈ CW | t ⩾
1
2
} ⊆ CW

and
G− = CC−Y = {(s, (t, w)) ∈ CW | t ⩽

1
2
} ⊆ CW

whence G+ ∩ G− = CY = {(s, (t, w) | t = 1
2} ⊆ CW, and G+ ∪ G− = CW.

Let g : (CW, W) −→ (X, A) be a map such that g(G+ ∩ G−) ⊆ A. For [ f ] ∈ [W, XA], let
f+ = f |G+ and f− = f |G− . Since G+ ∩ G− = CY ≃ ∗, there exists a homotopy
gt : (CY, Y) −→ (X, A) such that g0 = g, gt(G+ ∩ G−) ⊆ A and g1(G+ ∩ G−) = ∗ ∈ A,
and therefore [ f ] = [ f+] + [ f−].

Denote by ΣW = C+W ∪ C−W. Since F1 ≃ F2 ≃ ∗ and Z1 ≃ Z2 ≃ W where Z1 ⊆ F1

and Z2 ⊆ F2, there are homotopy equivalences of pairs h1 : (F1, Z1)
≃−→ (C+W, W) and

h2 : (F2, Z2)
≃−→ (C−W, W).

Denote by θ : (CW, W) −→ (ΣW, ∗) the map

(s, (t, w)) 7→

(∗, (∗, ∗)) s = 0

(s, (t, w)) otherwise.

so that θ|G+ : G+ −→ C+W −→ F1, θ|G− : G− −→ C−W −→ F2,
θ|G+∩G− : G+ ∩ G− −→ W −→ Z1 ∩ Z2 and θ(CW − W) = ΣW − ∗. Then
g = f θ : (CW, W) −→ (X, ∗) satisfies g(G+ ∩ G−) ⊆ A, g|G+ = f1 and g|G− = f2. Then
j[ f ] = [ f1] + [ f2].

The result then follows by induction on n.

In the following, we model the space ΣW by Σ̂W = (CX, X)∂∆m−1
.

Corollary 3.37. Let n ≥ 2. For each i ∈ [n], let Fi ⊆ Σ̂W be contractible and such that there
exists Zi ⊆ Fi such that (Fi, Zi) ≃ (CW, W), where W = Σm−2X1 ∧ · · · ∧ Xm. Suppose that
for all i ∈ [n], the subspaces Fi\Zi are pairwise disjoint.

Let (Y, Z) be a CW-pair, and suppose that f : Σ̂W −→ Y is such that
f ((Σ̂W\⋃i Fi) ∪ (

⋃
i Zi)) ⊆ Z for all i. Denote by fi = f |Fi : (Fi, Zi) −→ (Y, Z), so that

[ fi ∈ [(Fi, Zi), (Y, Z)] ∼= [(CW, W), (Y, Z)]. Let j : [Σ̂W, X] −→ [CW, W] denote the map
from the long exact sequence. Then j([ f ]) = ∑i[ fi].

We are now ready to prove the main theorem. We recall the statement once more.

Theorem 3.19. Let m ≥ 3. Let Π = {P1, . . . , Pk} be a k-partition of [m], and for each
i ∈ [k] denote by Pi = {pi1 , . . . , pini

} and by Qi = [m]\Pi = {qi1 , . . . , qiri
}. Suppose that
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we are given maps fl : ΣXl −→ Yl for each l ∈ [m] such that Xl = ΣX̃l . Then the map

k

∑
i=1

ihKΠ
w : Σm−2X1 ∧ · · · ∧ Xm −→ (Y,∗)KΠ (3.27)

is trivial, and for any subset ∅ ̸= J ⊊ [k], the sum ∑i∈J ih
KΠ
w is non-trivial.

Proof. Recall that

D+
l =

{
(s, (t, x)) ∈ CΣX̃l | t ⩾

1
2

}
, and

D2
l =

{
(s, (t, x)) ∈ CΣX̃l | s ⩽

3
4
− t
}

.

Observe that Xl = ΣX̃l ≃ D+
l ∪ D2

l . Since Xl ⊆ D+
l ∪ D2

l , under the isomorphism
θ : [ΣXj, Yj] ∼= [(CXj, Xj), (Y, ∗)] the class θ([ fl ]) is represented by a map of pairs
f̂l : (CΣX̃l , ΣX̃l) −→ (Yl , ∗) such that f̂l(D+

l ∪ D2
l ) = ∗.

Recall that ĈΣW = (CΣX̃, ΣX̃)∆m−1
, and that Σ̂W = (CΣX̃, ΣX̃)∂∆m−1

. Define the map of
pairs ψ : (ĈΣX, Σ̂X) −→ ((Y, ∗)∆m−1

, (Y, ∗)∂∆m−1
) as the maps of pairs of polyhedral

products induced by the maps of pairs f̂1, . . . , f̂m.

Recall that ĈΣW i = (CΣX̃, ΣX̃)∆m−1
Qi , and that Σ̂W i = (CΣX̃, ΣX̃)∂(∆m−1

Qi
). For all i ∈ [k]

define maps of pairs ψi : (ĈΣW i, Σ̂W i) −→ ((Y, ∗)∆m−1
Qi , (Y, ∗)∂∆m−1

Qi ) by the restriction of
ψ to these subspaces.

Observe that

(D+
l ∪ D2

l ) ∪ (D1
l ∩ D−

l ) = CΣX̃l , and

(D+
l ∪ D2

l ) ∩ (D1
l ∩ D−

l ) = ((B1)
−
l ∩ D2

l ) ∪ ((B2)
1
l ∩ D−

l ).

Since f̂l(D+
l ∪ D2

l ) = ∗, then for xl ∈ CΣX̃l , f̂l(xl) ̸= ∗CΣX̃l
if and only if

xl ∈ (D1
l ∩ D−

l )\(((B1)
−
l ∩ D2

l ) ∪ ((B2)1
l ∩ D−

l )).

In particular, ψi

(
xqi1

, . . . , xqi ri

)
∈ (Y, ∗)∆m−1

Qi

∖
(Y, ∗)∂(∆m−1

Qi
) only if(

xqi1
, . . . , xqi ri

)
∈ ∏ri

t=1 D1
qi t

∩ D−
qi t

⊆ Gi

Equivalently, ψi((ĈΣW i\Gi) ∪ G∗
i ) ⊆ (Y, ∗)∂(∆m−1

Qi
). Therefore by Lemma 3.35, since

(ĈΣW i, Σ̂W i) ≃ (Gi, G∗
i ) and Gi ⊆ ĈΣW i, then ψi|Gi is homotopic to ψi.
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Now consider

ψξi|ξ−1
i Fi

: Gi ×
(

ni⋃
s=1

CXpi1
× · · · × Xpi s

× · · · × CXpini

)
∪ τi ×

(
CXpi1

× · · · × CXpini

)
−→ ψi(Gi)×

(
ni⋃

s=1

ΣXpi1
× · · · × ∗ × · · · × ΣXpini

)
∪ ∗ ×

(
ΣXpi1

× · · · × ΣXpini

)
−→

(
ri

∏
t=1

Yqi t
× (Y,∗)∂(∆m−1

Pi
)

)
∪
(
∗ ×

ni

∏
s=1

Ypi s

)

= FW

(
ri

∏
t=1

Yqi t
, Ypi1

, . . . , Ypini

)
= (Y,∗)∂∆⟨∆m−1

Qi
,pi1,...,pini

⟩
↪−→ (Y,∗)L

and the restriction

ψξi|ξ−1
i Zi

: κi ×
(

ni⋃
s=1

CXpi1
× · · · × Xpi s

× · · · × CXpini

)
∪
(

σi ×
(

CXpi1
× · · · × CXpini

))
−→

(
(Y,∗)∂(∆m−1

Qi × (Y,∗)∂(∆m−1
Pi

)
)
∪
(
∗ ×

ni

∏
s=1

Ypi s

)
= FW

(
(Y,∗)∂∆m−1

Qi , Ypi1
, . . . , Ypini

)
= (Y,∗)∂∆⟨∂∆m−1

Qi
,pi1,...,pini

⟩
↪−→ (Y,∗)K

It follows that ψξi|ξ−1
i Fi

: (ξ−1
i Fi, ξ−1

i Zi) −→ ((Y, ∗)∂∆m−1
, (Y, ∗)K) is the relative higher

Whitehead map hw(ψi|Gi , fpi1
, . . . , fpini

). Therefore

ψ|Fi : (Fi, Zi) −→ ((Y, ∗)∂∆m−1
, (Y, ∗)K) is the composite hw(ψi|Gi , fpi1

, . . . , fpini
) ◦ ξ−1

i .
Finally since ψi|Gi is homotopic to ψi, then ψ|Fi is homotopic to hw(ψi, fpi1

, . . . , fpini
) ◦ σi.

Let W = Σm−2X1 ∧ · · · ∧ Xm, Y = (Y, ∗)L and Z = (Y, ∗)K. Appealing to the long
exact sequence

· · · [ΣW, Y] [(CW, W), (Y, Z)] [W, Z] · · · .
j ∂
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By Proposition 3.26 and Lemma 3.37,

∂(j([hw( f1, . . . , fm])) = ∂

(
k

∑
i=1

[hw( f1, . . . , fm)|Fi ]

)

=
k

∑
i=1

∂([ξi ◦ hw(ψi, fpi1
, . . . , fpini

) ◦ σi]

=
k

∑
i=1

[ξihw(ψi|Σ̂Wi∗, fpi1
, . . . , fpini

) ◦ σi]

=
k

∑
i=1

[ξi ◦ hw(hw( fqi1
, . . . , fqi ri

), fpi1
, . . . , fpini

) ◦ σi]

=
k

∑
i=1

[ihKw ]

= 0

where the final equality follows from exactness.
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