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Abstract

Optimal targeting of social aid is a key issue in the design public policy. A key aspect

of policy design is to create welfare systems that are manipulation-proof. We study demand

side manipulation of a large, nationwide welfare program in Georgia. We use a rich tapestry

of administrative and survey data to study a group of welfare recipient households, whose

total baseline income is roughly 100USD per month. We start by documenting sizable

jumps in household manipulation behavior at a key benefit discontinuity. We build a Becker

(1968) style model of manipulation, which we use to inform our empirical strategy – a fuzzy

regression discontinuity-instrumental variables design. Using administrative data, we find

that those in households that engage in manipulation subsequently also engage more in

the formal labor market, particularly men. We explore various channels for this finding.

Using a marginal treatment effect analysis, we rule out that households are selecting on the

unobserved (labor market) gains to manipulation. Manipulating households consequently

have higher levels of income, from welfare and the labor market. Using survey data that

we collect, we find that welfare-manipulating households spend the vast majority of their

additional income on children, increasing expenditure on clothes and education. Given that

adults in manipulating households are working more and have more income it is not clear

a priori whether childhood outcomes will improve or not, given the countervailing inputs

of parental time and money. With an early childhood skill production model in mind, we

study a battery of outcomes for children and young people in the household. We find no

significant changes for health outcomes for 0-5 year olds, nor do we find changes in educational

engagement for teenagers. We do find an increase in university attendance for young people

still living at home, particularly young women.
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1 Introduction

Optimal targeting of social aid is a key issue in the design public policy, irrespective of a country’s level of

development (Coady et al., 2004; Alatas et al., 2012). While in developed economies targeting uses rich

administrative, in developing economies proxy mean tests (PMTs) are commonly used to allocate access

to social programs. In both cases, the design of targeting schemes must take into account the response of

potential beneficiaries to the program features, not least the incentive to game or manipulate the system

(Coady et al., 2004).

We can divide the source of social benefits manipulation into two categories. First, demand side

manipulation, where manipulators are the final beneficiaries and engage in manipulation for their direct

gain. Examples include tax evasion (Friedberg, 2000; Saez, 2010; Kleven et al., 2011; Kleven and Waseem,

2013), access to health services (Miller et al., 2013), and major offices manipulating population statistics to

obtain fiscal benefits (Foremny et al., 2017). Second, supply side or intermediary manipulation, whereby

an intermediary or service provider manipulates access to, or elements of, the program. Examples include

teachers changing student grades in high stakes tests (Machin et al., 2020), up-coding in health insurance

(Geruso and Layton, 2020), or local governments allowing program access to ineligible household in order

to gain votes (Camacho and Conover, 2011; Brollo et al., 2020).

In this paper we study the case of social welfare eligibility manipulation in the Targeted Social

Assistance (TSA) program in the nation of Georgia. We provide compelling evidence of demand side

manipulation at a key PMT score threshold. We provide a theoretical model of manipulation, from

which we bridge to our core empirical approach. We provide novel empirical evidence on the type of

households that engage in welfare manipulation, and, using a wealth of administrative and survey data,

characterize the consequences of manipulation on a wide set of outcomes. By studying the responses of

beneficiaries, notably demand side manipulation, our work contributes to the literature studying optimal

welfare scheme design.

First, we provide evidence of demand side manipulation in the TSA program – a nationwide program

which uses a PMT1 with multiple cutoffs to allocate unconditional cash transfers among low income

households. When the household situation changes – a child is born, a household member dies, a household

member becomes disabled, the household purchases a car – the household is re-assessed and a new PMT

score calculated. There is a second route to PMT score reassessment – household-initiated reassessments

– whereby households who feel their PMT score does not accurately represent their level of welfare may

request a new assessment. It is these household-initiated reassessments that will be the core focus of our

work on welfare eligibility manipulation in this paper.

To document manipulation we present graphical evidence of the initial distribution of PMT scores

and the final observed distribution of the scores, pay special attention to a key threshold (a PMT score of

65,000). We supplement the visual evidence with a CJM density test (Cattaneo et al., 2020), which is a

statistical test of bunching. Using the rich administrative data we have available to us, we use the reasons

for reassessment to separate reassessments into two categories – household-initiated reassessments, and

social security agency-initiated reassessments. This enables us to understand the source of any PMT

score discontinuities.

Second, we set up a model of household welfare manipulation, based on the insights of the Becker

model of crime (Becker, 1968). The purpose of this model is twofold. First, it informs the structure of our

(reduced-form) empirical specification. Secondly it makes clear the importance of household heterogeneity

in unobserved willingness to manipulate, a point we return to later on in the paper when we discuss our

marginal treatment effect (MTE) results.

Third, based on the evidence of behavioral responses of household to discontinuities in the welfare

income-PMT score schedule, we bridge from the theoretical model and set up an empirical specification

1The PMT is based on rich survey data, and incorporates information on households’ demographic composition,
asset holdings, income, and access to public amenities. Once a household receives a score, benefit payment are
allocated based on a scheme that has multiple cutoffs.
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in the form of a fuzzy regression discontinuity-instrumental variables (FRD-IV) strategy (following Lee

and Lemieux, 2010). Our key endogenous treatment variable is the decision to engage in welfare manip-

ulation, and our instrument is a binary indicator for receiving an initial PMT score about 65,000 – our

key threshold of interest. We provide supportive evidence of the identifying assumptions required for this

approach – that our running variable is continuous through the key cutoff of interest, and that expected

potential outcomes are smooth through the cutoff. We provide evidence for the latter in two ways – first,

by examining the continuity of household characteristics through the cutoff, and second by documenting

the smooth evolution of key policy parameters (which may reflect both household observables and un-

observables) through the cutoff. The evidence we document provides strong support for the underlying

identifying assumptions of the FRD-IV approach.

Fourth, we restrict the data to a narrow window around the key PMT score threshold in order to

consider a relatively homogeneous group of welfare recipients. The households in our working sample

are poor, with a total income (labor income plus all welfare benefit income) of roughly 100 USD per

month. We characterize the compliers in our IV framework – households whose manipulation status

is induced by falling above/below the 65,000 PMT score threshold – using the approaches of Abadie

(2003) and Dahl et al. (2014). In addition to characterizing compliers across a wide set of household

and property characteristics, we can directly examine where complier households fall within the baseline

income distribution. For each of the non-income characteristics, we present the partial correlation between

the characteristic and baseline earned income in order to assess if the characteristic in question is positively

or negatively associated with income.

Fifth, we document the consequences of welfare eligibility manipulation on a wide set of outcomes.

This is where we make full use of the rich tapestry of data sources we have available to us – both

multi-agency administrative data and survey data we collected as part of a related project. We start

by considering the impact of welfare eligibility manipulation on labor market outcomes – both formal

and informal – and proceed to study the consequence of welfare manipulation for expenditure patterns

within the household. We end by considering the impact of household welfare manipulation on specific

household members, namely children and young people.

Our first key empirical finding is to document substantial manipulation of welfare eligibility. We

present graphical evidence that (i) the initial distribution of PMT scores are smooth and continuous

through all key benefit cutoffs and (ii) the final observed distribution has unnatural bunching to the left

– the side that gives access to higher benefit income – of a key threshold (a PMT score of 65,000). We

confirm the visual evidence of bunching with a CJM density test (Cattaneo et al., 2020).

We then present the probability of a PMT score reassessment across the PMT score distribution. We

find a large, statistically significant jump in the probability of reassessment precisely at the PMT score

threshold of 65,000 and nowhere else. The probability of a reassessment is approximately 35% below

the 65,000 threshold. We document a 20 percentage point jump at 65,000. Using the information on

the source of the reassessment, we find that household-initiated reassessments are the exclusive driver

of the total effect. The probability to be reassessed jumps precisely at 65,000 by 20 percentage points

(from a base of 10 percentage points) for household-initiated cases, yet social security agency-initiated

reassessments are smooth through all PMT score-based cutoffs.

Our second finding is based on on our instrument – falling just above the PMT score threshold of

65,000. We use the approaches of Abadie (2003) and Dahl et al. (2014) to characterize the complier

households within our working sample. We find the compliant sub-population – those who change their

manipulation status based on their PMT score in relation to the 65,000 threshold – are more likely to

live in rural areas. For instance, complier households are 24% more likely to own livestock, 59% more

likely to own a car or tractor, and 39% more likely to own a cattleshed or granary. These households are

also relatively poorer in terms of baseline earned income – complier households are 10% more likely to

fall in each of the lower two baseline income terciles, and consequently 20% less likely to fall in the upper

income terciles . This finding is particularly useful from the perspective of optimal policy design, as it
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shines a light on the type of households who respond to the specific design of the welfare program we

study. We supplement our characterization of compliers by providing partial correlations of key household

characteristics with baseline income. This means we can simultaneously examine the relative complier

likelihood for a given characteristic, as well as the partial correlation of this characteristic with income.

This provides a richer sense of the characteristics that relate to complier status.

Third, our IV results show that households that engage in welfare manipulation work and earn more

in the formal labor market. This effect is driven primarily by men. Given that the OLS estimates for

manipulation are significantly different from zero, but opposite-signed, we investigate if the signs of our

OLS and IV results differ because the OLS estimates are plagued by selection bias, or rather a reflection

of treatment effect heterogeneity coupled with the fact that IV estimates are based only on the compliant

sub-population. To make progress on separating between these two sources of the sign differences of our

estimates, we follow the work of Bhuller et al. (2020) and present complier-weighted OLS results. If the

OLS and complier-weighted OLS are similar, we can conclude that selection bias is the source of the sign

difference. This is, indeed, what we find.

We consider a set mechanisms that may underpin our findings here. We consider changing job-search

behavior as one mechanism, and the relieving of certain barriers to labor supply (including transport- and

childcare-related barriers). Whilst we find some supportive evidence that the additional manipulation-

based benefit income may have changed job search behavior of men, we find no evidence for other

barrier-related mechanisms. We additionally estimate marginal treatment effect estimates. We follow

Brinch et al. (2017), who show how to identify the MTE in the presence of a binary instrument using the

separate MTE estimation approach developed by Heckman and Vytlacil (2007). In practice, we estimate

linear MTEs using the separate approach. Our MTE analysis finds no support for the hypothesis that

households select into manipulation based on the unobserved labor market gains – the MTE curves are

as good as flat for all labor market outcomes we consider, for both genders and for all functional form

specifications we consider.

Fourth, we use our survey data on labor market engagement, covering formal, informal and unpaid

work, to provide a broader perspective on the labor market consequences of manipulation. Such a wider

view is important – at least 35% of individuals are estimated to supply at least part of their labor in the

informal sector (DTDA, 2021). We find an impact of manipulation for both the extensive and intensive

labor supply margins for waged work for men, yet no responses for self-employment or unpaid home

work.2 We find no significant labor supply responses for women.

Fifth, we study the expenditure response to welfare manipulation. A key element of our household

survey involved collecting detailed household expenditure data. The IV estimates for total expenditure

are positive, but imprecisely estimated. Where we find the largest increases in expenditure is on children

– this total expenditure figure comprises increases in child clothing and educational expenditures. We

also find a small increase in spending on adult clothing. We find no effects on food expenditure, including

eating out, nor do we find any effect of increased expenditure on alcohol and tobacco.

Given that households that manipulate their welfare eligibility status spend their additional income

almost exclusively on children, we focus our attention for the remainder of the paper on the outcomes of

children and young people in the household. Our setting is interesting from the perspective of childhood

skill investment in that, as a consequence of manipulation, there are two countervailing forces present at

the household level. Manipulating households have more income, yet men in the household work more

and women do not change their labor supply patterns. There is an active literature focusing on the child

consequences of us such “time versus money” trade-offs (Caucutt et al., 2020; Agostinelli and Sorrenti,

2021; Nicoletti et al., Forthcoming; Mullins, 2022).

Sixth, we combine our administrative health data and survey data to investigate changes in early

childhood investment. These investments take the form of health and time investments. We find no

2Almost no men in Georgia appear to not engage in unpaid home work. Whilst over half of women do unpaid
home work, only .1% of men do so.
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changes in vaccination rates of children aged 0-5. Using our survey data, we find some reduced form

evidence of drops in the number of health check-ups. Whilst we have information on child-related time

use of parents, the IV estimates for these outcomes are imprecisely estimated, and we run in to issues

with the strength of our instrument.3

Seventh, we focus on later child investments, in the form of high school and university attendance

of older children and young adults in the household. We do not find any changes in post-compulsory

high school attendance, but we do find increases in university attendance for 18-23 years old living in

the household. This effect is large – a 10 percentage point increase off of a base of 28 percent – and

driven primarily by university attendance of young women. Thus for high-school aged children, who may

require parental input for homework or for getting to extra classes after school, the negative effect of less

parental time appears to balance the positive effect of greater parental income. For the young adults in

the households, who are more independent, the parental time effect matters less. These young adults

benefit from the income effect however, and are able to attend higher education to a larger extent. Given

that (i.) university education is free in Georgia and (ii.) we consider university attending young adults

still living at home, the channel through which income affects university attendance is likely via the

opportunity cost of university – additional income enables young woman to pursue university education

rather than work, either in the labor market or at home.

Our work contributes to three strands of literature.

First, we contribute to the literature on optimal public policy targeting. Specifically, our setting is

one in which there is demand-side manipulation. Our main contribution to this literature, given our

unique data and our empirical approach, is that we can work more directly with welfare manipulators.

Using the reasons for a repeat assessment, we can isolate the key margin on which manipulation occurs.

Based on our characterization of compliers, we have a considerably better sense of observable profile of

households susceptible to manipulation, based on their quasi-random allocation of a proxy means score.

Previous work in this area estimates counterfactual distributions around a cutoff using the size of the

bunching/hole following Saez (2010); Chetty et al. (2011). Additionally, Gelber et al. (2020) introduced

a method to estimate bounds when there is manipulation of the score in RDD, which is used in work

including that of Deshpande et al. (2021); Howell (2022); Britto et al. (2022). Miller et al. (2013) estimates

the implicit un-manipulated score to estimate the effect of access to subsidized health.

Additionally we add to the discussion on individual and household responses to cash transfers (Baner-

jee et al., 2017, see the discussion in ). Although in a different setting, we align with the evidence of

cash transfers increasing labor market participation in Brazil (Gerard et al., 2021). The results from our

quasi-experimental setting add to the discussion regarding differential responses to windfall and earned

income. Previous evidence from lab-experiments show how individuals take different decisions when in-

come is awarded and when they have to work to gain it (Barber IV and English, 2019; Charité et al.,

2022). Our main estimates represent a real world example of this – household that manipulate their eligi-

bility status spend their additional “earned” income differently to non-manipulating households. Our set

of control households below the 65,000 cutoff receive the same welfare income as successful manipulators,

yet receive the income by falling below the threshold, not by “working” for it.

Finally, we add to the childhood skill investment literature investigating the return of different types

of parental inputs at different stages of childhood. Making full use of both our administrative health

and education data, as well as our rich survey data on time use and health investments, we are able to

document the impact on children and young people in the household of a setting where adults within the

household have more available income, but less available time. Our findings of differential returns by age

and gender of the children add to the existing findings within this literature.

3In section A.4, we document very clearly that these instrument strength issues are a consequence of the
reduced sample size with which we have to work when using our survey data – the first stage estimate is remarkably
constant across all our data settings.
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2 Institutional framework and data

2.1 Georgia’s TSA program

In 2008, Georgia faced a deep crisis due to both the effects of the international financial crisis and the

conflict with the Russian Federation in Ossetia. In response to the social consequences of this crisis, the

government commenced the Targeted Social Assistance program (TSA) as part of the social safety net

(World Bank, 2018). The objective of the program was to alleviate poverty by direct cash transfers to

households for a country where over one third of the population lied below the poverty line. The TSA

management is in the hands of the Social Service Agency of Georgia (SSA).

In 2015, the SSA introduced major changes to the TSA program. First, the Agency commenced

targeting using a Proxy Means Test (PMT).4 To do so, the Agency interviewed all households registered

in the United Database for Socially Unprotected Families (UDSUF).5 The PMT measures households

welfare using data on income, consumption, expenditure, assets, and household composition.

Second, the TSA allocates benefits decreasing gradually as the PMT score increases. Third, by

recommendation of UNICEF, the TSA introduced an additional benefit per child. Initially the benefit

was 10 Lari per child month, but from January 2019 this increased to 50 Lari per child per month. Figure

1 provides the TSA benefit schedule for the sample median household compostion. Table A1 provides a

full summary of the TSA benefit scheme.

Figure 1: The TSA benefit schedule is a Stepwise Function, With a Large Change at 65,000

Notes: Benefit Income-PMT score schedule for the sample median household structure of two adults, two children. See

Table A1 for the full schedule.

After a household is assessed by the SSA and receives a score, they receive a monthly benefit based on

their household composition and PMT score. However, households may be reassessed for various reasons.

For example, changes in household composition, changes in income (observed by the SSA), or changes in

household’s location.6 In addition, if a household feels that their PMT score does not accurately represent

4The PMT formula was approved by the Resolution No. 758 (December 31, 2014) of the Government of
Georgia

5From 2008, every household who wished to apply for receive social benefits was registered in this database.
6The SSA has access to data from different governmental sources in order to follow the TSA beneficiaries. For
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their welfare, they can request an additional interview after one year of being assessed. In each case, the

SSA will re-interview the household and calculate a new score, which may be larger or smaller than the

original score, and will adjust the benefits accordingly.

2.2 Data

We combine multiple sources of administrative data with information from a household survey that we

conducted on a block-random7 subset of households. Our core data is the universe of all PMT interviews

conducted by the SSA from April 2015 – the start of the new TSA regime – to June 2019. This allows

us to track every interaction a household has with the SSA and the benefits they receive since 2015. The

PMT interview data contains new entrants in the welfare system, as well as existing welfare recipients,

who were interviewed in order to calculate their PMT score.

For households with multiple interviews, we also observe the reason why an additional reassessment

occurred. Using this information, we are able to observe if a reassessment was initiated by the household

in the form of a request for a repeat interview, or was automatically triggered due to a change in the

demographic or economic situation of the household.

Once a household receives a new PMT score, the previous score is annulled by the SSA. The SSA

may also cancel the welfare payments to a household if (i.) the Agency finds out that the household hid

changes that could alter their PMT score or cheated in any other way, or (ii.) if the household refuses a

reassessment. In these cases the PMT score allocated to the household is annulled. We observe the PMT

score status for each household-interview couplet.

We match households in the PMT interview database to three other administrative data sets. First,

for every adult aged 18 to 64 years old we match in labor income and labor market participation infor-

mation from the Ministry of Labor database. This covers only the formal sector. Using this data we can

observe the extensive margin of formal labor supply, and the associated income with this job. We observe

this information at four points in time – August 2018, February and August 2019, and February 2020.8

Second, we use administrative data from the Ministry of Education on school attendance for children

aged 5 to 18 years old. We observe in which grade they enroll in September 2017 to September 2019.

Primary and secondary education in Georgia is free and compulsory (grades 1 to 10). At 16, teens are

expected to enroll in high-school for grades 11 and 12, where school is still free but no longer compulsory.

In addition, we have information on college attendance and college graduation for individuals aged 16 to

25 years old still living within the household.

Third, we use information from the Ministry of Health regarding vaccinations for children within the

household.

We supplement the wealth of administrative data with a household survey conducted in the Fall

of 2019, which surveyed a random sample of 7,392 households with children in 46 municipalities. The

survey includes information about income, expenditure, labor market participation (in both the formal

and informal sectors), education, health and childcare.9

2.3 Sample selection

The analysis we present in the paper focuses on the structure of the welfare payment system in Georgia,

specifically the discrete cutoffs in the welfare payment-PMT score schedule, which creates incentives for

PMT score manipulation. We focus our analysis on the 65,000 cutoff because, as we will show shortly, it

is the only cutoff where we find clear evidence of PMT score manipulation. For this reason, we only use

households with an initial PMT score in the range 60,000 - 70,000. We focus on households who have

example, births, deaths, children dropping out school, increases in formal labor market income, disability claims.
7We randomly surveyed households at specific parts of the PMT score distribution – these are the “blocks”.
8In our analysis, we only use formal labor market tranches of the data that fall after the last observed interview

of the household.
9For more details of the questionnaire and sample selection in Econometŕıa (2020)
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children when initially assessed by the SSA as a matter of internal consistency – the household survey

we conducted only interviewed households with children.

Furthermore, additional interviews play a key role in our analysis. For this reason we exclude house-

holds whose first interview was after December 31st 2017, to allow that all the households in our sample

have the opportunity to request a second interview, within the time frame for which we have all nec-

essary data. Given that we have detailed information on the reason for a repeat interview, we omit

all households who do not initiate the repeat interview. The purpose of this sample restriction is to

avoid conflating manipulation with a random demographic or labor market shock. Finally, we exclude

households receiving Internal Displaced People (IDP) benefits the first time they were interviewed as

they receive a different set of benefits from the SSA.

Our final administrative data sample, once we apply all relevant sample selection restrictions, contains

7,353 households. Our final survey data sample contains 383 households.10 Table 1 summarizes the main

characteristics of our sample of analysis.

Table 1: Summary Statistics

Mean Standard Deviation

Household-Initiated Repeat Interview .234 .423
Number of interviews1 2.87 .994

Household Composition
Household size 4.55 1.53
Adults 2.71 1.2
Children 1.83 .852
Child Not in School .0749 .263
Pensioner in the Household .037 .189

Household Head Characteristics
Age 50.9 15.3
Female .392 .488
Single Mother .0343 .182

Income and Expenditure
Total income (Lari per Month) 287 272
Utility Bills (Lari per Month) 19.6 15.6

Housing Characteristics
Number of Rooms 3.29 1.53
Good Quality Floor .785 .411

Assets
Owns any Estate .626 .484
Owns a Car or Tractor .0457 .209
Owns Agricultural Land .616 .486
Owns any Livestock .415 .493

Observations 7,353

Notes: 1 Conditional on requesting at least one additional interview. Household characteristics as measured at the time
of the initial interview. Data source: PMT Interview Data.

In our sample, 23% of households request an additional interview. Over the course of time that we

observe these households, they average 2.8 interviews. Many households are multi-generational, with

an average of 5 household members – 3 adults and 2 children. Most children attend school, only 7.5%

of households have at least one child not attending. The households in our working sample are poor –

baseline income for these households is 286 Lari. 62% of households in our working sample own some

form of estate (for example, garage, additional housing), 62% have agricultural land, and 41% have some

livestock.

10The fact that the survey data is an order of magnitude smaller than the administrative data leads to sample
sized-based power issues in some of our later analysis. Throughout our empirical work we balance the size and
accuracy of the administrative data, with the richness of the survey data.
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3 Evidence of Manipulation

We start by providing initial evidence of welfare manipulation, in order to motivate both the theoretical

model, and empirical specification that follows. To do so, we consider a wider range of PMT scores than

used for our main analysis – specifically 40,000-90,000.

We first present the distribution of initial PMT scores around 65,000 – our threshold of interest –

in Figure 2(a). A visual inspection suggests that the distribution is smooth and continuous through the

cutoff. This is confirmed by the associated p-value from a CJM density test (Cattaneo et al., 2020) of

.125. In Figure 2(b) we present the analogous figure for the final PMT score distribution of households,

allowing for household-initiated requests for reassessment. The difference between the two distributions

is stark. There is clear visual evidence of unnatural bunching of households to the left of the 65,000

threshold, and a large discontinuity precisely at 65,000. The CJM density test confirms the presence of

manipulation, with a p-value of .001.

Figure 2: PMT distribution for the first and last interview of each household

(a) First Interview (b) Final Interview

Notes: Bin size of 500. The CJM Density Test p-value is the p-value from the Cattaneo et al. (2020) manipulation test

using households with scores between 60,000 and 90,000, a polynomial of order 2, and data driven bandwidths of: (a) First

Interview: 2412.8 (below), 2980.7 (above) and (b) Last Interview 2475.8 (below), 2742.6 (above)

Households may be assessed multiple times for a variety of reasons and reassessments may be initiated

by both households and the SSA. In Figure 3 we present evidence that is highly consistent with household-

initiated requests for PMT score reassessment being the key driver of the discontinuity we document in

Figure 2(b).

We start by presenting Figure 3(a), which shows the unconditional probability that a household will

have multiple interviews in the period of analysis. The probability jumps by approximately 20 percentage

points, or just under 60%, precisely at 65,000.

We then make use of the rich administrative data we have available to us, and separate between

reasons for a reassessment. We plot the probability of a household initiated and non-household initiated

reassessments respectively in Figure 3(b) and Figure 3(c). The discontinuity at 65,000 is driven solely by

household-initiated reassessment requests.

Following this evidence, in the following section we present a model in which we explain manipulation

as the result of households optimally choosing whether or not to request an additional interview.
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Figure 3: The Probability of an Additional Interview Jumps at 65,000 – an Effect Driven by
Household-Initiated Reassessment Requests.

(a) All Cases

(b) Household-Initiated Reassessment (c) Other Reason for Reassessment

Notes: In each graph we present the respective p-value for the parameter π0 from a regression of the form yi = π0Di +

gD1 (z0,i) + εi, where Di = 1[z0,i > 65, 000] and gD1 (z0,i) is a polynomial of order 2 in z0,i above and below the cutoff.

4 Modelling Welfare Eligibility Manipulation

4.1 A Becker Model of Manipulation

We model welfare eligibility manipulation – here the decision to request a repeat interview – through the

lens of the Becker-Ehrlich model (Becker, 1968; Ehrlich, 1973). According to this approach, an individual

will choose to engage in welfare eligibility manipulation if the expected value of manipulation exceeds

that of accepting their initial benefit level:

E(VR) > E(VA). (1)

When requesting a repeat interview, the individual may receive a higher benefit level B+ with exoge-

nously determined probability p, or may receive the same benefit level as their initial allocation B0. The

cost of requesting a repeat interview is C. This cost captures the administrative and time cost of request-

ing a repeat interview, as well as the time cost involved in the repeat interview itself. With probability

q the SSA discovers that the individual is falsifying information and imposes a sanction – a suspension

of welfare payment for at least one year. B− is the expected value of potential sanctions including any

additional costs the individual may face, for example, loss of social capital due to engaging in welfare
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fraud (Williams and Sickles, 2002), or debt-related issues such as high interest payments, if households

expect they may fall behind on bills or other payments if sanctioned. Combining these factors, we can

write an expression for E(VR):

E(VR) = p(1− q)U(B+) + (1− p)(1− q)U(B0) + qU(B−)− Ci. (2)

The expected value of accepting the initial PMT score is considerably simpler:

E(VA) = U(B0). (3)

Equating E(VR) and E(VA) allows us to characterize the point at which an individual is indifferent

between requesting a repeat interview and accepting their initial PMT score:

p(1− q)U(B+
i ) + (1− p)(1− q)U(B0

i ) + qU(B−
i )− Ci = U(B0). (4)

Defining the possible utility gain of requesting an additional interview as ∆U+ = U(B+
i ) − U(B0

i ), the

possible utility loss of an additional interview as ∆U− = U(B0
i ) − U(B−

i ), and rearranging yields, we

know that a given household will request a reassessment if:

p(1− q)∆U+ − q∆U− > Ci. (5)

4.2 Requesting a Reassessment and Empirical Specification.

We now map our theoretical model onto a specification that we will estimate with our data. ∆U+ and

∆U− are functions of a household’s initial PMT score, z0,i, and some limited household characteristics

Hi, which determine B0. Thus, the left hand side of Equation (5) can be written as:

p(1− q)∆U+ − q∆U− = f(Hi, z0,i)

Ci is a function of a broader set of observable variables, Xi, which encompasses Hi, and an unobservable

component µi, which captures household-level tendency towards welfare eligibility manipulation:

Ci = k(Xi)− µi

We denote Ri = 1 when a household requests a repeat interview. From Equation (5), a reassessment

occurs when p(1− q)∆U+ − q∆U− −Ci > 0. Assuming f() and k() are linear in Xi, and given that B0,

B+ and B− depend on z0,i and a cutoff k, we write down a latent variable model for requesting a repeat

interview:

R∗
i = X

′

iβ + g(z0,i, k) + µi (6a)

Ri = 1 if R∗
i > 0 (6b)

Ri = 0 if R∗
i ≤ 0 (6c)

Welfare Eligibility Manipulation Attempts Using (6a) we estimate the impact of welfare

eligibility manipulation on a series of outcomes using a FRD-IV approach in the spirit of Lee and Lemieux

(2010). The first stage can be expressed as:

Ri = α0Di + gD1 (z0,i) + α1B0,i +X
′

iα2 + µi (7)
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where Di = 1[z0,i > 65, 000] and gD1 (z0,i) is a function of z0,i above and below the cutoff. Following the

FRD-IV literature, the instrument in Equation (7) is Di.
11 Therefore, so long as µi is not correlated

with Di, α0 captures the change in the probability of requesting an additional interview because the

initial score was just above 65,000. We provide direct evidence that µi and Di are indeed uncorrelated

in Figure 2(a) – here we show that z0,i is continuous through the cutoff at 65,000, which means that Di

is randomly assigned. Random assignment of Di rules out the possibility of a correlation with µi.

To measure how a welfare eligibility manipulation attempt affects a given outcome, for example, labor

market participation, the second stage equation of the system is:

Yi = β0Ri + gD2 (z0,i) + β1B0,i +X
′

iβ2 + ηi (8)

where β0 captures the effect of requesting a reassessment on Y .

Identification of β0 relies on two core conditions. First we require that the distribution of our running

variable z0,i is continuous around the cutoff, thus whether a household falls above or below the cutoff is

as good as random. We have, in fact, already provided evidence in support of this first assumption, in

Figure 2(a).

Second, in order to identify β0, we require that there is no other observable or unobservable variable

that “jumps” around the cutoff and explain changes in Yi. Figure A1 in Appendix A shows that the

RDD continuity assumption holds for a large set of observable variables X, using information from the

households’ initial PMT interviews. Additionally, given that (i.) the initial benefit level B0 is determined

by a function of the number of adults and children in the household, z0,i, and Di and (ii.) initial benefit

levels will likely impact the outcomes we study, we include observed B0,i in all estimations.

Even having shown that the distribution of our running variable is continuous through the cutoff,

and that, apart from B0,i which is included in all our estimations, there are no discontinuous jumps in

observable characteristics at the threshold, we may still be concerned about the role household unobserv-

ables play in the reassessment process. We address this concern by providing direct evidence that there

are no discontinuities at the threshold for the two key dimensions governing the success of a manipula-

tion attempt – the probability that a repeat interview will reduce a household score, and the probability

of being caught and sanctioned by the SSA. These are, respectively, the parameters p and q from the

theoretical model we present in Section 4.1. Using detailed data about the final status of each household,

we can plot these two probabilities against our running variable. We do so in Figure 4, which shows that

both p and q are continuous through the cutoff. The p-values that we present in the graphs are based

on the null that there is no discontinuity at the threshold. The respective p-values for p and q are .80

and .36, thus our statistical tests confirm what a visual inspection of the figures tells us – p and q are

continuous through the cutoff.

Manipulation-Induced Welfare Income Changes A welfare eligibility manipulation attempt

should only affect outcomes if it leads to a change in the level of welfare income the household receives.

We denote B1,i as the final benefit household i receives. We can write down the 2SLS system of equations

as:

B1,i =α0Di + gD1 (z0,i) + α1B0,i +X
′

iβ + µi (9)

Yi =β0B1,i + gD2 (z0,i) + β1B0,i +X
′

iΓ + ηi (10)

In Section A.3 we show how one can move from an equation based on B1,i to an equation based on Ri. We

do this for one key reason – when working with the survey data, we are confronted with small samples.

Although the estimates from the 2SLS first stage equations are very similar when based on administrative

11In order to bridge between Equations (6a) and (7) note that we parameterize g1(z0,i, k) as α0Di + gD1 (z0,i) +
α1B0.
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Figure 4: The key theoretical parameters are continuous through the discontinuity

(a) p (b) q

Notes: In each graph we present the respective p-value for the parameter π0 from a regression of the form yi = π0Di +

gD1 (z0,i), where Di = 1[z0,i > 65, 000] and gD1 (z0,i) is a polynomial of order 2 in z0,i above and below the cutoff.

or survey data, our first stage F -statistics are often problematically low for survey-based regressions. This

is compounded by the fact that the realization of B1,i depends not only on a manipulation attempt Ri,

but also on the response of the social security agency to the manipulation attempt, specifically whether

or not the household manipulation attempt was successful (pi), and whether or not the household was

sanctioned for a fraudulent manipulation attempt (qi). The SSA components (p and q) inject a level of

randomness to the realization of B1,i. Taken together, this results in weak instrument problems for us

when using B1,i as the endogenous treatment variable of interest. What we show in Section A.3, is that

what we find for Ri will also apply to what we would find for B1,i. In the cases where we have sufficiently

large samples, this is indeed what we find.

In Section A.4 we present first stage IV coefficients, sample sizes and first stage F -statistics for every

data setting we encounter in this paper. As we show in Figure A2 and Figure A3, it isn’t the first stage

IV coefficient that is markedly different in each of the data settings. Rather it is the sample size. One

can see the first stage F -statistic (Panel (C) of Figure A2 and Figure A3) moving in tandem with the

sample size (Panel (B) of Figure A2 and Figure A3).

5 Results

We seek to answer two related questions regarding welfare eligibility manipulation. First, what type of

households attempt to manipulate their welfare eligibility status. Secondly, what are the consequences

– in terms of (i.) the labor market, (ii.) expenditure patterns and (iii.) outcomes for key household

members – of manipulating welfare eligibility.

5.1 Who are the Compliers?

In this section we consider the compliers in our 2SLS framework – households whose manipulation status

is induced by falling above/below the 65,000 PMT score threshold. Whilst we cannot directly identify

the compliant sub-population, we can characterize these households. To do so, we follow the approaches

of Abadie (2003) and Dahl et al. (2014) in characterizing compliers. Our target statistic is the complier

relative likelihood of having a given Bernoulli-distributed characteristic, x1i, which we express as P [x1i =
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1 | R1i > R0i] /P [x1i = 1]. For continuous characteristics, we binarize the variable.12 R1i and R0i denote

the potential outcomes of Ri when Di = 1 and Di = 0 respectively. We present a series of complier

relative likelihoods in Figure 5(a).

Complier households are more likely to be headed by a woman, and have an older, slightly more

educated head of household than average. These households are larger in terms of total size and number

of children, are more likely to have a household member with a health condition and are less likely to

have a single mother present. Compliers appear to live in more rural settings. Complier households are

more likely to own a workshop, granary or cattleshed, less likely to own a second home, more likely to

have agricultural land, and more likely to own both livestock, and a car or tractor.

Finally, we document that complier households are poorer than the average household in the PMT

score range of 60,000-70,000 – they are more likely to fall in the lower two terciles, and much less likely

to be in the upper tercile of baseline income.

In Figure 5(b) we present estimates for each characteristic from a regression where the dependent

variable is household earned income at baseline. We condition on a common set of household-level control

variables (our baseline covariates, described below), region-by-quarter and interview time fixed effects.

Combining the information in Figure 5(a) and 5(b), we can better understand the baseline economic status

of the compliant households – 5(b) informs us of the partial correlation between a given characteristic and

baseline income, whilst Figure 5(a) informs us of the relative likelihood a complier household will have the

characteristic. With the exception that complier households are typically larger than average, all other

characteristics of these households are correlated with lower economic status at baseline, particularly

those related to the more rural setting in which complier households appear to be based.

5.2 The Labor Market and Welfare Eligibility Manipulation

In order to understand the labor market consequences of welfare eligibility manipulation, we make use

of two data sources. First, administrative data on formal labor market activity and earnings from four

periods of time. We supplement this administrative data with survey data that contains information

on both formal and informal labor market activity. The combined use of both data sources permits

us to capture a broad and comprehensive view of the labor market consequences of welfare eligibility

manipulation.

5.2.1 Administrative Data on Formal Labor Market Outcomes

We first consider the impact of welfare eligibility manipulation on formal labor market outcomes. In Table

2 we provide evidence of the labor market consequences of attempted welfare eligibility manipulation.13

Although the welfare eligibility manipulation occurs at the household level, the heterogeneity in formal

labor market responses by gender means it is instructive to consider the results by gender.

We start with men. The OLS results indicate a negative relationship between a welfare eligibility

manipulation attempt and labor market outcomes. This suggests that the act of manipulation could

be driven by need – those who attempt to manipulate their eligibility have lower formal labor market

income and are less likely to be employed at least once – our least stringent measure of labor force

attachment. This interpretation of the negative coefficient is consistent with what we document for

household income in Figure 5(a). An alternative explanation for the negative OLS estimates is selection

bias – those that attempt to manipulate welfare eligibility have unobservables negatively correlated with

labor market outcomes. Comparing the OLS estimate of an eligibility manipulation attempt to the mean

12We calculate the relative likelihood using Bayes’ Rule and by taking the ratio of the first-stage coefficient
for the sub-group with x1i = 1 divided by the first stage coefficient for the full sample, P [R1i > R0i | x1i =
1] /P [R1i > R0i].

13In Table A2 we present analogous results using realized final benefits as the endogenous treatment variable.
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Figure 5: Complier Households Live in More Rural Areas and are Relatively Poorer

Notes: Panel (A) – We characterize compliers by presenting the ratio of the first stage coefficient on the instrument for

each binary (or binarized) characteristic to the overall first stage coefficient. By Bayes’ rule this ratio of first stage estimates

– which we can express as P [R1i > R0i | x1i = 1] /P [R1i > R0i] – yields the complier relative likelihood of a given

characteristic, P [x1i = 1 | R1i > R0i] /P [x1i = 1]. PMT range: 60,000-70,000. Panel (B) – We report the coefficient and

95% confidence interval for each characteristic from a regression where the dependent variable is household (own) income

at baseline. We condition on a common set of household-level control variables (our baseline covariates, described below),

region-by-quarter and interview time fixed effects. The estimation sample is based on a PMT range of 55,000-60,000 and

70,000-75,000, i.e., bands of 5,000 on either side of our range of interest.

of the outcome variable for those below the 65,000 cutoff (Y 0 at the base of the table) we see those

attempting to manipulate their scores earn 27% less in the formal labor market and are 18% less likely

to be minimally attached to the formal labor force.

When we turn to the 2SLS results, we instead see a positive relationship between a welfare eligibility

manipulation attempt and labor market outcomes. The effect is large and significant for labor income

and being employed in all periods – our most stringent labor force participation measure. Those induced

into a manipulation attempt due to falling just above the 65,000 cutoff are subsequently considerably

more attached to the formal labor market.

The difference between the OLS estimates and the 2SLS is notable. Is this due to the OLS estimates

being contaminated by selection bias? Or, rather, does this reflect treatment effect heterogeneity, whereby

the compliant sub-population are so distinct that the average treatment effects for this group differs in

sign from the population at large? In order to disambiguate between these two explanations, we use a

complier reweighting approach analogous to that used by Bhuller et al. (2020).14

14This approach proceeds in several steps. We first predict the treatment variable with all key exogenous
variables, and split the sample into 5 quintiles based on the predicted treatment index. For each quintile, we run

15



Table 2: Welfare Eligibility Manipulation Leads to Increased Formal Labor Market Engagement

(1) (2) (3) (4) (5) (6)

Men Women

Mean Income Employed All
Periods

Employed At
Least Once

Mean Income Employed All
Periods

Employed At
Least Once

OLS –33.529*** 0.007 –0.049*** –10.527*** –0.003 –0.029***
Repeat Interview (9.851) (0.009) (0.014) (3.981) (0.007) (0.011)

CW-OLS –32.348*** 0.008 –0.044*** –9.750** –0.001 –0.025**
Repeat Interview (9.127) (0.009) (0.014) (4.022) (0.007) (0.011)

Reduced Form 98.846*** 0.059*** 0.046 14.116* 0.011 0.032
1[z0,i ≥ κ] (21.311) (0.018) (0.030) (8.341) (0.014) (0.022)

2SLS 325.188*** 0.193*** 0.152 49.033 0.037 0.112
Repeat Interview (75.740) (0.061) (0.096) (29.891) (0.047) (0.077)

First Stage F-Stat 149.663 149.663 149.663 185.255 185.255 185.255

Y 0 126.016 0.078 0.279 51.303 0.061 0.198
Observations 7,314 7,314 7,314 9,519 9,519 9,519

Notes: *** denotes significance at 1%, ** at 5%, and * at 10%.

These results (which we present in Table 2 directly below the OLS results under the title of CW-OLS

for Complier-Weighted OLS) are a useful bridge between the OLS and 2SLS results, as the CW-OLS

estimates will reflect any treatment effect heterogeneity specific to the compliant sub-population, but

will not circumvent endogeneity issues due to selection bias. The complier-weighted OLS results are as

good as identical to the OLS results. We can conclude then that the fact that the 2SLS estimates are of

different sign to OLS is due to selection bias contaminating the OLS estimates.

The results we present in Table A2, essentially mirror, and explain, those the we find for a welfare

eligibility manipulation attempt. The labor market outcomes of welfare eligibility manipulators change

after a manipulation attempt, as, on average, these attempts lead to higher welfare payments. For men,

the OLS estimates document a negative relationship between final benefits and labor market outcomes.

This statement remains true even if we re-weight our estimation sample to reflect the compliant sub-

population. The 2SLS estimates are positive, significant for labor market earnings and being strongly

attached to the labor market, and large in magnitude.15

In columns 4-6 of Table 2 we repeat our formal labor market analysis for women. The OLS estimates

follow the same pattern as those for men, but are smaller in magnitude. The 2SLS estimates are all

positive, but none are statistically significant. It is at this point where it is useful to consider the reduced

form, at least to get the sign of the impact of falling above the 65,000 threshold on labor market outcomes.

For formal earnings we see a positive and marginally statistically significant effect.

In Table A4 we present marginal treatment effect (MTE) analysis for the formal labor market out-

comes. Given we have a binary instrument, we follow Brinch et al. (2017) and specify a linear MTE

using the separate MTE estimation approach. We provide details of this in Section A.9. Our main reason

to conduct MTE analysis was to explore the extent to which households select into manipulating their

welfare eligibility status due to unobserved labor market gains of manipulation. We find no evidence that

this occurs.

From the formal labor market analysis, we can conclude that in households induced to attempt to

a separate first stage equation, in order to estimate the proportion of compliers in each quintile. The mechanics
of this step is identical to that of the approach we discuss in Section 5.1, where we characterize compliers. We
then re-weight our core sample so that the proportion of compliers in each quintile matches the proportion of the
estimation sample for the quintile. Quintiles with few compliers will receive lower weights, and quintiles with a
higher proportion of compliers will received higher weights.

15We present the reduced form (where we regress our outcome on our standard set of control variables, and the
instrument Di directly) for the reader interested in understanding the magnitude of our 2SLS estimates.
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manipulate their welfare status due to falling about the key threshold, there is a strong increase in formal

sector earnings and labor supply from men and a more muted response from women, which appears to

move in the same direction. We find no evidence of unobserved labor market gains to manipulation.

Interpreting the Formal Labor Market Results It is not immediately clear why we find

an increase in formal labor market attachment, and consequent formal earnings, as a response to a

manipulation-induced increase in welfare payments. In this section we propose three possible explanations

for this, and assess whether there is any evidence that these explanations could be key drivers of the formal

labor market results. It is important to note that under the rules of the TSA system in Georgia, gaining

formal labor market employment does not preclude one from accessing welfare benefits if the increase in

household income does not exceed 175 Lari per family member per month. The design of this rule was

to enable those on benefits to work, without concerns of losing benefits in so-called “welfare traps”.16

The first potential explanation relates to job search behavior. Standard job search theory tells us

that a ceteris paribus increase in non-labor income should lead to an increase in the reservation wage,

and consequently a longer search duration and a higher wage on re-employment. Job searchers may also

wait longer for a better match to arrive, which all else equal should result in a longer tenure spell with

the newly matched employer.

In section A.8.1 we describe the steps we take to create the required data. In Table 3 we present the

results of this analysis. For men, we document large increases in the first recorded post-unemployment in-

come following a welfare manipulation attempt, which is suggestive that male workers may have increased

their reservation wage in response to higher expected non-labor income. The findings for unemployment

duration (measured not in months, but rather across the distinct time periods for which we observe the

formal sector earnings and employment) are more nuanced. Whilst the OLS results point to shorter

durations (and lower post-unemployment earnings) for those who attempt to manipulate their welfare

status, the IV results find no difference between manipulators and non-manipulators. This suggests

manipulating households converge to the job search behavior of (ex-ante better off) non-manipulating

households. In terms of duration of employment spells post-unemployment – which is our best proxy of

employer-employee match quality – we document a similar convergence in IV results, which again differ

to the OLS estimates. The patterns we observe do not point to change in job search behavior as the

singular channel through which manipulating households change their labor market outcomes, but are

suggestive that job search behavior changes may be one such mechanism.

The pattern for women is considerably less clear cut, which echoes the more muted formal labor

market response of women in manipulating households that we document in Table 2. The OLS estimates

for women highlight significantly lower post-unemployment income, shorter unemployment durations

and shorter post-unemployment employment spells. The IV estimates point to shorter unemployment

durations, and some convergence in post-unemployment income and employment spells.

The second explanation relates to financial barriers to formal employment. Recall from Section 5.1 that

our compliers are poorer households and more likely to live in a rural setting. Income constraints may

mean that these individuals do not pursue formal labor market opportunities due to not being able to

access these formal markets either physically – due to lack of transportation – or electronically – due

to lack of means to use phones or email. Using the survey data we have available we can investigate

such explanations. In Table A3 we present results from this ancillary analysis. The 2SLS estimates

highlight that manipulating households spend more on communication, which differs from the negative

OLS estimates for this expenditure. For transport expenditure we do not document any significant

responses. We do find marginally significant reduced form evidence that households falling about the

16Rules explained in Resolution No.3, January 18th, 2019, that modify Resolution No. 145, July 28th, 2006
(accessed from matsne.gov.ge). Figure A5 in Appendix A.7 shows that must successful manipulators who have a
formal job remain within the 175 Lari per month per family member rule.
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Table 3: Welfare Eligibility Manipulation Leads to Changes in Aspect of Job Search and Match-
ing

(1) (2) (3) (4) (5) (6)

Men Women

Treatment Variable Income After
Unemploy-

ment

Longest Un-
employment

Spell

Longest
Post-

Unemployment
Employment

Spell

Income After
Unemploy-

ment

Longest Un-
employment

Spell

Longest
Post-

Unemployment
Employment

Spell

OLS –206.145*** –0.239** –0.321*** –48.057** –0.234** –0.370***
Repeat Interview (61.582) (0.097) (0.090) (24.117) (0.117) (0.099)

CW-OLS –197.612*** –0.247** –0.311*** –52.435** –0.243** –0.363***
Repeat Interview (56.939) (0.097) (0.092) (25.075) (0.117) (0.099)

Reduced Form 355.051*** –0.167 0.196 15.353 –0.733*** 0.040
1[z0,i ≥ κ] (134.295) (0.201) (0.168) (58.406) (0.242) (0.189)

2SLS 1456.014** –0.711 0.804 68.053 –2.511** 0.178
Repeat Interview (639.308) (0.853) (0.752) (255.781) (1.024) (0.845)

First Stage F-Stat 23.219 14.496 23.219 18.125 15.255 18.125

Y 0 709.373 2.167 1.907 374.516 2.013 2.026
Observations 1,488 1,142 1,488 1,393 908 1,393

Notes: *** denotes significance at 1%, ** at 5%, and * at 10%.

65,000 PMT threshold are more likely to own a bicycle, which translates into a positive but significant

2SLS estimate. We find no effect of a manipulation attempt on motorcycle or car ownership, which is

reassuring, as such expenditures are of a different order of magnitude to the financial gains manipulating

households make. Taken together, we do not find any conclusive evidence that the increase in income of

manipulating households leads to changes in transport expenditure. Given we do not know the purpose

of the increased expenditure on communication, we conclude this exploratory analysis by acknowledging

that the relaxation of financial constraints to travel are an unlikely driver of our formal labor market

results.

Finally, we consider the possibility that lack of ability to fund childcare is a limiting factor on the

formal sector employment of complier households. One finding from above already suggests this is not

the case. If additional welfare income enables households to access childcare in order to increase labor

supply, it is likely that this will impact women more than men. Yet in Table 2 we find a muted response

on female labor supply, and a large response for men. Hence this is an unlikely channel. We further rule

this explanation out in results we present later on in this paper (specifically Table 5), where we show

no increase in childcare expenditure in response to welfare manipulation. We conclude that access to

childcare is unlikely to be the key driver of our formal sector findings.

5.2.2 Survey Data on Labor Market Outcomes

If we were to only have access to data on formal labor market outcomes, we would be limit with what

we could say about the labor market consequences of welfare eligibility manipulation in Georgia for two

reasons. Firstly, the size of the informal sector in Georgia is non-negligible – at least 35% of individuals are

estimated to supply at least part of their labor in the informal sector (DTDA, 2021). Hence, estimates

based solely on the formal sector can present at best a limited perspective of the impact of welfare

eligibility manipulation on labor market outcomes. Secondly, households may opt to supply labor in the

informal sector as a response to the social security system in Georgia. Thus we may be missing part of

the behavioral response of households to the discontinuity at 65,000.

In order to address these concerns, we now turn to survey data on labor market participation, which

covers both the formal and informal sectors, as well as unpaid home production. In Table 4 we consider
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both the extensive and intensive labor supply decisions of men (Panel A.)) and women (Panel B.))

separately.

Given that the survey data sample is almost an order of magnitude smaller than the administrative

data sample, the key parameters are considerably less precisely estimated. It is reassuring to see that

our instrument still has a sufficiently strong first stage when consider welfare eligibility manipulation

attempts in this smaller sample.17 For men we document results that broadly mirror what we find

with the administrative data. Specifically we see that (i.) all OLS estimates are small and statistically

insignificant, (ii.) we find positive impacts of a welfare eligibility manipulation attempt on labor supply.

We can separate waged work, self-employment and unpaid home work in the survey data. We see no

response for labor supply decisions in the self-employed sector – the overall labor supply impacts are

driven by waged work. In Table A6 we separate formal and informal waged work. Although the patterns

are suggestive that the overall effects we document for waged work are driven by responses for those

working in the formal sector, the estimates are too noisy for us to say anything more specific.

For women, there is no impact of a welfare eligibility manipulation attempt on labor market outcomes,

in any of the sectors we consider.

The lack of statistical significance for many of the parameter estimates of interest is likely due to

power issues that we face face when working with the considerable smaller, but more detailed, survey

data.18 Given this predicament, our task is to combine the evidence we find with the survey data and

the larger, less detailed administrative data from the previous section.

The conclusions we arrive to from this triangulation process are that (i.) men supply more labor as

a consequence of a welfare eligibility manipulation attempt, (ii.) this effect is driven primarily by labor

supply in the formal sector of the labor market, (iii.) the informal sector response (be this informal waged

work or along the self-employment margin) is limited, (iv.) labor income of men rises as a consequence of

this increase in labor supply and (v.) there is very little response from women to a manipulation attempt.

Bringing these points together, households that attempt to manipulate their welfare eligibility appear to

be more attached to the labor market as a consequence of this manipulation attempt.

5.3 Household Expenditure Responses to Welfare Eligibility Manipulation

In the previous section we study the impact of welfare eligibility manipulation on labor market outcomes

and find (i) a positive effect of welfare eligibility manipulation on employment and earnings for men and

(ii) no significant impacts for women. From this we conclude that, on average, households that engage

in welfare eligibility manipulation are better off for two reasons. Not only do these households receive

higher welfare-related income (see Figure A4 in Appendix A.5), but those households that manipulate

their welfare eligibility consequently supply more labor, and thus earn more.

Having taken stock of the evidence in the previous section, a natural question to ask is how do these

welfare-manipulating households spend the extra income? In Table 5 we present expenditure patterns

based on our survey data. The penultimate row of this table displays the outcome variable for those with

an initial PMT score below the 65,000 cutoff (Y 0). These statistics are particularly useful to gain a sense

of expenditure patterns for a control set of households.

Both the OLS and complier-weighted OLS estimates are negative for almost every single expenditure

group, and typically statistically indistinguishable from zero. As we saw in the previous section, the 2SLS

estimates have a different sign. What is most interesting about this table is where the extra expenditure

17That said, the instrument is weak when considering the outcome of a manipulation attempt – final benefits
received. For completeness, we provide the results based on this treatment variable in Table A5. Given the rank
condition does not hold, we cannot meaningfully interpret the 2SLS estimates.

18One can see this clearly by comparing the first-stage F -Statistic we present in Panel A of Table 2 with that of
Table A5 – this is the same first-stage, based on the same set of covariates and fixed effects. The only difference
is the sample size.
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Table 4: We Document the Same Labor Market Patterns Using Final Benefits Instead of Repeat
Interview as Our Treatment Variable

(1) (2) (3) (4) (5) (6) (7)

Employed Hours per Week

Total For a
Wage

Self-
Employed

Unpaid
Home
Work

Total For a
Wage

Self-
Employed

A. Men

OLS: 0.011 0.017 –0.006 0.006 –0.225 –0.531 0.306
Repeat Interview (0.042) (0.032) (0.041) (0.005) (1.679) (1.462) (1.317)

CW-OLS: 0.010 0.016 –0.006 0.006 –0.285 –0.607 0.321
Repeat Interview (0.042) (0.032) (0.041) (0.005) (1.687) (1.474) (1.325)

Reduced Form: 0.133 0.146* –0.012 –0.007 8.599** 6.744* 1.855
1[z1,i ≥ κ] (0.100) (0.077) (0.097) (0.010) (4.025) (3.643) (3.062)

2SLS: 0.507 0.553* –0.046 –0.025 32.671* 25.624* 7.048
Repeat Interview (0.397) (0.318) (0.360) (0.044) (17.646) (15.007) (11.371)

First Stage F-Stat 11.200 11.200 11.200 11.200 11.200 11.200 11.200

Y 0 0.549 0.162 0.387 0.001 16.616 7.141 9.475
Observations 999 999 999 999 999 999 999

B. Women

OLS: –0.003 0.000 –0.003 –0.005 0.637 0.566 0.070
Repeat Interview (0.037) (0.030) (0.027) (0.039) (1.389) (1.324) (0.594)

CW-OLS: 0.008 0.005 0.002 0.003 0.670 0.632 0.038
Repeat Interview (0.039) (0.032) (0.027) (0.040) (1.499) (1.460) (0.545)

Reduced Form: 0.014 –0.035 0.048 –0.068 –0.589 –1.999 1.410
1[z1,i ≥ κ] (0.083) (0.068) (0.063) (0.085) (2.901) (2.761) (1.409)

2SLS: 0.056 –0.141 0.197 –0.277 –2.390 –8.116 5.726
Repeat Interview (0.327) (0.256) (0.260) (0.352) (11.642) (11.088) (6.167)

First Stage F-Stat 12.262 12.262 12.262 12.262 12.262 12.262 12.262

Y 0 0.299 0.149 0.150 0.513 8.740 5.673 3.067
Observations 1,173 1,173 1,173 1,173 1,173 1,173 1,173

Notes: *** denotes significance at 1%, ** at 5%, and * at 10%.

is directed – not food, eating out, tobacco or alcohol, but on the children in the household. We document

a 120 Lari increase in total expenditure on children, the lion’s share of which is on clothing, and a

smaller share on increased education spending. Although the effect for total expenditure is statistically

insignificant, we can see that the increase in spending on children is approximately 70% of the total

expenditure response. A different way to benchmark the increase in child spending is to use the baseline

total expenditure (Column 1, penultimate row), in which case the increase in child spending is 25% of

baseline expenditure. The fact that the first stage coefficient is .268 means that the 2SLS estimates

are four times the size of the reduced form estimates. Irrespective of how these estimates are scaled or

how we benchmark the effect sizes, the response of households to the increase in household income due

to welfare eligibility manipulation is unambiguous – the majority of additional expenditure is directed

towards children. In the next section we will push this finding one step further, and study the impact of

household manipulation of welfare eligibility on child outcomes.

Before we do so, it is worth noting an additional piece of evidence we glean from Table 5. In Column

9 we see a small, but both statistically and economically insignificant rise in childcare expenditure. This

20



may explain the gendered labor market results from the previous section, where we see a large labor

market response for men, but a considerably more muted response from women. The mean levels of the

various outcome variables that we present in the penultimate rows of each panel of Table 4 also show

men do essentially no unpaid home work.
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Table 5: Household Level Survey – Expenditure

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Children

Total Food Food
Outside of

House

Alcohol
Tobacco

Adult
Clothing

Total Clothing Education Childcare

OLS: –33.458 –14.359 –0.598 –3.776 –3.390*** –3.332 –0.026 –2.805 –0.501
Repeat Interview (49.303) (12.479) (0.408) (3.803) (1.164) (3.172) (2.296) (1.708) (0.651)

CW-OLS: –21.788 –12.709 –0.640 –4.883 –3.073** –5.697 0.101 –4.673** –1.125
Repeat Interview (57.837) (14.944) (0.411) (4.039) (1.345) (3.883) (2.483) (2.278) (1.016)

Reduced Form: 45.150 7.749 0.867 2.628 6.622** 31.973*** 22.102*** 8.464** 1.407
1[z1,i ≥ κ] (97.388) (30.357) (1.456) (8.459) (2.629) (7.068) (4.952) (3.702) (1.739)

2SLS: 168.555 28.929 3.235 9.811 24.721* 119.364** 82.512** 31.598* 5.255
Repeat Interview (362.533) (112.900) (5.643) (31.686) (13.174) (47.918) (32.640) (17.945) (6.686)

First Stage F-Stat 10.338 10.338 10.338 10.338 10.338 10.338 10.338 10.338 10.338

Y 0 471.484 158.610 0.983 21.917 7.247 32.864 24.582 7.034 1.249
Observations 900 900 900 900 900 900 900 900 900

Notes: *** denotes significance at 1%, ** at 5%, and * at 10%. Last Benefit is measured in 100s of Laris.
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5.4 The Impact of Welfare Eligibility Manipulation on Child Outcomes

In Section 5.2 we find that a manipulation attempt leads to a significant increase in labor supply for men,

and no change for women. A consequence of this is an increase in labor income within the household.

In Table 5 we document that children are the primary beneficiaries of the corresponding increase in

household spending. As our gaze turns now to child outcomes, we note that the evidence we document

so far identifies two, countervailing forces on the child skill production function within households that

attempt to manipulate their welfare eligibility. The increase in income, and concomitant expenditure

on children, should have a positive impact on childhood skill production, whereas the fact that parents

now have less time available will likely lead to a decrease in the production of childhood skills (Cunha

and Heckman, 2007; Caucutt et al., 2020; Agostinelli and Sorrenti, 2021; Nicoletti et al., Forthcoming;

Mullins, 2022).

5.4.1 Early Childhood Investments

We first consider child outcomes in the first six years of life, a key period for childhood interventions if there

are dynamic complentarities in investments in children across their life cycle (Cunha and Heckman, 2007,

2008; Cunha et al., 2010). We bring two data sources to bear to study this early childhood investment

– administrative data on vaccinations, and survey data on health and time investments in children. The

data we have available to us will predominantly reflect time costs, rather than money costs.

Once again, when working with the survey data we face a very small sample size. The consequence of

this can be seen again by viewing the first-stage F statistic in Table 6, which is large for the administrative

data sample, but below standard thresholds for the survey data sample. This failure of the rank condition

when using the survey data occurs when we use the same specification, and considering the same PMT

score range, as we do with the administrative data, so we are confident that this loss in significance

reflects the small sample size of the survey data sample. Due to these power issues curtailing meaningful

interpretation of the 2SLS estimates, we make use of the reduced form estimates in this section.

We first show in Columns 1 and 2 that a manipulation attempt has no impact on vaccinations. Given

that the main parental cost of such health investments are time-based, these results are informative of

household responses to changing labor supply patters as a consequence of a manipulation attempt.

When we turn to the survey data, two key findings emerge. First, from the reduced form estimates,

we see that there is a negative impact of falling just above the 65,000 threshold in terms of the number

of health checks children under 6 receive. Second, although the reduced form estimates are too noisy to

say anything with a strong degree of statistical certitude we see a substantial fall in total child-parent

time for households above the 65,000 threshold.

Given the sample size limitations, it would be remiss to say too much based on the evidence from the

survey data. That said, it does not appear that there are large and meaningful effects in either direction

in terms of early childhood investments as a response to the discontinuity at 65,000.

5.4.2 Mid- and Late-Period Childhood Skill Investments

We now shift our attention to the later periods of childhood skill investments, using administrative educa-

tional data to study outcomes at two key educational margins – high school and university attendance.19

The administrative data we use contains information on school/university attendance for the previous

three years. Using this information, along with child age, we can observe if school-age children are still

attending school. For 19 and 20 year olds, we can observe if they attended school in the previous years.

Combining the available information, we construct an indicator for high school attendance during ages

15-18. Some basic analysis of the university data highlights that ages 18-23 are core ages for university

19Post-compulsory education – both secondary and university education – is free in Georgia.
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Table 6: There is no Strong Evidence of a Reduced Form Effect for Early Childhood Investments

(1) (2) (3) (4) (5) (6) (7)

Administrative
Data Survey Data

Full
Vaccines

Full exc.
DTaP/

IPV/ Hib/
HepB

Any
Health

Check-ups

Number of
Health

Check-ups

Screen-
time

Time
Spent

Together –
Total

Time
Spent

Together –
Reading

OLS 0.028 0.004 0.004 0.482 0.010 –18.007** –1.842
Repeat Interview (0.024) (0.026) (0.076) (0.684) (8.435) (8.371) (2.995)

CW-OLS 0.033 0.011 0.006 0.405 –0.325 –18.996** –2.184
Repeat Interview (0.025) (0.027) (0.076) (0.691) (8.581) (8.497) (2.976)

Reduced Form 0.014 –0.001 –0.172 –2.896* –16.197 –30.958 3.072
1[z1,i ≥ κ] (0.048) (0.054) (0.170) (1.648) (22.606) (21.197) (8.649)

2SLS 0.042 –0.004 –0.424 –7.141 –39.931 –76.324 7.574
Repeat Interview (0.149) (0.167) (0.391) (4.927) (52.590) (55.340) (20.201)

First Stage F-Stat 42.447 42.447 7.415 7.415 7.415 7.415 7.415

Y 0 0.207 0.291 0.814 5.462 63.874 71.307 15.785
Observations 2,014 2,014 364 364 364 364 364

Notes: *** denotes significance at 1%, ** at 5%, and * at 10%.

attendance. Hence we focus on this age group, and create an indicator for university attendance or com-

pletion for those aged 18-23, in an analogous manner to the construction of our high school attendance

indicator. We present our findings in Table 7.

Table 7: The Treatment Effect Estimates for High School and University Attendance Differ in
Sign, Suggesting That Different Inputs may Matter More at Different Life Cycle Stages

(1) (2) (3) (4) (5) (6)

High School University

All Males Females All Males Females

OLS –0.012 –0.016 –0.011 –0.032* –0.041* –0.027
Repeat Interview (0.016) (0.026) (0.022) (0.019) (0.025) (0.031)

CW-OLS –0.010 –0.015 –0.009 –0.038* –0.040 –0.042
Repeat Interview (0.016) (0.026) (0.022) (0.019) (0.025) (0.032)

Reduced Form 0.018 –0.028 0.067 0.104*** 0.073 0.144***
1[z1,i ≥ κ] (0.032) (0.050) (0.045) (0.033) (0.044) (0.054)

2SLS 0.067 –0.111 0.265 0.559*** 0.490 0.691**
Repeat Interview (0.121) (0.192) (0.181) (0.198) (0.324) (0.297)

First Stage F-Stat 80.350 37.756 32.012 45.086 14.692 23.413

Y 0 0.807 0.776 0.840 0.282 0.213 0.360
Observations 4,365 2,246 2,093 4,047 2,128 1,884

Notes: *** denotes significance at 1%, ** at 5%, and * at 10%.

Columns 1-3 show the impact of a household manipulation attempt on high school attendance of children

ages 15-18 within the household. Both the standard and complier re-weighted OLS estimates are both

very close to zero. The 2SLS estimates are imprecise but positive. The imprecision of the estimates is

not driven by small sample sizes or a weak instrument – there appears to be little effect of a household

manipulation attempt (which, given what we show in previous sections, is likely best thought of as a

bundle of outcomes) on high school attendance for older children within the household.

Columns 4-6 present estimates for university attendance for teens and young adults age 18-23 still

living at home. The OLS show that the correlation between a manipulation attempt and university
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attendance is negative. The complier re-weighted OLS highlight the lack of treatment effect heterogeneity

among the compliant sub-population. The 2SLS estimates tell a distinctly different story – we find a

strong positive effect of manipulation-induced benefit changes on university attendance, particularly for

young women.

Why should welfare manipulation attempts lead to no impact on educational outcomes for high school

aged children, but positive effects for young adults within the household? Our favored explanation for

these results is that the skill production function inputs of (i.) parental income and (ii.) parental time

have different returns at the different life-cycle stages, at least within the setting of Georgia. A very

concise summary of the findings from previous stages is that welfare eligibility manipulation attempts

lead to more income, and less available time, within the household as a whole. Combining this summary

with the idea that the different inputs have different returns at different life-cycle stages enables us to

reconcile the results we document in Table 7. For teenagers still living at home who may require parental

input for homework or for getting to extra classes after school, the negative effect of less parental time

cancels out the positive effect of greater parental income. For the young adults in the households, who

are more independent, the parental time effect matters less. These young adults benefit from the income

effect however, and are able to attend higher education to a larger extent. Given that (i.) university

education is free in Georgia and (ii.) we consider university attending young adults still living at home,

the channel through which income affects university attendance is likely via the opportunity cost of

university – additional income enables young woman to pursue university education rather than work,

either in the labor market or at home.

6 Conclusion

In this work, we study a large, nationwide welfare program in Georgia. The program uses a typical form

of targeting for a developing country – proxy means testing – and has prominent discontinuities in the

schedule that links benefit income to PMT scores. Coupled with the fact that households may request

repeat PMT score assessments, the program gives households incentives to manipulate their welfare

eligibility. We start by showing that such manipulation is extensive at a particular threshold, a threshold

with a particularly large benefit discontinuity.

We develop a Becker-style model of household manipulation, which we use to inform our empirical

approach – a FRD-IV design. We provide extensive evidence of the causal effects of welfare manipulation

on labor market engagement, household expenditure, and outcomes of children and young people within

the household. Men in manipulating households work more, and earn more. The effect for women is

more muted. In total, households that attempt to manipulated their welfare eligibility status are better

off on average for two reasons – higher welfare income, and higher earned labor income. We document

that these household spend more, with the majority of this increased expenditure child-focused.

Given our setting, where we have quasi-experimental variation that leads to a simultaneous drop

in parental time and a rise in parental income, we study the consequences of household manipulation

behavior on a battery of child outcomes, spanning from health and time use investments for children aged

0-5, to educational investments for older children and young adults. For young children we document

limited declines in health and time investments. For 15-18 year olds, we find no changes in high school

attendance. For the oldest children in the household we find large increases in university attendance,

particularly for young women.

The combined findings of our work provide a detailed, and morally nuanced picture of welfare ma-

nipulation in Georgia. The act of welfare manipulation is one that from an optimal welfare policy design

we would like to avoid. And yet, those households who do engage in welfare manipulation end up spend-

ing working more in the formal sector of the labor market, increasing expenditure on children in the

household, and end up being able to send the young women in their household to university in greater

proportions.
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A Robustness and Ancillary Results

A.1 The TSA Benefit Schedule

Table A1: TSA benefits by PMT score (Lari per month)

Benefit per Benefit per
PMT score household member child

0 to 30, 000 60 50
30, 001 to 57, 000 50 50
57, 001 to 60, 000 40 50
60, 001 to 65, 000 30 50
65, 001 to 100, 000 0 50
100, 000 or more 0 0
Notes: Payment scheme from January 2019. 1 USD = 2.89 Lari.
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A.2 Support for the Identifying Assumptions

A.2.1 The Continuity Assumption

The key identifying assumption in a RD design is the continuity assumption, which states that the

potential outcomes (Y0,i and Y1,i) are smooth functions of the running variable z0,i through the cutoff,

κ.

In order to provide support for this assumption, we implement a series of covariate balance tests,

estimating the following specification:

Xi = λDi + gD1 (z0,i) + υi (11)

where gD1 (z0,i) is a polynomial of order 2 in z0,i on either side of the cutoff, κ. We present the estimates

of λ from these regressions in Figure A1 below. Of the 25 covariates we consider, only a single estimate

is significantly different from 0 at the 5% level. We take these results as strong supportive evidence in

favour of the continuity assumption.

Figure A1: The Covariates at Baseline are Balanced Across the 65,000 PMT Threshold

Notes: TBC.
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A.3 Linking the two key Endogenous Regressors

It is instructive to see how one can move between equations based on final welfare income, B1,i, and a

welfare eligibility manipulation attempt, Ri. We can write the final benefit amount as function of the

initial benefit amount and the process of reassessment:

B1,i = Ri(pi(1− qi)∆B+
i + qi∆B

−
i ) +B0,i (12)

where ∆B+
i is the increase in benefits if the reassessment is successful, and ∆B−

i the reduction in benefits

if the SSA sanctions the household for welfare fraud. Here, we restate Equation (10), with different

parameters to distinguish this instance from the version in the body of the text:

Yi = θ0B1,i + gD3 (z0,i) + θ1B0,i +X
′

iΘ + ζi (13)

Substituting in Equation (12) in Equation (13) and rearranging, we can connect it with Equation (8).

Yi =[θ0(pi(1− qi)δB+
i + qiδB

−
i )]Ri + gD3 (z0,i) + (θ0 + θ1)B0,i +X

′

iΘ + ζi (14)

=Γ0,iRi + gD3 (z0,i) + Γ1B0,i +X
′

iΘ + ζi
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A.4 Sample-Size and First Stage F -Statistics

For both endogenous treatment variables, the estimate first stage coefficient on the instrument is ex-

tremely stable across all data settings (Panel (A) of Figure A2 and Figure A3). What drives the variation

in the first stage F -statistic across our various data settings is the sample size in the different settings.

One can see the first stage F -statistic (Panel (C) of Figure A2 and Figure A3) moving in tandem with

the sample size (Panel (B) of Figure A2 and Figure A3).

Figure A2: First Stage Estimates, Sample Size and Instrument Relevance for Repeat Interview
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Figure A3: First Stage Estimates, Sample Size and Instrument Relevance for Realized Benefits
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A.5 Linking Initial Welfare Income and Final Welfare Income Around the

Cutoff

Figure A4: Conditional on initial benefits, final benefits are higher for those above 65,000

(a) Final Benefit

Notes: TBC.
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A.6 Additional Formal Labor Market Results

Table A2: Welfare Eligibility Manipulation Leads to Increased Formal Labor Market Engage-
ment

(1) (2) (3) (4) (5) (6)

Men Women

Mean Income Employed All
Periods

Employed At
Least Once

Mean Income Employed All
Periods

Employed At
Least Once

OLS –35.932*** –0.016*** –0.042*** –11.454*** –0.012*** –0.028***
Realized Benefit (3.304) (0.003) (0.004) (1.107) (0.002) (0.003)

CW-OLS –33.006*** –0.013*** –0.039*** –8.713*** –0.010*** –0.024***
Realized Benefit (3.530) (0.003) (0.004) (1.046) (0.002) (0.003)

Reduced Form 98.846*** 0.059*** 0.046 14.116* 0.011 0.032
1[z0,i ≥ κ] (21.311) (0.018) (0.030) (8.341) (0.014) (0.022)

2SLS 180.630*** 0.107*** 0.084 29.932 0.022 0.068
Realized Benefit (50.167) (0.037) (0.056) (18.952) (0.029) (0.048)

First Stage F-Stat 45.209 45.209 45.209 47.783 47.783 47.783

Y 0 126.016 0.078 0.279 51.303 0.061 0.198
Observations 7,314 7,314 7,314 9,519 9,519 9,519

Notes: *** denotes significance at 1%, ** at 5%, and * at 10%.Realized Benefit is measured in 100s of Laris.

A.7 Manipulation and Subsequent Income Changes
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Figure A5: The Formal Labor Income Increases of Successful Manipulators Fall Almost Exclu-
sively Within the 175 Lari per Month per Person Rule

(a) Unweighted

(b) Complier Reweighted

Notes: Only households-months that reported income in the Revenue Service data, with first PMT between 60,000 and

70,000. Vertical dashed lines at -175 and 175 Lari. Change in income is measured as the difference between the income earned

by the household in the Revenue Service data and the Income from ”Salary (including all other types of remuneration)”

in the last PMT declaration filled by the household. Successful manipulators are households above the 65,000 cutoff that

asked for an additional interview and the final result is a score below 65,000. Non-manipulators are households below the

cutoff that do not request an additional interview.
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A.8 Potential Drivers of the Formal Labor Market Results

A.8.1 Job Search Behavior

In order to conduct the job search-related analysis we present in this section, we pool all available data

we have on employment spells and formal income. The formal sector employment data we have provides

us with four snapshots (periods 1-4) of individuals’ formal sector employment status as well as formal

sector earnings. We complement this data with the employment information in the most recent PMT

interview prior to the first of our four formal sector snapshots (an additional period – period 0).

Using the five periods of data, we can construct workers’ employment spells during up to five distinct

periods20 spanning up to 5 years.

20In order to isolate the effect of the interview, we consider employment spells after the final interview only.
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A.8.2 Transportation and Communication Barriers

Table A3: Transport Expenditure and Means of Transport

(1) (2) (3) (4) (5)

Expenditure on: Owns a:

Communication Transport Bicycle Motorcycle Car

OLS: –2.105* –4.485 –0.001 –0.001 –0.037
Repeat Interview (1.224) (3.187) (0.017) (0.006) (0.027)

CW-OLS: –1.216 –5.327 –0.015 –0.005 –0.050*
Repeat Interview (1.311) (3.405) (0.019) (0.006) (0.027)

Reduced Form: 6.635** 5.266 0.055* 0.008 0.048
1[z1,i ≥ κ] (2.799) (8.176) (0.033) (0.014) (0.059)

2SLS: 24.772* 19.659 0.204 0.031 0.180
Repeat Interview (13.505) (30.773) (0.147) (0.059) (0.230)

First Stage F-Stat 10.338 10.338 10.338 10.338 10.338

Y 0 15.423 25.882 0.033 0.006 0.112
Observations 900 900 900 900 900

Notes: *** denotes significance at 1%, ** at 5%, and * at 10%.
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A.9 Marginal Treatment Effects

In this section we estimate marginal treatment effects (MTEs) based on our binary instrument. We

present a brief overview of the MTE approach in order to anchor what we do here, then proceed to

discuss how we may identify the MTE when we have only a binary instrument. We follow the exposition

of Andresen (2018), and additionally use his Stata command – mtefe – in order to estimate the MTEs.

The starting point for all MTE approaches is the generalized Roy model, which takes the form of:

Yj = µj(X) + Uj = Xβj + Uj for j = 0, 1 (15)

Y = DY1 + (1−D)Y0 (16)

D = 1[µD(Z) > V ] = 1[Zγ > V ] where Z = (X,Z−) (17)

Y0 and Y1 are respective outcomes in untreated (no manipulation) and treated (manipulation) states.

The unobservable, V , in (17) – which we view as the unobserved resistance to treatment status –

plays a core role in the interpretation of MTEs. If V is continuously distributed, we can rewrite (17)

as D = 1[P (Z) > UD], where P (Z) is the propensity score and UD represents quantiles of V and is

uniformly distributed.

We follow Brinch et al. (2017), who show how to identify the MTE in the presence of a binary

instrument using the separate MTE estimation approach developed by Heckman and Vytlacil (2007).

This involves separately estimating the conditional expectation of the outcome variable for the treated

and untreated samples separately, combined with an appropriate function for the conditional expectation

of the error terms:

E(Y0 | X = x,D = 0) = xβ0 + E(U0 | UD > p) = xβ0 +K0(p) (18)

E(Y1 | X = x,D = 1) = xβ1 + E(U1 | UD ≤ p) = xβ0 +K1(p) , (19)

where p = P (Z). Brinch et al. (2017) describe in detail the identification challenges posed when at-

tempting to use a binary instrument to estimate MTEs, show how the separate approach with linear

specifications for K0 and K1 enables identification of the MTE, and present a graphical representation

of the geometry of the linear MTE. We leave the interested reader to view that paper for further detail.

A key output of most authors’ MTE analysis is a plot of the MTE estimate along the distribution

of UD – the quantiles of the unobserved resistance to treatment. For an example, see the discussion

of empirical applications in Cornelissen et al. (2016), where the slope of the MTE curve takes center

stage in the discussion of the two papers’ results. There is good reason for this – the slope of the

MTE curve informs us about patterns of selection on unobservable gains to treatment. Where the MTE

curve is downward-sloping, this indicates positive selection on unobservable gains – those with the highest

marginal treatment effect are those with the lowest unobserved resistance to treatment, hence conditional

on observables, the most likely to take up treatment. The converse applies.

In Table A4, we present the key outputs of our MTE analysis for formal labor market outcomes,

considering three different functional form specifications for the choice equation, (17). Other dimensions

on which authors often consider heterogeneity analysis – the orders of polynomials used in the specification

of K() and the type of MTE approach – are not permissible in our binary instrument case. Here we must

use the separate approach, and K() must be linear (Brinch et al., 2017). In lieu of 18 MTE curves, we

extract the slope of the term in p, and the p– value of this term from each of our MTE specifications. This

is a sufficient statistic for the key information contained in the linear MTE. As one can see from Table

A4, there is no meaningful selection on unobservable gains to treatment for men nor women, for any of

the outcomes we consider. What this means is that households are not manipulating welfare eligibility

based on the (unobserved) labor market benefits of doing so.
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Table A4: Marginal Treatment Effect Analysis Reveals That Households do not Manipulate
Welfare Eligibility due to the Unobserved Labor Market Gains to Manipulation.

(1) (2) (3) (4) (5) (6)

Men Women

Choice Model Function: Choice Model Function:
LPM Logit Probit LPM Logit Probit

A. Mean Income

ATE 73.844 63.875 65.912 5.170 –5.196 –7.691
(111.977) (67.366) (72.788) (45.393) (29.576) (32.331)

ATT 273.822*** 116.232** 135.156** 62.922* 24.812 31.344
(75.673) (50.229) (53.457) (33.476) (21.228) (22.742)

ATUT 14.018 49.100 46.237 –11.655 –13.514 –18.574
(143.032) (84.598) (91.656) (57.338) (36.973) (40.545)

LATE 259.317*** 152.809*** 167.729*** 44.077* 13.473 18.209
(61.734) (44.949) (48.118) (25.797) (17.836) (19.108)

p-value: Observable Heterogeneity 0 0 0 0 0 0
p-value: Essential Heterogeneity 0.073 0.272 0.229 0.242 0.328 0.246
Selection on Unobservable Gains Positive∗ Positive Positive Positive Positive Positive
Observations 7,187 7,187 7,187 9,421 9,421 9,421

B. Employed All Periods

ATE 0.147 0.099 0.103 0.010 0 –0.007
(0.119) (0.071) (0.077) (0.093) (0.059) (0.065)

ATT 0.142** 0.081* 0.087* 0.031 0.014 0.021
(0.062) (0.042) (0.045) (0.054) (0.034) (0.037)

ATUT 0.148 0.104 0.107 0.003 –0.004 –0.015
(0.152) (0.089) (0.097) (0.118) (0.074) (0.082)

LATE 0.154*** 0.111*** 0.117*** 0.027 0.013 0.017
(0.052) (0.040) (0.042) (0.044) (0.031) (0.033)

p-value: Observable Heterogeneity 0 0 0 0 0 0
p-value: Essential Heterogeneity 0.954 0.990 0.994 0.786 0.756 0.617
Selection on Unobservable Gains Positive Negative Negative Positive Positive Positive
Observations 7,187 7,187 7,187 9,421 9,421 9,421

C. Employed At Least Once

ATE 0.029 0.036 0.041 0.014 –0.019 –0.027
(0.176) (0.110) (0.118) (0.144) (0.091) (0.100)

ATT 0.090 0.025 0.032 0.054 0.021 0.032
(0.108) (0.072) (0.076) (0.087) (0.058) (0.062)

ATUT 0.010 0.039 0.044 0.002 –0.030 –0.043
(0.224) (0.138) (0.149) (0.183) (0.114) (0.125)

LATE 0.109 0.069 0.075 0.071 0.041 0.048
(0.088) (0.065) (0.069) (0.071) (0.052) (0.055)

p-value: Observable Heterogeneity 0 0 0 0 0 0
p-value: Essential Heterogeneity 0.693 0.952 0.957 0.781 0.657 0.560
Selection on Unobservable Gains Positive Positive Positive Positive Positive Positive
Observations 7,187 7,187 7,187 9,421 9,421 9,421

Notes: *** denotes significance at 1%, ** at 5%, and * at 10%. TBC
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A.10 Additional Labor Market Results

Table A5: We Document the Same Labor Market Patterns Using Final Benefits Instead of
Repeat Interview as Our Treatment Variable

(1) (2) (3) (4) (5) (6) (7)

Employed Hours per Week

Total For a
Wage

Self-
Employed

Unpaid
Home
Work

Total For a
Wage

Self-
Employed

A. Men

OLS: –0.033** –0.043*** 0.010 –0.003 –2.101*** –2.218*** 0.116
Final Benefit (0.014) (0.011) (0.013) (0.002) (0.541) (0.470) (0.414)

CW-OLS: –0.034* –0.034** –0.000 –0.000 –2.115*** –2.132*** 0.017
Final Benefit (0.019) (0.016) (0.019) (0.001) (0.750) (0.738) (0.541)

Reduced Form: 0.133 0.146* –0.012 –0.007 8.599** 6.744* 1.855
1[z1,i ≥ κ] (0.100) (0.077) (0.097) (0.010) (4.025) (3.643) (3.062)

2SLS: 0.307 0.334 –0.028 –0.015 19.752 15.491 4.261
Final Benefit (0.294) (0.269) (0.218) (0.027) (15.156) (12.596) (7.160)

First Stage F-Stat 3.131 3.131 3.131 3.131 3.131 3.131 3.131

Y 0 0.549 0.162 0.387 0.001 16.616 7.141 9.475
Observations 999 999 999 999 999 999 999

B. Women

OLS: –0.005 –0.020** 0.015* 0.008 –0.592 –0.717* 0.125
Final Benefit (0.011) (0.009) (0.009) (0.013) (0.429) (0.401) (0.219)

CW-OLS: 0.004 –0.007 0.011 0.009 –0.025 –0.016 –0.009
Final Benefit (0.017) (0.012) (0.013) (0.017) (0.583) (0.537) (0.334)

Reduced Form: 0.014 –0.035 0.048 –0.068 –0.589 –1.999 1.410
1[z1,i ≥ κ] (0.083) (0.068) (0.063) (0.085) (2.901) (2.761) (1.409)

2SLS: 0.043 –0.108 0.151 –0.213 –1.836 –6.233 4.398
Final Benefit (0.253) (0.203) (0.216) (0.305) (8.950) (9.128) (5.449)

First Stage F-Stat 2.074 2.074 2.074 2.074 2.074 2.074 2.074

Y 0 0.299 0.149 0.150 0.513 8.740 5.673 3.067
Observations 1,173 1,173 1,173 1,173 1,173 1,173 1,173

Notes: *** denotes significance at 1%, ** at 5%, and * at 10%. Last Benefit is measured in 100s of Laris.
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Table A6: Our Key Estimates for Waged Work Appear to be Driven by the Formal Sector –
Repeat Assessment

(1) (2) (3) (4) (5) (6)

Employed Hours per Week

For a Wage For a Wage
(Formal)

For a Wage
(Informal)

For a Wage For a Wage
(Formal)

For a Wage
(Informal)

A. Men

OLS: 0.017 –0.001 0.018 –0.531 –0.898 0.368
Repeat Interview (0.032) (0.027) (0.018) (1.462) (1.311) (0.768)

CW-OLS: 0.016 –0.002 0.018 –0.607 –0.991 0.384
Repeat Interview (0.032) (0.028) (0.019) (1.474) (1.325) (0.777)

Reduced Form: 0.146* 0.108 0.037 6.744* 4.262 2.482
1[z1,i ≥ κ] (0.077) (0.068) (0.045) (3.643) (3.284) (1.963)

2SLS: 0.553* 0.412 0.141 25.624* 16.193 9.431
Repeat Interview (0.318) (0.266) (0.166) (15.007) (12.607) (7.094)

First Stage F-Stat 11.200 11.200 11.200 11.200 11.200 11.200

Y 0 0.162 0.114 0.048 7.141 5.328 1.813
Observations 999 999 999 999 999 999

B. Women

OLS: 0.000 –0.014 0.014 0.566 –0.276 0.843
Repeat Interview (0.030) (0.026) (0.016) (1.324) (1.077) (0.836)

CW-OLS: 0.005 –0.007 0.012 0.632 –0.285 0.916
Repeat Interview (0.032) (0.027) (0.018) (1.460) (1.127) (0.978)

Reduced Form: –0.035 –0.037 0.003 –1.999 –1.177 –0.822
1[z1,i ≥ κ] (0.068) (0.060) (0.037) (2.761) (2.418) (1.505)

2SLS: –0.141 –0.151 0.011 –8.116 –4.779 –3.336
Repeat Interview (0.256) (0.224) (0.144) (11.088) (9.153) (6.673)

First Stage F-Stat 12.262 12.262 12.262 12.262 12.262 12.262

Y 0 0.149 0.112 0.037 5.673 4.178 1.495
Observations 1,173 1,173 1,173 1,173 1,173 1,173

Notes: *** denotes significance at 1%, ** at 5%, and * at 10%.
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Table A7: Our Key Estimates for Waged Work Appear to be Driven by the Formal Sector –
Final Benefit Level

(1) (2) (3) (4) (5) (6)

Employed Hours per Week

For a Wage For a Wage
(Formal)

For a Wage
(Informal)

For a Wage For a Wage
(Formal)

For a Wage
(Informal)

A. Men

OLS: –0.043*** –0.044*** 0.001 –2.218*** –2.040*** –0.178
Final Benefit (0.011) (0.009) (0.007) (0.470) (0.419) (0.257)

CW-OLS: –0.034** –0.045*** 0.011 –2.132*** –2.152*** 0.020
Final Benefit (0.016) (0.013) (0.010) (0.738) (0.620) (0.409)

Reduced Form: 0.146* 0.108 0.037 6.744* 4.262 2.482
1[z1,i ≥ κ] (0.077) (0.068) (0.045) (3.643) (3.284) (1.963)

2SLS: 0.334 0.249 0.086 15.491 9.790 5.702
Final Benefit (0.269) (0.217) (0.109) (12.596) (9.591) (5.173)

First Stage F-Stat 3.131 3.131 3.131 3.131 3.131 3.131

Y 0 0.162 0.114 0.048 7.141 5.328 1.813
Observations 999 999 999 999 999 999

B. Women

OLS: –0.020** –0.019** –0.001 –0.717* –0.672** –0.045
Final Benefit (0.009) (0.008) (0.005) (0.401) (0.314) (0.279)

CW-OLS: –0.007 –0.015 0.007 –0.016 –0.512 0.496
Final Benefit (0.012) (0.010) (0.009) (0.537) (0.379) (0.440)

Reduced Form: –0.035 –0.037 0.003 –1.999 –1.177 –0.822
1[z1,i ≥ κ] (0.068) (0.060) (0.037) (2.761) (2.418) (1.505)

2SLS: –0.108 –0.116 0.008 –6.233 –3.671 –2.562
Final Benefit (0.203) (0.182) (0.111) (9.128) (7.250) (5.340)

First Stage F-Stat 2.074 2.074 2.074 2.074 2.074 2.074

Y 0 0.149 0.112 0.037 5.673 4.178 1.495
Observations 1,173 1,173 1,173 1,173 1,173 1,173

Notes: *** denotes significance at 1%, ** at 5%, and * at 10%. Last Benefit is measured in 100s of Laris.
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