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ABSTRACT IEEE time sensitive networks (TSN) offer redundant paths for automation networks that are
essential preconditions for network load balancing (NLB) or distribution. They also provide several traffic
shapers and schedulers with different impacts on the data flow control. The selection of the right traffic
shaper or scheduler for an automation network is challenging. Their influence depends on various network
parameters such as network extension, network cycles, application cycles, and the amount of data per
traffic class and network cycle. In this study, data flow control for NLB in automation TSN using different
traffic shapers and schedulers was investigated. The effects of the network parameters on the shapers and
schedulers were derived and imported into the data flow control model of the automation network. The
sample networks were simulated, and performance comparisons were made. The results show that the
enhancements for scheduled traffic (EST), strict priority queuing (SPQ), and the combination of SPQ with
frame preemption (FP) are better scheduler selections in connection with larger networks, fast network
cycles, and fast application cycles. The cyclic queuing and forwarding (CQF) shaper and asynchronous
traffic shaper (ATS) are rather an alternative for load control in small networks or in conjunction with slow
applications.

INDEX TERMS Automation networks, data flow control, load balancing, time sensitive networks.

I. INTRODUCTION
The continuously increasing communication demand in the
industry has resulted mainly from the ‘‘Industry 4.0’’ indus-
trial revolution. This implies a significant expansion in the
digitalisation of the production process and vertical com-
munication connectivity from cloud-based servers down to
the sensor level in an industrial plant. This increase implies
not only a growing demand for data volume and communi-
cation speed, but also a higher need for reliable and deter-
ministic data transport. These developments have led in a
first step to the develoment of the Audio Video Bridging
(AVB) standard [1] and finally to the creation of a ‘‘Time-
Sensitive Networks (TSN)’’ [2], [3] Task Group (TG) as part
of the IEEE 802.1 Working Group (WG). TSN is defined
by the associated IEEE standards extending the IEEE 802.1
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standard [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14]
and is still under further development. AVB and TSN define
various new functionalities and different traffic shapers and
schedulers, such as the credit based shaper (CBS) [6], the
enhancements for scheduled traffic (EST) [8], the cyclic
queuing and forwarding (CQF) [11], the asynchronous traffic
shaper (ATS) [13], the strict priority queuing (SPQ) [5], and
frame preemption (FP) [7], to achieve highly efficient and
deterministic data transport. TSN also allow for the use of
multiple communication paths, primarily to provide seamless
media redundancy according to IEEE 802.1CB [32], which
defines ‘‘Frame Replication and Elimination for Reliability
(FRER)’’. Classical, non-TSN networks for Internet or cam-
pus communications, both wired and wireless, are typically
set up as multi-paths networks. In addition to the advan-
tages of redundancy, the availability of multiple paths has
led to the use of load-sharing and load-balancing concepts
since the late 1990s. These non-TSN networks are usually
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based on Open Systems Interconnection (OSI) layer 3 routing
technology. Their dedicated load balancing methods include
methods for ISP networks [15], campus networks [16],
or access networks for mobile connectivity [17]. In factory
automation applications, networks with smaller spatial exten-
sion are used to transport information between automation
controllers (AC) and devices, such as drives, sensors, and
actuators. They are typically based on the OSI layer 2 tech-
nology using switching.

To achieve redundant connections with minimum wiring
effort, ring topology has become a prevalent topology in
redundant industrial automation networks. Fig. 1 shows a
typical industrial automation network setup, where several
field-level rings are redundantly coupled to a controller-level
ring. This, in turn, is redundantly coupled to a higher-level
Information Technology (IT) or Operational Technology
(OT) network [18]. Controller-level rings usually contain
a variety of higher-level ACs such as programmable logic
controllers (PLC) or motion controllers (MC). However, the
field-level ring typically consists of only one AC which
controls a variety of automation devices, such as drives,
sensors, actors, or decentral peripherals providing digital and
analogue inputs and outputs. Field-level ACs communicate
with the controller-level ACs. To date, communication con-
nections in automation networks typically have been set up
redundantly primarily because of failure-safety rather than
load sharing. Until now, there has been limited theoretical
research and practical application work on efficient and
effective load sharing and load balancing over multiple paths
of TSN, which is particularly true in industry. Therefore,
manufacturing automation networks, especially the more
recent TSN automation networks, offer new grounds for
research on network load distribution, which can be expected
to contribute to enhancing the performance of these networks.
Comparing legacy layer 3 networks, three major load distri-
bution strategies, also known as traffic engineering concepts,
are visible [15]:

1) oblivious routing, that is, routing on a fixed scheme
without incorporating changes in the network load
along various data paths;

2) traffic control using predicted traffic demands based on
recorded traffic history;

3) adaptive or dynamic control using metrics on traffic
load along the available data paths.

The first two methods, oblivious and predictive traffic
control, are advantageous particularly in conjunction with
uncertain network demand estimations. However, the com-
munication demands of automation applications are compa-
rably well-defined and predictable within certain limits in the
network setup. Because of this advantage, they are suitable
candidates for traffic distribution planning during the network
setup phase in conjunction with adaptive or dynamic traffic
control at runtime. Adaptive or dynamic control is based on
routing decisions based on network-load metrics. A control
algorithm constantly controls the load distribution on several

paths to achieve an optimal or near-optimal load distribution
and to minimize the local load maxima.

Dynamic load control, as has been investigated in previous
research on layer 3 ISP networks or campus networks [15],
[17], [20], [21], usually differentiates between:

• Flow control: The algorithm for controlling the data flow
on a single path to increase or decrease throughput;

• Fairness control: This algorithm regulates the fair distri-
bution of the reduction or increase in throughput among
different data flows;

• Distribution control: An algorithm for allocating parts of
a stream or several streams evenly to a number of paths.

Fairness control is of minor importance for control data (CD)
of automation networks, as explained later in Section IV.
Regarding distribution and flow control, more research has
been conducted on distribution control [15], [17], [20], [21]
than on the flow control subtask. Some network characteris-
tics play a crucial role in flow control. One important influ-
encing factor is the cycle time of the automation application’s
tasks hosted by ACs. These application cycle times, sending
data at each cycle, limit attainable control performance, that
is, the time to establish a new load distribution setpoint.
The other is the underlying basic cycle time of the network
communication, which must be long enough to transport
the maximum amount of data but small enough to serve
the fastest application. Furthermore, the network extension
and applied traffic shaper or scheduler influence the path
delays or latencies which represent dead-time elements that
characterize the flow control circuit properties. In this study,
data flow control for control data within TSN automation
networks was investigated under the influence of different
application cycles, communication cycles, network exten-
sions, and traffic shaping and scheduling mechanisms. The
influence of these parameters on the control dynamics and
stability was analyzed. Furthermore, the impact of bandwidth
reservation was investigated and recommendations for load
measurements are provided.

II. RELATED WORK
Various control methods have been used for data load dis-
tribution control, to achieve a balanced load on OSI-layer
3 networks. Examples of ISP networks and campus net-
works include common-case optimization with penalty enve-
lope (COPE) [15], multiprotocol label switching (MPLS)
adaptive traffic engineering (MATE) [16], or traffic engi-
neering explicit congestion protocol (TeXCP) [22]. Vari-
ous controller types such as linear [15], [16], [22], [23],
predictor-based [23], fuzzy [24], [25], ant colony algo-
rithm [26], and stochastic control [21] have been deployed.
Elwalid et. al. [16] introduced MATE, an adaptive traffic
engineering concept in MPLS networks for best effort (BE)
traffic. They used label switched path (LSP) statistics gath-
ered by probe packets in the ingress node to determine the
most loaded path. This loadwas decreased until the path loads
were equalized by using an extended gradient projection algo-
rithm, averaging several load measurements over a period of
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FIGURE 1. Typical automation communication network setup.

time to compensate for asynchronism. Kandula et. al. [22]
used a linear control method called TeXCP which is applied
within classical Ethernet. They measured the maximum load
of several paths by sending probe frames from the TeXCP
agent on the source side, which were then sent back by the
edge router on the target side. A linear control algorithm
decreased the load on the path with the current maximum
load. It was shown that the load measurement path delays
can be neglected for longer control cycles. Yu-Jia et. al. [27]
applied dynamic load balancing via software-defined net-
works (SDN) in machine-to-machine (M2M) networks. They
worked with a quality of service (QoS) violating threshold,
where the network delay is derived from the measured load
of the data sink, which is represented by a network service
capability layer in the accessed server. The actual control
algorithm implemented is an on-off controller rather than a
linear controller such as a proportional–integral–derivative
(PID) or predictor-based controller. The actual path delay
times were not considered in the model. A further exam-
ple using an on-off controller algorithm which is applied to
wireless network load balancing between the LTE path and
WLAN path, was provided by López-Pérez et al. [20]. They
used a two-step decision algorithm to determine between the
two possible paths from which they previously estimated the
delay. This is achieved using Little’s law δ = B/R, where δ is
the estimated delay,B is themean number of bits in the system
and R is the throughput of the system. B and R were obtained
from the network status reports. Here, the delay information is
used for the path selection decision but is not used for control
stability considerations.

However, research projects on distribution or flow control
in the context of TSN are exceptions. Nayak et. al. [28]
investigated scheduling and routing possibilities using an
IEEE 802.1Qbv EST traffic shaper with a central network
controller. Ojewale and Yomsi [29] proposed two heuristics
for routing flows for TSN distribution control but did not

consider the influence of path delays introduced by different
types of shapers. Instead, a user defined common propor-
tional factor for path length was applied. Arif and Atia [30]
provided a mathematical model for load-balancing routing in
a general TSN by estimating long-term average path delays.
However, the influence of different possible traffic shapers
defined by IEEE TSN is not considered. Nasrallah [31] com-
pared the performance of EST with ATS and introduced an
adaptive bandwidth-sharing mechanism for EST, where the
gating window size was adapted to the traffic load using
a control algorithm. Zhao et. al. [34] provide a quantitive
performance comparions of various traffic shapers. Although
these two works do not directly cover load balancing, they are
still of interest for this research because they provide detailed
insights into the performance and behaviour of various traffic
shapers and scheduler.

III. TSN AUTOMATION NETWORKS
The communication data for automation [19] can be clas-
sified as control data (CD) or noncontrol data (Non-CD).
CD can be transferred either synchronized or unsynchronized
and is always cyclic data, so-called ‘‘streams’’, within the
TSN. Synchronized CD are also referred to as isochronous
CD (I-CD) and offer the lowest guaranteed latency from the
talker to the listener. Unsynchronized CD is also referred to
as nonisochronous CD (NI-CD), and typically offers bounded
low latency. I-CD is used for fast, highest precision control
loops with I-CD cycle times from a few milliseconds to tens
of microseconds. NI-CD is used for slower control loops
with cycle times ranging from a few hundreds of millisec-
onds to a few milliseconds. Examples of non-CD include
configuration, diagnosis, and monitoring data. Non-CD has
typically no special timing requirements and is also named
‘‘Best Effort’’ (BE) data. Both I-CD and NI-CD can either
be sent on a single path, also called nonseamlessly, or twice
on two disjoint paths, also called seamlessly, because of
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seamlessmedia redundancy, according to IEEE 802.1 CB [32].
In the case of an automation ring topology, the two paths
are represented by the two directions around the ring. For
CD, load balancing makes sense only in conjunction with the
singly transferred data. This is because the doubly transferred
CDon the two paths can only be controlled by ingress limiting
and not by traffic redirection. Ingress limiting is not an option
for CD though because CD are subject to tight timing restric-
tions for transmission. Seamless and nonseamless I-CDs and
NI-CD in TSN networks are typically separated by virtual
local area networks (VLAN). Seamless CD contributes to the
basic load of non-load-controllable data. Nonseamless CD
with higher bandwidth consumption are available for load
control. Nonseamless CD of low bandwidth consumption,
such as sensor data, are typically unsuitable for load control
because of their low influence. They also contribute to the
basic load of non-load-controllable data.

The TSN TG defines a variety of traffic shapers and sched-
ulers to influence the data transfer for CD which are briefly
introduced here. A more detailed description is provided by
Lo Bello et. al. [3].

The strict priority queuing or static priority queuing
(SPQ) assigns eight different QoS properties to various data
classes. It is known from traditional Ethernet switch ASICs
defined in [3], and is used in general layer 2 networks and
automation networks. It is also used in TSN. The SPQ pro-
vides one egress queue for each or for a selection from the
eight QoS frame priorities. For I-CD data, it is common
to use the highest or, in cases where management frames
should have a higher priority, the second highest priority. For
the NI-CD, the next lowest priority is used. The SPQ gains
attractiveness when combinedwith FP for the highest-priority
traffic class, thereby forming an express traffic class. SPQ is
advantageous, particularly for higher bandwidth systems
of 1 Gbit/s and above. The reason for this is, that with a higher
bandwidth, the relevance of the maximum frame length trans-
mission time, which can block the egress port, decreases.

The credit-based shaper (CBS) was introduced with
IEEE 802.1Qav [6] mainly for the purpose of transferring
audio/video data without bursts and congestions. The main
feature of the CBS is that it stretches data bursts to achieve
a continuous flow of the stream. Therefore, it is not suitable
for CD as CD are intentionally sent in bursts by the AC at the
beginning of a new application cycle. Therefore, it was not
considered here for the application and analysis of automa-
tion networks.

The enhancements for scheduled traffic (EST), defined
by IEEE 802.1Qbv [8], also known sometimes as time-aware
shaper (TAS), assign gating windows to traffic classes. Each
traffic class send queue is then emptied at a defined time
slot, called gating window or gate-open window, which is
repeated in every network cycle. EST can be used to achieve
synchronized gating times in all bridges of the TSN domain,
with no other data interfering with the transmission during
the gating window. This guarantees the unhindered transfer
of data traffic and minimum network latency through the

complete, synchronized EST network domain. If a synchro-
nized talker sends synchronized to the beginning of the gating
window, minimum network latencies can be achieved.

The cyclic queuing and forwarding (CQF) traffic shaper,
defined by IEEE 802.1Qch [11], also follows a global net-
work domain cycle. It stores the ingress traffic during one net-
work cycle and forwards it in the next network cycle. Through
this method, a certain amount of data traffic is handed from
one bridge to the next, taking one hop per network cycle.
Thus, with CQF, limited latency can be guaranteed which
depends on themaximumnumber of hops in the CQF network
domain. The latency per hop is identical to the length of
the network cycle. The amount of admissible data per cycle
depends on the configuration of the cycle length and can be
restricted by reservation and ingress limits. Gating windows
for the data of further traffic classes to be transported in
parallel, extend the necessary network cycle.

The asynchronous traffic shaper (ATS) [31], [33],
defined by IEEE 802.1Qcr [13], provides additional, shaped
egress queues which feed the existing classical egress queue
structure, as known from SPQ. The processing chain for a
stream with ATS consists of per-stream filtering and policing
(PSFP), shapers, egress queues, transmission selection, and
gate control. An internal priority value (IPV) can be assigned
to each traffic class within a bridge. The IPV is independent
of the frame’s tagged priority and does not influence it either,
on its way through the bridge. It allows for dedicated prior-
itized frame handling per hop and traffic classes. ATS does
not depend on synchronous bridges or synchronous commu-
nication and offers bounded latency for lower-performance
control data such as NI-CD. The ATS shaper mechanism
functions as a token bucket traffic shaper, which limits bursts
to configurable sizes.

Frame preemption (FP), originally defined by IEEE
802.1Qbu [7], is another TSN feature in which streams are
classified as either express or preemptable traffic. Express
traffic can interrupt the transmission of a preemptable frame,
and thus overtake preemptable frames. After the express
frame is transmitted, preemptable frame transmission is
resumed. Logically, only one traffic class can be classified as
expressing traffic without spoiling the intention of preemp-
tion. The preemption feature, which is now integrated into
IEEE 802.1Q [3] for the MAC layer, strongly correlates with
the definitions of IEEE 802.3br [35] for interspersing express
traffic (IET) for the physical layer (PHY). Preemption can
basically be applied in SPQ environments, but can, in princi-
ple, be also combined with EST, CQF and ATS shapers.

Stream reservation (SR) is another crucial feature offered
by 802.1Q which can be used in the TSN domain. It is
defined by the multiple reservation protocol (MRP)/multiple
stream reservation protocol (MSRP) [5] and the currently
emerging resource allocation protocol (RAP) [14]. SR in
combination with automation networks is mostly used as
overload protection for the network because excess streams
will not receive bandwidth reservation in the bridges. To pro-
tect against congestion, that is, against talkers which exceed
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FIGURE 2. General control system.

their reserved bandwidth, an ingress limiter, as defined by
IEEE 802.1Qci [12], can be deployed as supplementary
protection.

Industrial automation TSN standardisation efforts [19] cur-
rently define particularly the application of EST, SPQ, FP,
and SR. Nevertheless, also the CQF and ATS are potential
TSN shaper candidates for industrial automation networks.
The various shapers and schedulers have a different influence
on network traffic distribution control though.

IV. NETWORK TRAFFIC DISTRIBUTION CONTROL
The dynamic control of the network load distribution
demands the application of control engineering, which is
shortly introduced here. Fig. 2 shows a general abstracted
control system. It consists of three major parts:

1) The system under control, in control engineering ter-
minology also called ‘‘the plant’’, with its output y(t)
to be controlled. In the case of NLB the system is the
network and the output is the traffic load.

2) A sensor module to feed back the systems output value
to be compared with a reference value r(t), which
represents the wished output value.

3) The controller to control the systems input u(t) based
on the difference between the reference and the feed-
back of the output.

The control theory defines linear and non-linear systems.
TSNs are typically linear systems as the measured mean
of a traffic load changes linearly. Both the controller and
the system consist of typical control elements. These are
either proportional (P), time-constant (T), differential (D),
or integral (I) elements. Furthermore, systems cause delays
for outputs or inputs which are called dead-time elements.
The traditional controller type for linear systems, where the
dead-time is small compared to the inherent time constants,
is the PID controller. It consists of a proportional, an integral,
and a differential element as depicted in Fig. 3. The optimal
design of the controller can be reached by an optimized
application of the controller parameters which are the pro-
portional amplification KP, the integral amplification KI , and
the differential amplification KD. The controller parameters
must be optimized for the different types and extensions of
TSN as these change the systems characteristics, such as the
delay times, that is, the system dead times from control theory
point of view.

FIGURE 3. Elements of a PID controller.

Different mathematical methods can be used to analyze
dynamic systems. The traditional approach is the analysis
in the time domain using differential equations. The Fourier
transform and the Laplace transform can be used to trans-
form the often complicated differential equations of the time
domain to achieve simpler mathematical equations and solu-
tions in the frequency domain. We use the Laplace transform
to describe the TSN system.

Important quality criteria for a control are dynamic per-
formance and stability. The dynamic performance, or perfor-
mance for short, here means the time required to bring the
output back to a constantly stable position after a reference
change, that is, a change in network traffic load which must
be distributed. Stability or also stability reserve here means
the reserve in the controller and system parameters before
uncontrolled output changes occur, e. g. in the form of output
oscillations. To determine the dynamic performance of a
control circuit it is common to simulate an input step of the
reference r(t) and to plot the output y(t) step response to
measure the settling time TS needed for the output to settle
to the reference value.

The stabiity or stability reserve of the control circuit can
be determined using the Nyquist diagram. This is the system
frequency response plot of the magnitude and phase of the
open loop system output G0(s) over a frequency sweep of
the sinusoidal input signal µ(t). Both, step response and
Nyquist diagram are produced using the MATLAB/Simulink
simulation tools.

A further property of a control circuit is the quality of the
control J which is the deviation of the output value compared
to the input value. For example, it is given as an integral
of the time-weighted absolute error (ITAE) value with J =∫

∞

0 |e(t)−e(∞)| t dt , where e is the control deviation, that is,
the deviation of the actual value from the setpoint or reference
of the control.

For NLB, the network traffic load is the system output
to be controlled. It consists of automation applications CD
and non-CD. Automation applications typically [19] demand
a variety of different application communication cycles,
in which automation tasks, such as a temperature control,
a speed control, or a digital or analogue input/output control,
are processed cyclically. These application cycles are deter-
mined by various automation application requirements that
operate on one or more ACs in the network. Each application
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FIGURE 4. Relations between communication cycle, EST windows, and application cycles.

has its own requirements for the communication speed with
peripheral devices or other ACs. For instance, a slow temper-
ature controller application might exchange the setpoint and
actual value with an analogue I/O card every 500 ms. On the
other hand, a fast speed controller application might need to
exchange setpoint and actual value with a drive in cycles of
a few microseconds. Typically, data exchange between the
application on the AC and a connected device occurs once
at the beginning of the application cycle in both directions,
to transport setpoints or references and actual values.

Besides the application cycle, nearly all types of TSN
based network types, except for SPQ and ATS, provide a
network cycle time. This uses the timing information of the
bridges among each other to synchronize the data transport
throughout the TSN domain. Thus, particularly with EST,
a minimum of latency is achieved. The network cycle time
is determined by the shortest application cycle in the network
domain and may not be longer than this. Fig. 4 shows how
application cycles and network cycles are correlated within
an automation network based on the EST traffic scheduler.
Fig. 4 (a) shows a snapshot of two network cycles with EST
windows for I-CD, NI-CD and Non-CD or BE traffic classes.
The I-CD data transport is fed in synchronized to the network
cycle and its EST window start. It is transported immedi-
ately at window start without any delay. NI-CD and Non-CD
queues are emptied at window start and there might come
additional unsynchronized data during the window duration
time. Fig. 4 (b) shows a succession of five network cycles and
three example applications App1, App2, and App3 feeding
in I-CD streams and NI-CD streams of about the same size.
Network cycle length, EST window length, and application

cycles are important parameters for the traffic delay, that
is, for the dead time elements, and for the time constants
for NLB.

The classification of the general term load control within
classical OSI layer 3 networks into more specific terms of
flow control, fairness control and distribution control is also
sensible for load control in automation networks. Fairness
control is of secondary importance for automation networks.
This follows from the fact that the proportion of timely
rather uncritical data flows of non-CD, whose throughputs
could be evenly reduced, such as TCP/IP flows, is low.
Instead, automation networks must part time-critical streams
onto different paths without being allowed to reduce the
overall throughput of the stream. Therefore, congestion con-
trol, where ingress data are either dropped or the sender
is informed to reduce the throughput, is not an option for
automation-data traffic such as CD.

This study focused on the flow control of CD in TSN
automation networks. The aim is to analyze the influence of
different traffic-shaping mechanisms, the application cycles,
and the network extension on the dynamic performance and
stability of the control circuit.

CD in TSN consist of data traffic streams transmitted by
the automation applications. Fig. 5 shows a section of an
abstracted fully meshed automation network. It is represented
by the graph G = (V ,E) with a set of vertices V (G) and a set
of edges E(G). The set V (G) represent the nodes vi of the
graph. In automation networks, these are either pure network
switches or automation devices with integrated switches. Set
E(G) with edges eij represents the links between nodes vi and
node vj. The number of nodes in the graph determines its
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FIGURE 5. Abstracted TSN automation network.

order n. The number of edges connected to a node determines
its degree deg(v). Let Di = {di1, . . . , dij} be a set of devices
(end stations) connected to the node vi ∈ V = {v1, . . . , vn}.
Let furthermore be Taij = {ta1ij, . . . , ta

k
ij} a set of Talkers

within dij and let Liij = {li1ij, . . . , li
p
ij} be a set of Listeners

within dij.Taij create a set of streams Sij = {s1ij, . . . , s
q
ij} being

sent to vi. The paths which the streams can take from a Talker
takij to one or more Listeners lipij located somewhere in the
network, are derived from automation applications running
in the devices dij. The sum of the directed streams on link
eij creates a throughput µij at the output port of node vi.
Each link eij provides two scalars of throughputs µij and µji
which represent the current output data rates at node vi in the
direction of vj and vice versa. Thus, the edges describing the
throughputs are directed edges. The individual throughputsµ

of the all links in the network can be formed as an instance

M =

µ11 . . . µ1n
. . . . . . . . .

µn1 . . . µnn

 (1)

of a distance matrix of graph G, where n is the order of
the graph, which represents the number of nodes within the
network domain. Automation applications with redundant
networks are implemented almost without exception in the
ring topology, as illustrated in Fig. 6. The throughput distance
matrixM for a ring topology is reduced to a doubly diagonal
filledmatrix, provided that the nodes of the ring are numbered
clockwise or counterclockwise in succession. For example,
M for a ring of five nodes results in

M =


0 µ12 0 0 0

µ21 0 µ23 0 0
0 µ32 0 µ34 0
0 0 µ43 0 µ45
0 0 0 µ54 0

 . (2)

The ring nodes vi provide the measured throughputs on their
ring ports as feedback for flow control within the ring. Owing
to various applications with talkers takij connected to the ring
nodes vi and possible inter-ring communication sinterlink , the
individual link throughputs along a path from a controller
talker to listeners can be different. The distribution control
task using one of either paths of the ring results from the

FIGURE 6. Automation ring graph.

optimization task

minmax
i,j∈V

µij,

subject to: ∀e ∈ E(G), (3)

to minimize the maximum throughput on the single links
on the available paths. Data flow control is a subtask of
distribution control within an influential controller (AC). The
task is to reduce the load on a certain path and shift it to an
alternate path, either completely or partially. An influential
controller is an AC which transmits sufficient data which
can be redirected to contribute to a significant change in
load distribution. This flow control task in switched layer 2
automation TSN under the influence of different shapers and
application cycles is the focus of this study.

V. DATA TRAFFIC FLOW CONTROL IN TSN FOR
AUTOMATION
The selection of the flow control method strongly depends on
the characteristics of the data traffic and network properties.
Automation networks and automation-specific data have dif-
ferent characteristics, see IEC/IEEE 60802 TSN profile [19],
from those of ISP or campus networks. First, they are based
on Ethernet OSI layer 2 traffic switching, rather than OSI
layer 3 traffic routing. Second, the type of data traffic differs
because the data frames are typically smaller. Data-transport
intervals are much faster, and data traffic is often generated
in bursts instead of a homogenous distribution over time.
On the other hand, an automation plant has a manageable and
known extension unlike an ISP network. Therefore, the data
traffic volume is known or at least more predictable. Unlike
ISPs, network properties can be calculated in terms of the
sum of bridging delays and LAN propagation delays along
a defined network path from the talker to the listener. These
preconditions suggest the application of linear dynamic con-
trol rather than oblivious or predictive traffic control which is
more appropriate under uncertain conditions. ACs dij, hosting
talkers Taij which create stream sets Sij , typically have a vari-
ety of applications running with different send cycles. With a
direct and immediate link load or throughput measurement
and its feedback and control calculation on the network cycle
speed, the controller output oscillates with the interference of

14050 VOLUME 11, 2023



T. Weichlein et al.: Data Flow Control for NLB in IEEE TSNs for Automation

all different application cycle data transmissions. Moreover,
it creates a considerable central processing unit (CPU) load
on the AC to calculate the control loop in every network cycle
which is usually selected within the range of 100 µs to 4 ms.
Its length depends on the applied traffic-shaping method and
applications. Furthermore, it is difficult to collect all the
actual values of the throughputs at each link in the network
within one network cycle. Therefore, the mean throughput
at a link must be measured over a suitable time-span. It is
evident, that this time span Tmean minimum length is deter-
mined by the slowest application cycle TApp that sends data
over the TSN domain. Under these conditions, we propose
the following calculation.

Tmean ≥ m (max
i
TAppi), (4)

where Tmean is the recommended integration time for the cal-
culation of the mean link load or throughput. It should there-
fore be m times larger than the largest application time TApp.
Parameter m is an empirical factor which should be selected
sufficiently long to smoothen local peaks, but sufficiently
short to reach sufficient control dynamics. For the simulations
of this research task, m was chosen as 5, which seems to be a
reasonable starting point. TAppi is the application cycle of all
the applications in the network domain.

Fig. 7 depicts the control structure according to Fig. 2
of a single network path within the plant in the form of a
control block diagram. The blocks contain their transfer func-
tions in the Laplace transform representation. The control
structure consists of all network hop latency times and LAN
propagation delays TDT1 to TDTn that appear as dead-time
elements and form the plantGPl(s). The controller is designed
as a PID-Controller for the reasons mentioned above. The
feedback path contains a PT1 (proportional with one time
constant) element GM (s) caused by the rolling mean calcu-
lation of the feedback. It further contains in the feedback
path all hop dead-time elements caused by the transition time
of the feedback data from the relevant link back to the flow
controller in the AC.

This model of the control structure is valid for all forms of
TSN. Different TSN only change the size of the dead times
and time constants in the following way:

1) The use of different shapers or schedulers change the
dead time elements TDT1 to TDTn in the plant and in the
feedback path;

2) The network extension changes the number of the
network hops and thus the number of the dead time
elements in the plant and in the feedback path;

3) The longest of all application cycles in the TSN domain
assignes Tmean according to (4) und thus the PT1 time
constant TM .

The relevant position of the link with the current maximum
throughput, and thereby the number of hops between the con-
troller and link, is determined by the maximum throughput
of all links along the path from the talker to the last listener.
The controller was designed as a real PID controller, that is,

FIGURE 7. Network path flow control structure.

it contained a parasitic PT1 element which reflects the time
constants of non-ideal controller elements.
Mi(s), Mo(s) and Mf (s) are the Laplace transforms of the

throughput µ(t). These are the setpoint or input through-
put µi(t), the output throughput µo(t), and the feedback
throughput µf (t). KP is the proportional gain, TI the integral
time, and TD the derivative time of the PID controller. The TP
in the PT1 element in the denominator of the derivative part
of the PID controller represents the real PID behavior that
contains parasitic filters. Therefore, the transfer function of
the plant, that is, the network path in the frequency domain is
given by:

GPl(s) = e−TDTPs, (5)

where

TDTP =

m∑
i=1

TDTi, (6)

and wherem ∈ N is the number of hops from the controller to
the link with the current maximum throughput along the path.
TDTP is the sum of the dead-times of these hops, consisting
of the bridge latency and the LAN propagation delay. The
transfer function of the closed loop is then

GCL(s) =
Mo(s)
Mi(s)

=
Gc(s)Gpl(s)

1 + Gc(s)Gpl(s)GM (s)GF (s)

(Kp +
1
TI s

+
TDs

1+TPs
)e−TDTPs

1 + (Kp +
1
TI s

+
TDs

1+TPs
)e−TDTPs 1

1+TM s
e−TDTF s

,

(7)

where the product GC (s)GPl(s)GM (s)GF (s) in the denom-
inator is the transfer function G0(s) of the open loop.
To assign the PID controller parameters, tuning according
to Ziegler-Nichols [36] or Chien-Hrones-Reswick [37] was
applied to a plant involving feedback and simulating the step
response at the open loop at Mf (s). One important goal of
automation-data control is that no or only a minimum of
data frames may be lost to avoid bumps in the controlled
process. Therefore, an overshot of Mo(s) over the reference
level Mi(s) must be avoided, because the operating point can
be near the maximum bandwidth. An overshot would then
mean congestion loss. As the plant consists of only dead-
time elements, this limitation is equivalent to the requirement
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for proportional gain: KP ≤ 1. Another reason for this
limitation is the practical aspect; an overshot would mean
an oscillation of load between two paths, which would only
create unnecessary disturbances. The cost of this overshot
avoidance is slower dynamic performance.

Generally, dead-time elements increase the difficulty of
controlling the loop and promote its tendency toward insta-
bility. Because of the PT1 dampening effect of the rolling
mean calculation in the feedback, the instability of the con-
trol loop can be counteracted if the sum of the dead-time
elements is small compared with the Tmean of the rolling
mean calculation. Tmean increases with the longest applica-
tion cycle and is thereby determined by the slowest appli-
cation, as stated in (1). The sum of dead-times depends on
the selection of the traffic shaping-technology, the number of
hops between the controller, and the location of the current
throughput maximum. It further depends on the LAN prop-
agation delays of the links between the hops. With certain
traffic-shaping methods, bridge delays can be assumed to
be nearly constant. Others imply variable bridge delays, and
thereby variable dead-time elements in the control circuit.
A nearly constant bridge delay and thereby a constant dead-
time element, as given by, for example, EST traffic shaping,
has the advantage that TDTP does not need to be measured
and transferred to the controller continuously. Instead, TDTP
can be calculated if the constant single dead-time per hop
and the number of hops are known. If the dead-time needs
to be measured, it is recommended to perform this continu-
ously in parallel with the actual throughput control to obtain
instant dead-time values for load control. Suitable methods
for dead-time assignments are as follows:

1) Using the time synchronisation protocol [4] time infor-
mation;

2) Measuring the ring round-trip delay, divided by the
total number of hops, and multiplied by the distance
of the maximum throughput in the number of hops;

3) To use a special frame to collect the accumulated
latency to be updated and stored in the nodes.

The general control structure in Fig. 7 provides separate
overall dead-times for path and feedback. The reason is that
the dead-time elements on the plant and feedback paths are
not always identical. The paths to be followed in the two
directions to and from the relevant link are not necessarily the
same. Furthermore, they could have different delays owing to
the influence of the interfering traffic. The local maximum
of throughput maxi,j∈V µij can be at different locations in
the network domain at each distribution control loop sam-
ple time. This results in different path characteristics and,
therefore, different controller parameters for flow control if
optimal flow control with regard to dynamic performance and
stability is to be achieved. Therefore, the controlling instance
located within the AC must provide and use dedicated plant
models for each possible location of maxi,j∈V µij.

The dead-time element of one hop consists of the bridge
transit delay or latency TBL and the LAN propagation delay
TLPD from the bridge egress port to the next bridge ingress

TABLE 1. Bridge to bridge delay components.

port. The actual transit delay through a bridge depends on
several factors. TSN offers a variety of traffic shapers and
schedulers for bridge internal MAC forwarding services as
defined in IEEE 802.1Q [5]. Depending on the forwarding
method used, the bridge internal forwarding delay, or, in the
case of certain shapers or schedulers the overall path latency,
is defined.

According to IEEE 802.1Q [5], Annex L.3, the worst-case
latency for a frame for a single hop from bridge to bridge
can be broken out into the components, as listed in Table 1,
together with a statement of its relevance.

The pure single-bridge latency, without traffic which
depends on the output queuing delay, can be calculated as
the store-and-forward delay plus the transmission delay for
a frame. The latter depends on frame size and link speed.
Furthermore, no input queues are assumed because these are
usually not common in standard switch ASIC designs. Bridge
latency is calculated as

TBL = TS&F + TTr , (8)

where TBL is bridge latency. TS&F is the store-and-forward
delay which is the time required to forward the frame in
the bridge, and TTr is the transmission delay which is the
time required to send the frame to the output port. Here, the
bridge forwarding mode to the output port must be assumed
to be the store-and-forward mode as the worst case. This is
because more than one input port usually forwards data to
the output port, and therefore, the faster cut-through mode is
no alternative.

The transmission delay TTr is calculated as

TTr = MaxFrameSize[Byte]
1
B
8 Bit, (9)

where MaxFrameSize is the maximum SDU size (Service
Data Unit - net data load [5]) plus header (usually 42 bytes),
B is the bandwidth (normally 1 Gbit/s for automation net-
works), and Bit counts the bits of a byte. The store-and-
forward delay depends on bridge design. According to [10],
a typical value can be assumed to be 700 - 800 ns.
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The LAN propagation delay TLPD represents the cable
delay from the output port to the next input port. Automation
networks are typically set up using a copper Ethernet CAT
6 cable with a specific delay of approximately 5 ns/m [38].
A 100 m Ethernet copper cable corresponds therefore to 0.5
µs cable delay. For precise LAN propagation delay assign-
ment, the actual LAN propagation delay from an output
port to the next input port can be retrieved from the clock
synchronization peer-to-peer delay measurement [4].

The output port queuing delay TQ is another element that
can have a delaying influence during frame transfer through a
bridge. Whether the queuing delay has an influence depends
on the forwarding method, that is, the TSN traffic-shaping
concept used.

VI. TSN SHAPER AND SCHEDULER DELAYS FOR HIGH
PRIORITY CONTROL DATA
It is necessary to assign the actual dead-times introduced by
various bridge’s traffic-shaping and schudling technologies
for CD. The focus of this study is to analyze the principal
tendency of influence of the different shapers and scheduler
in connection with different application types on the NLB.
The most accurate determination of the delay of the different
data traffic types in combination with all different shapers and
schedulers is not important here. We concentrated on highest
priority CD as the most important traffic type for automation
applications and compare the influence by focusing on one
fixed traffic type and one example of process data frame
length and frames per network cycle and application cycle.
The SPQ transmission selection for CD must assign the
highest or second highest QoS priority to the CD to achieve
privileged frame handling. This is necessary to achieve the
minimum reliable bridge latency to guarantee the determin-
ism necessary for control tasks. Assuming the highest priority
for CD and no interfering traffic of the same highest traffic
class (In-Class-Interference - ICI) from other controllers or
interconnection links along the path, the worst-case situation
would be if a maximum-sized frame of 1530 bytes [5] would
already be in the send process in each hop before the CD
frame could be forwarded. This frame could not be inter-
rupted with pure SPQ handling capabilities and would delay
the forwarding of the CD. To calculate the delay time per hop,
(8) is expanded by the output port queuing delay TQ for this
disturbing frame, and is thus

TBL = TS&F + TTr + TQ. (10)

Therefore, for the CDwith the highest priority applying SPQ,
the maximum output port queuing delay TQ is identical to
the transmission time of the longest frame transmission time
TTr . If SPQ is combined with FP, the delay TQ is reduced
to the transmission time TTr of the minimum fragment size,
typically 64 bytes [5]. If the CD is assigned only the second
highest priority, it is only acceptable if the requirements for
determinism are relaxed. In this case, the highest priority
is only for sporadic network management traffic. For the
evaluations in this study, the highest QoS priority of seven

was assumed. The overall path dead-time with SPQ under
the conditions stated above is determined by the number of
hops to be traversed through the network, delay per hop, and
the sum of the LAN propagation delays from the talker to the
link of the maximum throughput. It is thus

TDTP SPQ = nmax µ (TS&F + TTr + TQ) +

nmax µ∑
i=1

TLPG i,

(11)

where TDTP SPQ) is the sum of the dead-times of the SPQ path
defined in (6) from the controller to themaximum throughput,
nmax µ is the hop count from the controller to the maximum
throughput, and TLPG i is the LAN propagation delay between
the hops.
The EST or TAS [5] timing calculation is based on the

assumption that with EST, the data can transition through the
complete network within a defined gating window. This gat-
ing window is synchronized among all nodes in the network
domain and reserved for one or more dedicated traffic classes.
A network cycle can be divided into several gating windows
for the different traffic classes. The remaining time of the
network cycle which is not consumed by gating windows is
usually left to the non-CD and best-effort (BE) data traffic
with lower timing requirements. Therefore, with EST, the
queuing delay is not relevant because it must be ensured that
the cyclic data traffic fits into the gating window. Thus the
necessary length of the gating window length depends on
the overall data to be transported per link. This is caused
by Taij stream demand Sij from each end station of Di at
each node vi ∈ V along the path. Furthermore, it depends on
the maximum number of hops of all possible paths, which is
usually limited by the maximum network diameter and LAN
propagation delays between the hops. Themaximum data cal-
culation can be achieved through network traffic pre-planning
and/or dynamic limitations throgh SR. SR is achieved using
either the MSRP [5] or RAP [14]. As an alternative to delay
measurement, the path delay with EST can also be calculated.
A good approximation is the distance of the throughput max-
imum relative to the complete ring length calculated in hop
counts. Provided that the LAN propagation delay differences
can be neglected, it is calculated as

TDTP EST =
TTr

nmax ring
nmax µ, (12)

where TDTP EST is the overall EST path dead-time from the
controller to the maximum throughput, TGW is the length
of the gating window, nmax ring is the maximum hop count
of the ring, and nmax µ is the hop count from the controller
to maximum throughput. The crucial advantage of EST in
terms of flow control is the possibility of reserving dedicated
gating windows for different application data with different
application cycles. Thus, the disadvantage of the slowest
application cycle determining the control dynamics of faster
applications can be avoided. If data are sent unsynchronized
from the talker to the edge bridge, an additional worst-case
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waiting time of one network cycle time for the next gating
window to start must be added. If interfering traffic of the
same traffic class from other controllers along the path can
be excluded (no ICI), the overall dead-time along the path is
reduced to pure bridge latencies plus LANpropagation delays
without any queuing delay. It is thus:

TDTP EST = nmax µ (TS&F + TTr ) +

nmax µ∑
i=1

TLPG i, (13)

where TDTP EST is the sum of the dead-times of the EST path
defined in (6) from the controller to the maximum throughput
µmax . If the maximum ICI is to be considered, the dead-time
increases to the length of the gating window because this
is derived from the maximum data transport demand of that
traffic class.

The timing of the CQF scheduler [11] is determined by
the number of hops to be traversed through the network, the
length of the cycle time, and the LAN propagation delay from
the talker to the link of the maximum throughput:

TDTP CQF = TNC nmax µ +

nmax µ∑
i=1

TLPG i, (14)

where TDTP CQF is the sum of the dead-times of the CQF path
defined in (6) from the controller to themaximum throughput.
TNC is the length of the network cycle, nmax µ is the hop count
from the controller to the maximum throughput, and TLPG i is
the LAN propagation delay between the hops. The network
cycle time with CQF can be selected to be smaller than that
with EST because only one hop must be traversed instead of
the complete network in the worst case.

ATS is the most complex shaper among the various TSN
shapers. It offers a variety of configurations, which makes
timing analysis complex. However, the special properties of
CD reduce the permissible configuration combinations. First,
CD must be transported with the highest priority of cyclical
frames, sharing this only with the highest absolute priority of
sporadic management frames. Therefore, ATS IPV must be
selected as the highest priority. Second, a burst of CD must
also be transported as a burst. This implies that it must not be
stretched. The committed burst size parameter of the token
bucket shaper must be sufficiently large to guarantee this.
CD data must be assigned to a reserved stream gate. Unlike
the EST, the bridges in the ATS domain are not synchronized.
Therefore, unhampered data transport is not possible. In the
best case, all gates in the bridges along a path are opened by
accident at the same absolute point in time. This would result
in a timing similar to the EST timing. In the worst case, all
waiting times for gate openingwhen reaching the next hop are
maximal. In this case, the waiting time per hop is equivalent to
the network cycle time. This would result in a timing similar
to that of CQF. Therefore, the worst-case overall path dead-
time with ATS for high-priority CDwithout ICI is determined
by:

1) the number of hops to be traversed through the network,

2) the store and forward delay (no token bucket delays
for CD),

3) the transmission time and queuing time of one maxi-
mum frame,

4) one network cycle per hop, and
5) the sum of the LAN propagation delays from the Talker

to the link of the maximum throughput

TDTP ATS = nmax µ (TS&F + TTr + TQ + TNC )

+

nmax µ∑
i=1

TLPG i, (15)

where TDTP ATS is the sum of the dead-times of the ATS path
for the highest priority CD. If the maximum ICI must be
considered, a single additional network cycle length is added.

If StreamReservation (SR) is applied, it has an influence.
SR requires time for the reservation process to be completed
before a stream can flow. With decentralized reservation,
this time consumption is caused by the reservation protocols
of MSRP/MRP or RAP Talker Advertise and Listener Join
frame transitions through the network. These typically follow
the VLAN-controlled paths. With a central configuration,
a delay is required for reservation via, for example, the
simple network management protocol (SNMP) or network
configuration protocol (NETCONF) from a central network
controller (CNC). Two consequences are possible for load
balancing.

1) Pre-reservation:All possible network path options for
a stream to flow are reserved with 100 per cent of the
stream bandwidth demand. However, only a fraction is
used per path or a different path may be used com-
pletely, following the load control calculation result.
This has the advantage of highly dynamic path change.
The disadvantage is that bandwidth overbooking must
be considered when using the full network capacity.
Because distribution control is never ideal, admissible
overbooking must be limited. A proposal for a possible
limitation is

BMultiRes = BSingleRes(1 +
n− 1
1 + ηJ

), (16)

whereBMultiRes denotes themaximum admissible band-
width reservation per path for multipath overbooking.
BSingleRes is the maximum reservable bandwidth for a
single-path network, and n is the number of available
paths. Parameter J is the quality of the distribution
control as introduced in Section IV. η is an empirical
weighting factor that amplifies the influence of control
quality. Pre-reservation is a compulsory precondition
if streams are divided into several paths instead of
completely shifting them between paths. Overbooking
must be limited conservatively to ensure that the load
deviations do not exceed 100 % load per path.

2) Dynamic reservation: The re-reservation process just
before the shift of a stream completely from a pre-
vious path to a new path involves a new reservation
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process for the new path just before the shift. This
process implies an additional time span and a slower
path change. In the case of a decentralised reservation,
this time span consists of

TRes = n (TTAdv + TLJoin), (17)

where TRes is the overall reservation time from the
talker to the relevant listener, TTAdv is the time a Talker
Advertise needs to transition over one hop, TLJoin is
the time a Listener Join needs to transition over one
hop, and n is the number of hops from the talker to
the relevant listener. TRes would appear as an additional
dead-time element in the distribution control.

The sumof dead-times in a control circuit is synonymouswith
the difficulty in controlling it. A common way to identify the
influence of dead-time is to use normalized dead-time. This
is related to the time constants of the delaying elements, that
is, the PT1 element in this case, such that [36]

τ =
TDT

TDT + Tn
, (18)

where τ is the normalized dead-time (0 ≤ τ ≤ 1), TDT
is the real dead-time of the plant, and Tn is the delay time
constant of the plant. If τ is near 1, usually ≥

2
3 [36],

a system, as a rule of thumb, is said to be dead-time-dominant.
Otherwise, it is said to be lag-dominant. The PID controller
of the control structure in Fig. 7 is sufficient if the dead-times
are relatively small in comparison to the PT1 rolling mean
element, that is, the system is rather lag-dominant. If the
system is dead-time-dominant or demands enhanced dynam-
ics, the PID controller should be replaced using a predic-
tive controller, that is, either a Smith predictor [23], [39] or
a model predictive controller [36]. In summary, it can be
stated that different traffic shapers and schedulers introduce
different dead-time elements into the flow control circuit,
thus influencing the control characteristics. Furthermore, the
network and application cycles in the network domain play
a crucial role. They determine the rolling mean time con-
stant of the throughput measurement and thus change the
ratio between the dead-times and delay times. This ratio is,
in turn, responsible for the maximally achievable control
performance. If stream reservation is used, it is recommended
to work with pre-reserved resource reservations to meet strin-
gent dynamic requirements.

VII. NETWORK CONTROL SIMULATION AND RESULTS
One result of the data traffic analysis in Section VI is that
the actual dead-time for networks with a similar number of
hops and throughput depends on different traffic shaping or
scheduling methods. To compare their influences, a sample
network model, as shown in Fig. 8, was simulated using
MATLAB/Simulink. The parameters for the path delay and
feedback delay are calculated as follows and summarized
in Table 2. The simulation parameters are listed in Table 3.
A network of 25 hops from controller to the link with the cur-
rent maximum throughput µijmax was assumed, which is half

FIGURE 8. Network control simulation model for MATLAB.

TABLE 2. Path dead-times for the different traffic shapers and schedulers.

TABLE 3. Simulation parameters.

the typical maximum ring diameter of 50 hops [40]. The aver-
age cable length between the hops was assumed with 100 m
Ethernet CAT6 cable which have a typical propagation delay
of about 0.5 µs [38]. Thereby, TLPD = 24 · 0, 5µs = 12µs,
under the assumption that the controller is near the first bridge
with insignificant LAN propagation delay. A maximum data
amount of 100 streams with a maximum of 200 bytes of
net SDU data load plus a 42 bytes Ethernet header was
assumed. For a single frame, this leads to a transmission delay
according to (9) of

TTr = 242Byte
(8 Bit

Byte )10
−9s

Bit
, (19)

and thereby to a Bridge Latency time according to (8) of

TBL = TS&F + TTr = 0.8µs+ 1.936µs ≈ 2.75µs. (20)

For SPQ without considerable ICI, the dead-time needed to
shift one frame from the talker to the link with the maximum
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throughput is given by (11),

TDTP SPQ = nmax µ (TS&F + TTr + TQ) +

nmax µ∑
i=1

TLPG i

= 24(0.8µs+ 1.936µs

+1530Byte
(8 Bit

Byte )10
−9s

Bit
) + 12µs

= 371.42µs

≈ 370µs. (21)

The path delay with FP, where only 64 bytes instead of
1530 bytes are to be calculated for TQ, would result in 89.9µs
≈ 90 µs path delay. These low path delay values for SPQ are
a result of the assumption that no other interfering ICI enters
the path which would raise TQ. If the worst case is assumed
for this example, the rest of the maximum load enters the ring
at a ring interconnection to a coupled ring in between, and this
data is in front of the control data, one further TQ ICI of

TQ ICI = 99 · 1.936µs ≈ 200µs (22)

would have to be added. This resulted in an SPQ with an ICI
dead-time of approximately 570 µs.

For EST with ICI, calculation of the necessary gating
window length is required. To shift the maximum data of
24200 bytes through the network along the path, one TBL of
195 µs (as reception and forwarding of bytes from bridge to
bridge occur nearly simultaneously) plus the complete LAN
propagation delay of TLPD = 12µs is to be calculated. This
resulted in a minimum gating window time TGW of 207 µs.
This time also represents the worst-case delay for the I-CD
data if the talker transmits synchronized with the network
gating window. For unsynchronized talkers for NI-CD, one
network cycle of worst-case waiting time must be added,
which would then result in a delay of 1207 µs, assuming a
network cycle time of 1 ms. For EST without ICI, the delay
would be according to (13),

TDTP EST = nmax µ (TS&F + TTr ) +

nmax µ∑
i=1

TLPG i

= 25(0.8µs+ 1.936µs) + 12µs

= 80.4µs

≈ 80µs. (23)

For CQF, one network cycle is required to transfer data
over one hop. According to (20), this needs to be at least
TBL ≈ 195µs for all 100 streams of this example, assuming
that this data is the only traffic class to be transported within
the network cycle. The LANpropagation delaymust be added
to reach the next hop. The overall delay from controller to
the link with the current maximum throughputµij max is then,
according to (14),

TDTP CQF = TNC nmax µ +

nmax µ∑
i=1

TLPG i

= 25 · 195µs+ 12µs

= 4887µs

≈ 4890µs. (24)

As with SPQ, if the maximum ICI is considered, the
dead-time must be increased by a further 200 µs.
For ATS, the same network cycle time as that of CQF

was assumed, and that it was the only CD traffic class to be
transported. According to (25), the worst-case path delay for
the network path under simulation must be calculated as

TDTP ATS = nmax µ (TS&F + TTr + TQ + TNC )

+

nmax µ∑
i=1

TLPG i

= 25(0.8µs+ 1.936µs

+1530Byte
(8 Bit

Byte )10
−9s

Bit
+ 195µs) + 12µs

= 5141.4µs

≈ 5140µs. (25)

As with SPQ and CQF, if the maximum ICI is considered, the
dead-time would have to be increased by 200 µs.

Bandwidth reservation reconfiguration dead-times were
not considered in the simulations, as dynamic changes in
reservation have practically no relevance because they are
too time consuming. Table 2 summarizes the path dead-time
results for different traffic shapers and schedulers for the
simulated network. As outlined in SectionVI, the influence of
these dead-times is dominant only in networks which are not
informed by slow applications, forcing a long integration time
for the rolling mean calculation. To visualize this influence,
a high-performance application with an application cycle of
only 2 ms was simulated. The integration time for the rolling
mean calculation of the actual value feedback is selected to be
five times the application cycle of 2 ms; that is, m of (4) is 5.
This is equivalent to a time constant of approximately 6ms for
the PT1 time constant Tmean. The PID controller is optimised
for minimum overshot rather than for fast setpoint approx-
imation, for the reasons mentioned above. The dynamic
behaviour was analyzed using the reference step response
diagram. This shows the settling time TS when the output
has reached the input reference step value. The control circuit
contains dead-times which introduce nonrational elements
into the transfer function. Therefore, stability analysis via the
poles and zeros of closed-loop or open-loop systems is not
available. Instead, the Nyquist criteria for the open-loop pro-
vide evidence of the stability and robustness of closed-loop
flow control. If the magnitude of the transfer function of
the open loop |G0(s)| = |GC (s)GPl(s) GM (s) GF (s)| < 1
(compared to (7)), at Im(G0(s)) = 0, the closed-loop is stable.
This can be read directly from the Nyquist diagram as it is the
x-value where the graph intersects with the x-axis. The gain
factor at Im(G0(s)) = 0 to reach |G0(s)| = 1, that is, the gain
margin gM , should not be smaller than 2 =̂ 6 dB for a robust
control design stability reserve. The second stability criterion
is the phase margin ϕM , which represents the angle of G0(s)
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FIGURE 9. Step response and Nyquist diagram for EST.

with the negative real axis at the point of intersection with
the unitary circle |G0(s)| = 1. For robust control design, the
phase margin ϕM should be ≥ 45◦. A Padé approximation of
order 16 was applied to linearize the dead-time elements.

Fig. 9 to Fig. 11 show the simulation results for the step
response and Nyquist diagrams for the selection of three
networks and traffic situations featuring EST, SPQ, and ATS.
The simulation parameters are listed in table 3.
Strictly speaking, the use of ATS in combination with a

fast application cycle of 2 ms makes little sense from an
application control point of view. This is because the data
transport for the setpoint and actual value would be longer
than the overall available time to calculate an application
control algorithm, including the data transport times. Never-
theless, this was investigated here for reasons of flow control
behaviour analysis.

Fig. 9 shows the step response and Nyquist diagram for
EST without ICI. It represents the least possible dead-time
(DT or TDT ) solution of 80 µs for both path dead-time and
feedback dead-time and thereby the network with the least
dead-time. According to (18), with

τ =
TDT

TDT + Tn
=

2 · 80µs
2 · 80µs+ 6000µs

= 0.03, (26)

FIGURE 10. Step response and Nyquist diagram for SPQ with ICI.

the control circuit was strongly lag-dominant. The control
circuit features a fast settling time of tS = 2ms, a gain margin
of 1/0.05 = 20 =̂ 26 dB, and a phase margin of about 88◦,
thereby representing a fast and robust control design.

Fig. 10 shows the step response and Nyquist diagram for
SPQ with maximum ICI. It represents a control circuit with
medium dead-time of 570 µs for both path dead-time and
feedback dead-time. According to (18), with

τ =
TDT

TDT + Tn
=

2 · 570µs
2 · 570µs+ 6000µs

= 0.16, (27)

the control circuit remains a lag-dominated network. It fea-
tures a quite fast settling time of tS = 10ms, a gain margin of
1/0, 2 = 5 =̂ 14 dB, and a phase margin of approximately
75◦, representing a fast and robust control design. Fig. 11
shows the step response and Nyquist diagram for the ATS
with maximum ICI. It represents the traffic shaper and
traffic type with the worst dead-time of 5340 µs for the path
dead-time and feedback dead-time. According to (18), with

τ =
TDT

TDT + Tn
=

2 · 5340µs
2 · 5340µs+ 6000µs

= 0.64, (28)

the control circuit is at the border of being dead-time-
dominant. The settling time has worsened to 70 ms, the gain
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FIGURE 11. Step response and Nyquist diagram for ATS with
maximum ICI.

TABLE 4. Simulation results for shaper/scheduler examples for a
fast 2 ms application cycle dominated network.

margin to 1/0, 4 = 2, 5 =̂ 8 dB, and the phase margin to 68◦,
representing a control design at the border of robustness.

Fig. 9 to Fig. 11 clearly show the influence of the path
dead-time and feedback dead-time. With increasing dead-
time, the necessary control-loop settling time tS grows
approximately proportionally. At the same time, the intersec-
tion of the Nyquist diagrams with the negative real axis shifts
with increasing dead-times toward -1, which is the critical
point for stability. This results in lower gain margins and
lower phase margins, and thereby less robust flow control
circuits. The results are summarized in Table 4.

FIGURE 12. Dynamic performance deviation depending on dead-time
uncertainties.

Because dead-time is either calculated or measured over
an appropriate time span, the actual dead-time can differ. The
possible uncertainty in the dead-time calculation or dead-time
measurement makes a tuned flow-control circuit imprecise
or unstable. To illustrate the effect of dead-time deviation,
Fig. 12 (a) shows an example of the step response for the SPQ
with 50 per cent ICI. A dead-time of 470 µs was assumed for
both the path delay and feedback delay. The PID controller
was optimized for a dead-time of DT = 470µs. In this case,
the maximum deviation is represented by either no ICI or
maximum ICI, leading to either DT = 370µs dead-time
or DT = 570µs dead-time.

Fig. 12 (a) shows that the effect of the error is only a
slightly mis-tuned control circuit. It provokes in this case
a rather acceptable slower settling time of tS = 10ms for
both 370 µs and 470 µs dead-time compared to 8 ms for the
570µs tuned control circuit. Fig. 12 (b) shows the result if the
same test case is applied to a tuned control circuit featuring
ATS. An average medium dead-time of DT = 2710µs,
a possible deviating minimum dead-time of DT = 80µs
and a maximum dead-time of DT = 5340µs is assumed.
The considerably deviating dead-times provoke substantial
deviations in settling time of tS = 70ms for TDT = 80µs, and
tS = 95ms for TDT = 5340µs, compared to the tuned settling
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time of tS = 15ms. In addition, the higher actual dead-time
produces a considerable overshot of 40 per cent. Summariz-
ing the influence of ICI, it can be stated, as Fig. 12 (a) shows,
that ICI has very low influence on the control quality for
SPQ. The small dead-time deviation tolerance band of only
+/− 20 per cent has hardly any noticeable control perfor-
mance consequences for the sample network. The tolerances
for EST and CQF, as summarized in Table 2, were also
uncritical. However, ATS, as illustrated in Fig. 12 (b), has a
high uncertainty of approximately 90 per cent in this case.
This was caused by the asynchronous gating times between
the bridges, which resulted in bad settling times and a high
overshot of the flow control circuit.

VIII. CONCLUSION
In this study, the influence of the selection of the TSN traffic
shaper or scheduler on data flow control performance in
automation networks was investigated. The shaper and sched-
uler latency timingmodels for the control datawere compared
in terms of their impact on data path delays. A thorough
investigation was conducted on the dependency of the latency
timing model on parameters such as network extension, net-
work communication cycles, application cycles, amount of
data per traffic class, and network communication cycle.
Moreover, the impact of stream bandwidth reservation and
application cycle times on data flow control was shown. The
results show that EST, pure SPQ, and SPQ with FP are the
best selections from a flow control point of view because
of their low absolute dead-times. In addition, by increasing
the amount of data traffic and number of hops, the CQF and
ATS delay times increase more than those of the EST and
SPQ. Therefore, CQF and ATS can still be good selections
within smaller networks, lower-loaded networks, or both.
Furthermore, it can be stated that the overall possible inter-
fering traffic load extends the gating window sizes for EST,
CQF, and ATS, and thereby, the resulting dead-times. This
has a negative effect on the achievable control performance.
A further finding is that the slowest application cycle within
a traffic class of a network domain assigns the minimum inte-
gration time of the rolling mean calculation of the throughput
feedback. A longer integration time is equivalent to a slower
dynamic control performance. Therefore, along with slow
applications, the higher dead-time shapers CQF and ATS can
still be acceptable selections. This is true if the condition
‘‘slowest application time > two times longest path dead-
time’’ is true. For fast applications with a 2 ms application
cycle time or faster, only the low-dead-time shapers EST
and SPQ are recommended. EST and SPQ are also preferred
in conjunction with load control for extensive automation
network rings. If shapers with a higher variance of dead-
time, such as ATS, are to be used with data flow control, the
control circuits should be optimized by assuming maximum
dead-times to avoid overshoots during operation. Another
unique advantage of EST, in addition to its low absolute
dead-time and low dead-time uncertainty, is the possibility
of separating data traffic in a timely manner. This allows the

decoupling of the data transport and control of fast applica-
tions from those of slower applications. Thus, tailored flow
control circuits can be implemented for different application
groups, that is, fast dynamic control for fast applications, and
slow control for slow applications. The actual distribution
control in a ring topology, which is a prevalent network topol-
ogy for redundant automation networks, will be evaluated in
our future work. A further challenging task is to find a proper
collaboration method for several controllers that apply load
distribution to the same ring, thereby influencing each other.
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