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Ship maneuvering and other maritime applications pose complex challenges involving
the motion of multiple bodies. The overset method enables simulations of such cases
using computational fluid dynamics (CFD) by allowing arbitrary movement of any num-
ber of meshes. However, this versatility comes at a cost in terms of performance and
accuracy. This research, therefore, aims to provide a modern, efficient and accurate
overset method and study its reliability using advanced Verification techniques. To
this end, a novel overset method that includes a wide variety of interpolation schemes
has been implemented and is the basis for quantitative and qualitative error analysis
studies performed on several test cases, as well as an investigation on computational

performance.

Quantifying local and global errors, convergence orders, and mass imbalance for differ-
ent interpolation schemes on several test cases allows to draw guidelines for both overset
method users and developers. Moreover, the range of test cases used, such as a realistic
3D unsteady RANS manufactured solution of a recirculation bubble or a rudder-propeller
flow, allows to extend the conclusions to many maritime applications. The results show
that the choice of interpolation scheme has a significant impact on accuracy. 1% order
schemes lower the overall convergence order of the discretisation error, increasing the
amount of artefacts visible in the field and resulting in larger high-frequency tempo-
ral oscillations. Higher order schemes such as 2 and 3¢ order accurate ones help to
limit the error production and maintain 2" order accuracy of the solver’s discretisation
scheme. However, the limitations of 15* order schemes do not come with a significant

2nd order Nearest cell gradient is even

reduction in computational overhead. In fact, the
cheaper than the 15 order Inverse distance scheme. Finally, the 3" order Least squares
scheme, though more expensive, is still a viable option as it shows only a 8% performance
overhead after several sequential and parallel programming performance tuning opera-
tions. In addition to providing guidelines and analysis methodologies, this work has
also produced two opensource tools aimed at helping Verification, with the automatic

generation of manufactured solutions and the computation of statistical uncertainties.
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Chapter 1

Introduction

1.1 Origin of overset method

The challenge of designing modern ships that are capable of achieving complex ma-
noeuvres or hold dynamic positions within an ocean environment requires a detailed
understanding of the flow interactions between rotating propellers and moving control
surfaces. Historically, model tests have been used to perform manoeuvring studies. With
the increase of computational resources available to design groups and research insti-
tutes, CFD (computational fluid dynamics) is more and more used early on in the design
process. To perform such simulations, the CFD methods used need to allow relative mo-
tion of bodies, accurately capture boundary layers and be efficient enough to perform

the computations in a reasonable amount of time.

CFD solvers can be divided into two main families: Lagrangian and Eulerian. In most
cases, Lagrangian methods are ‘meshless’ and Eulerian methods are ‘meshed’ methods.
The Lagrangian approach models the fluid using particles and solves the fluid equations
(e.g. the Navier-Stokes equations) for each particle. The most common Lagrangian
method is called smoothed-particle hydrodynamics (SPH). With this approach, the mo-
tion of bodies such as ships, propellers, and rudders is straightforward to handle because
there is no theoretical limitation on their movement. Moreover, simulation of sharp and
accurate free surfaces, which is important in a maritime contexts, is one of the strength
of these methods. They, however, have more difficulties when capturing viscous effects
and are better suited for inertial ones such as sloshing [98, 112] or impacts problems [90].
Another drawback of Lagrangian methods is their performance; they are more costly to
use and are best suited for simulations in confined spaces or for short simulation times,

where their modelling strength can be fully utilised.

More conventional CFD uses the Eulerian approach, in which, instead of modelling the
fluid as particles, the domain containing the fluid is discretised on a mesh. The Navier-

Stokes equations are then solved for each cell of this mesh. This has a large performance
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benefit, because, unlike particles that move with the flow and for which controlling their
density locally is not easy [26], the density of cells of the mesh can be tuned in advance
for the application. This means that the computational resources can be assigned to the
locations of interest or locations which will improve the accuracy of the simulation the
most. For example, for maritime applications, it is common to see meshes refined close
to the free surface, in the propeller vicinity and wake, and in general on any boundary to
accurately capture the boundary layer. This mesh structure also allows easier handling
of modern highly parallel high-performance computing (HPC) resources as the domain
can be split into smaller ones and the computation distributed evenly on each processing
core. Amongst others, these are the main reasons why the Eulerian approach is the most
widely used in the industry, and has applications in every aspect of maritime engineering
[96]. The need for a mesh as a support for the equation solving, however, prevents easy
relative motion of bodies as meshes are usually body fitted. Due to the high demand for
complex computation and body motion, several methods have been designed to solve

this shortcoming.

One of these methods is called deforming mesh. If an object needs to me moved, the mesh
around it needs to follow it, and as the name suggests this method deforms the mesh to
comply with the motion. This allows keeping a single mesh to perform the computation
and maintain the mesh’s topology which is good for performance and parallelisation
reasons. It is, however, limited to small relative motion. While it can be enough to
simulate a floating buoy [94, 102, 130] as shown in Figure 1.1, it cannot cope with more

complex movements like a propeller rotating.
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FIGURE 1.1: Deforming meshes used to simulate a floating buoy by Ransley et al. [102].

For such cases, the most commonly used method is sliding grids. For simulating a
propeller, for example, instead of having only a single mesh to discretise the entire fluid
domain, two meshes are used; a cylindrical one around the propeller and another one
with a cylindrical hole in it where the propeller would sit. The cylindrical mesh can then
rotate inside the hole of the other mesh. Similarly to single mesh methods, equations are
solved for each cell of both meshes, the only difference lies in the interface between the
two meshes. There, interpolation is performed to transfer information from one mesh to
the other and the interpolated field data (like pressure, fluid velocity etc.) are treated as
boundary conditions on the meshes. While this method can be used in many situations
like rotating propellers [67, 99] as shown in Figure 1.2, airfoils changing their angle of

attack [50] or even roll decay of ships [69], the motion is limited to translation or rotation
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only and needs to be known a priori. Moreover the requirement for a fixed interface can
also be a limiting factor as, for example, while both a rudder and a propeller only rely on
rotations, they are often located too close to each other to accommodate both circular
domains to be placed. Finally, the need for interpolation to transfer information adds
another source of error that needs to be studied and kept under control. It should be
noted that sliding and deforming grids can be used together in the same computation
allowing for a wider range of motion to be simulated. Toxopeus and Bhawsinka [118] for
example used them to compute the flow around a ship entering a lock as seen in Figure
1.3.

FIGURE 1.2: Propeller mesh rotating using sliding meshes by Lidtke et al. [67], the limit of the
two meshes is marked in red.

F1cuRE 1.3: Sliding interface (in blue) used in combination with deforming meshes by Toxopeus
and Bhawsinka [118] to simulate a ship entering a lock.

Finally, the overset method, also called chimera or overlapping grid method, overcomes
the shortcomings of both the deforming and sliding grid methods by allowing arbitrary
motion of any number of bodies while still permitting good quality body fitted meshes to
be used. Like the sliding grid method, it relies on different meshes around each body but
does not need a predefined interface between them. The different meshes are overlapped
and the method disables cells that are under another mesh while using, like with sliding
grids, interpolation to transfer field data at the fringe of each mesh. Because the interface

cells (fringe cells) and disabled ones (hole cells) can be updated dynamically during the
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computation, the method enables arbitrary motion of each mesh. As an example, Figure
1.4 shows a ship with rotating propeller, rudder, and six degrees of freedom on the hull
itself. It uses 30 structured meshes in total. One can note that even meshes that do not
move relative to each other are meshed with different grids, like the domain below and
above the free surface, or the left and right part of the hull. This is another benefit of the
overset method. Better mesh quality can be achieved by meshing parts of the domain
independently, which is also particularly interesting on structured grid CFD solvers as
it enables the meshing of complex geometries albeit at the cost of additional overset

interfaces.
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FI1GURE 1.4: Overset grid assembly for a fully appended ship with a horn rudder from Mofidi
and Carrica [77].

Historically, the overset mesh method was designed by NASA for aerospace application.
Benek et al. [4, 5] were the first to publish a detailed description of the method and
Dougherty et al. [31] applied it first to airfoils. At the time most CFD codes only used
structured meshes and, like for the ship example presented above, the overset method

was used primarily for its ability to mesh complex geometries even without motion.

In the early nineties, the first applications to the maritime field started. Cheng-Wen
et al. [25] used the NASA code OVERFLOW to simulate a submarine sail and sail plane
with an overset meshes to link the two meshes together. Even though no motion was used
during the computation, the overset mesh approach allowed to simulate the sail plane at
10 and 20 degrees angle of attack without the need to generate different meshes. At Texas
A&M University, HC Chen worked on various ship simulations requiring mesh motion
like in Chen and Chen [24] where a ship approaching and leaving a harbour quaywall
is simulated using two overset meshes, or Kang et al. [53] where prescribed ship motion
is computed to analyse the wave generation. The two-thousands saw a diversification
of overset implementations. Hadzic [47] wrote a thesis on the development of a 2D
overset method and R Noack started Suggar [86], an external library to be integrated
in already existing CFD solvers to add overset capability with the goal of being robust
and requiring minimal work for its integration on the CFD solver. It lead to several
successful integrations in CFDShip-IOWA [15] or OpenFOAM (7] and now ReFRESCO
with the present work [63]. It is only after 2010 that all the major commercial CFD
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solvers used nowadays implemented overset capabilities. STAR-CCM+ [111] introduced
it in 2012 with version 7.02, FINE™/Marine [28] implementation started in 2016, same
year as Ansys Fluent [23] with version R17. Finally, an open source version is also
available in OpenFOAM since v1706, and foam-extend got it in 2018 [43]. Similarly
to Suggar, several other overset libraries appeared, like OPERA [19] tailored towards
OpenFOAM or TIOGA [107]. The latter is, contrary to Suggar or OPERA, opensource
released under the LGPL license (GNU Lesser General Public License), allowing its
integration for free in CFD solvers. All these implementations lead to the accessibility

of the overset mesh method to a larger number of researchers and engineers.

This broader accessibility has been accompanied by an increase in overset method related
publications as shown in Figure 1.5 displaying the number of overset papers in the
google scholar database against their publication year. Since both ‘overset’ and ‘chimera’
nomenclatures are used interchangeably the graph plots the number of paper returned
when searching for the keywords ‘overset cfd’ and ‘chimera cfd’. Finally, to compensate
for the overall increase in publication and other potential bias in the google scholar
database the data presented is normalised by the overall number of publication present
in the database each year following the methodology proposed in Orduna-Malea et al.
[93]. From this graph, two trends can be distinguished: from 1980 to around 2010, a
steady growth is observed while from 2010 onwards the number of paper increases more
drastically. It can also be noted that the terminology ‘chimera’, even though used as
much as ‘overset’ until 2000 appears to not be used as much afterwards and doesn’t

experience the same increasing trend as ‘overset’ does.
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FIGURE 1.5: Number of papers published per year containing the keywords ‘overset cfd’ or
‘chimera cfd’. Data extracted from google scholar database and normalised by the total number
of papers per year in the database.

The democratisation of the tools means that the overset method is, nowadays, used for
a wide variety of applications in the maritime field. From propeller rudder interactions
[132] to fully appended ships in waves [17] or submarines [71] to assess maneuverabil-
ity. Offshore structures and wind turbines also benefit from overset meshes with easier

meshing and motion like in [56].
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The overset method is, however, not exempt from limitations as it has an impact on the
accuracy, performance and robustness of a computation. In such context, an accuracy
loss means that a new error source is introduced in the field that overpowers existing
ones. With the overset method, the accuracy loss is caused by the interpolation step
needed to transfer field data like velocity or pressure from one mesh to the other. Several
interpolation schemes can be used to achieve this, varying the number of donor cells
required in the other mesh, the theoretical order of accuracy, the robustness or even
the computational cost. As highlighted by Chandar et al. [23], the interpolation step is
crucial to the overset method as it directly influences the solution. Low order schemes, for
example, generating spurious oscillations on force coefficients. This step is however not
often studied in detail. Most research either doesn’t mention the interpolation method
used [6, 17, 24, 114, 130] or mention the name of the method without sufficient details
[126]. The lack of detail renders the reproducibility of the results difficult and makes
the choice of appropriate scheme harder. It is only in very recent years that a limited
number of more thorough research into the interpolation methods have been conducted.
Chandar et al., for example, compared the interpolation methods of StarCCM+, AnSYS
Fluent and OPERA in [23], although with a limited number of interpolation methods
tested. Chandar [20] [21] investigate the interpolation methods available in OPERA
(Inverse distance, and Least Squares Polynomial interpolation) on several test cases,
including manufactured solutions, in order to assess the error levels and interpolation
orders of each scheme. More recently, the library TIOGA was used to test several
interpolation schemes with varying order of accuracy on different test cases in Sharma
et al. [113]. This trend is, however, not large enough and shared only by a handful of
research groups. In view of the large increase of overset usage and application range

more thorough studies looking at the accuracy of the overset method are needed.

Besides solution accuracy, the overset method also degrades mass conservation. Indeed,
one of the key feature of the finite volume method used by most Eulerian CFD solvers is
its ability to conserve quantities, like mass, to a known level of accuracy (related to the
residual level of the associated transport equation). This is achieved by equilibrating
fluxes going in and out of each cell through its faces and is described in detail in Chapter
2. With the overset method, however, cells from different meshes do not share common
faces anymore consequently eliminating the theoretical inherited mass conservation trait
of the method. While mass defect is not often reported in the literature, it leads to
unphysical pressure fluctuations as reported by Volkner et al. [126]. To reduce these
effects and help accuracy, several methods were designed to enforce mass conservation in
overset computations. For example, Hadzic [47] proposed a global method for conserving
mass by modifying cells volume artificially to compensate for mass imbalance. It is
however not using any local information, but globally adds a fraction of the total mass
imbalance to all internal cells which limits it’s physical correctness. Volkner et al. [126]
proposed an improved method; instead of adding the total mass imbalance equally in

the entire domain, each fringe cell receiving an interpolated value get a mass variation
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based on the divergence of the velocity between the donor cells and the fringe cell.
They show that their method manages to reduce the pressure fluctuations as well as
the mass imbalance. Finally, Chandar [21] presents an alternative method based on
fluxes correction within the iterative process. Even though these methods manage to
overcome some of the consequences of not conserving mass at the overset interface they
are not ubiquitous, likely because they are not always straightforward to implement,
easy to generalise and can be computationally expensive. More recently, Chandar and
Sitaraman [22], however, addresses these points by designing a new mass conservation
method that does not add performance overhead while being easy to implement which

may improve adoption in the future.

Finally, the overset method is known to lead to performance overhead. This is due to
the computation of the interpolation itself as well as the computation of the domain
connectivity (finding which cells are to be discarded etc.) requiring a lot of parallel
communication between the different processes. Even though performance of the overset
method is not often reported, Ohashi [91] show that 60% of the computation is dedicated
to overset tasks, meaning that a similar computation without overset would be 2.5 times
faster. For OpenFOAM, Gatin et al. [43] reports that a third of the computational time
is dedicated to the overset method. Moreover, besides needing computational time to
perform its own tasks, the overset method can also degrade the iterative convergence,
hence needing more iterations to reach the same level of residuals. However, like for
interpolation errors, performance and scalability of the different overset implementations

are almost never reported.

Table 1.1 outlines the characteristics of the three mesh methods presented in this section.
Even though it has some limitations, the overset method is the only one able to handle

arbitrary motion of multiple meshes and hence multiple bodies.

To summarise, the main challenges to overcome in any overset implementation are to
ensure the interpolation errors are minimised and predictable so that their influences on
the solution are quantifiable as well as being computationally performant enough to be

used in an engineering context.
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TABLE 1.1: Summary of the characteristics of the different mesh methods presented.

Method Motion handled Limitation
Re-meshin . .
& e Arbitrary motion of e Accuracy loss (interpolation)
multiple meshes e Extremely expensive
e Body deformation e Hard to implement in a general way

Immersed boundar
Y e Arbitrary motion of e No boundary layer

multiple meshes e High frequency noise with motion
e Body deformation

Deforming grids .
e Small amplitude e May worsen mesh quality

e Body deformation

Sliding grids
&8 e Predefined rotation and e Accuracy loss (interpolation)

translation o Loss of mass conservation

Overset grids
& e Arbitrary motion of

multiple meshes

Accuracy loss (interpolation)
Loss of mass conservation
Decrease of robustness
Performance overhead

1.2 Project background

This PhD project is a collaboration between the University of Southampton in the
UK and MARIN (Maritime Research Institute Netherlands) in the Netherlands and
funded by MARIN and by the UKRI (UK Research and Innovation) more specifically
the EPSRC (Engineering and Physical Sciences Research Council). Its original impulse
was to add overset method capabilities to ReFRESCO, the finite volume CFD solver
developed by MARIN and its partners. As such, time was spent in the University of
Southampton, MARIN but also in WavEC and blueOASIS in Portugal, the later two
being development partners of MARIN and ReFRESCO.

1.3 Aim & Objectives

The aim of the project is to develop an efficient and accurate overset method, particularly
targeted towards maritime applications. As seen in the first section of this Chapter, the
overset method brings many possibilities in terms of computation complexity or ease
of mesh generation, but also comes with several challenges like performance overhead,
accuracy loss or robustness issues. The developed method should then be made more
reliable by quantifying and reducing the errors associated with it, and more efficient by

minimising its computational cost. Detailed objectives are as follow:
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e Design and implement a novel overset method for unstructured grid
solvers targeted to maritime applications. This work should produce a de-
tailed description of the overset method architecture chosen and justify the design

choices made.

e Assess the robustness, accuracy and efficiency of overset methods. An
overset method should be robust to various mesh assemblies and reliably maintain
the accuracy of the underlying discretisation. Finally, this should be achieved
with minimal performance overhead. When analysing errors, emphasise should be
given to quantifying and qualifying error generation and propagations to better

understand the influence of the overset method on the solution.

e Draw guidelines on the usage and implementation of the overset method
for maritime applications. Overset capable solvers often implement several
interpolation methods though the impact of this choice is not often known well

enough. Guidelines should help users as well as advise overset method developers.

e Help the research community by producing opensource tools to assist
code Verification and uncertainty quantifications. As every new implemen-
tation needs to perform error assessment and uncertainty quantifications, tools
developed and used in the present research should be published to better help the

community:.

e Push for higher error analysis standards in maritime CFD. Verification
and Validation should be done thoroughly to show how useful and efficient the

methodologies are at helping research.

1.4 Publications

As part of this research, two journal papers and four conference papers were published

or have been submitted:

e Lemaire S., Vaz G., Turnock S. Implementation and Verification of an Explicit
Overset Grid Method. 2018. 21st Numerical Towing Tank Symposium (NuTTS).

e Lemaire S., Vaz G., Turnock S. On the Need for Higher Order Interpolation with
Overset Grid Methods. 2019. 22nd Numerical Towing Tank Symposium (NuTTS).

e Lemaire S., Vaz G, Deij-van Rijswijk M., Turnock S. On the Accuracy, Ro-
bustness, and Performance of High Order Interpolation Schemes for the Overset
Method on Unstructured Grids. 2022. International Journal for Numerical Meth-
ods in Fluids. Volume 94, Issue 2. DOI: 10.1002/fld.5050
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e Klapwijk M., Lemaire S.. And... Action! Setting the Scene for Accurate Visual
CFD Comparisons Using Ray Tracing. 2021. Journal of Marine Science and
Engineering. Volume 9, Issue 10: 1066. DOI: 10.3390/jmse9101066

e Gomes T., Lemaire S., Vaz G., Lau F. Verification Study of Sliding and Overset
Grid Methods using the Method of Manufactured Solutions on a Wind Turbine
flow. 2021. 23rd Numerical Towing Tank Symposium (NuTTS).

e Gomes T., Lemaire S., Vaz G. Code and Solution Verification of Sliding and
Overset Grid Methods on Wind Turbine Flows. 2022. ASME /1th International

Conference on Ocean, Offshore and Arctic Engineering.

e Lemaire S., Vaz G., Deij-van Rijswijk M., Turnock S. Influence of Interpola-
tion Scheme on the Accuracy of Overset Method for Computing Rudder-Propeller
Interaction. 2023. Journal of Verification, Validation and Uncertainty Quantifi-
cation. Volume 8, Issue 1: 011002. DOI: 10.1115/1.4056681

1.5 Novelty

This research brought several new aspects to the field of CFD and the study of overset

meshes in particular, namely:

e The usage of Verification procedure and in particular of complex RANS manufac-

tured solution for the analysis of overset mesh method errors.

e The thorough and systematic analysis of a wide range of overset interpolation

schemes, from first to fourth order accurate.

e The quantification of absolute errors as well as uncertainties on integral quanti-
ties, mass fluxes imbalance, instantaneous and time averaged coefficients and error

propagations on a variety of flows.

e The qualification of overset error sources and propagations patterns depending on

the scheme and the flow characteristics.

e The release of two opensource tools to help Verification; PyMMS [65] for the
generation of manufactured solutions, and PyTST [66] for the computation of
statistical uncertainties. Since their release, both of them have been used in the
literature, by Gomes et al. [44, 45] for PyMMS and by Lidtke et al. [67], Klapwijk
et al. [59] and Wang et al. [128] for PyTST.

e The design and publication of the code architecture of a novel overset method.

e The publication of a set of guidelines on overset interpolation schemes taking into

consideration their accuracy, robustness and performance [63, 64].
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1.6 Structure of the Thesis

After this introduction chapter, Chapter 2 establishes the main theoretical foundation
for the CFD computations used in this work. It presents the finite volume approach of
solving Navier-Stokes and highlights the connections with the overset method. It also

includes a description of the CFD solver used throughout this work.

Since the study of overset interpolation errors is critical to the accuracy quantification
of an implementation, it is important to also study the other error sources appearing
in CFD computation. To this end, Chapter 3 explains the principle of Verification,
Validation as well as the different error sources appearing in any CFD computation.
This Chapter then details the method used to perform code Verification on complex
test cases: the method of manufactured solutions. Lastly, two opensource tools to first
generate manufactured solutions and second to quantify statistical uncertainties are

presented.

The decisions made during the implementation of the overset method directly affect the
efficiency and accuracy of the computations. Chapter 4, then, explains in a literature
review some design choices made by other CFD solvers and goes into further details

with the implementation done as part of this work.

Next, the three following Chapters test the accuracy and robustness of the newly devel-
oped overset implementation with increasingly complex and realistic test cases. Chapter
5 assesses the implementation correctness of the different interpolation schemes in isola-
tion, outside of any overset or CFD computation. Moreover, this Verification step allows
to draw some preliminary conclusions on the robustness of some schemes. Then, Chap-
ter 6 performs code Verification on actual overset CFD computation of a Poiseuille flow
— a steady, 2D, low Reynolds number test case — followed by the study of a 3D unsteady
high Reynolds number RANS manufactured solution representing a recirculation bub-
ble. The Verification is enabled by the fact that, for both test cases, an exact analytical
solution is known, hence allowing for the errors to be probed in the entire domain. This
leads to a detailed understanding of their propagation and sources. Lastly, Chapter 7
studies the real life example of a rudder behind a propeller at a drift angle. This final
test case permits to draw conclusions more directly applicable to overset method users

helped with the knowledge gained by the previous Verification.

In each of the results chapters a wide range of interpolation schemes are tested, their
difference in terms of robustness and accuracy are, however, not enough to draw useful
guidelines as these need to be analysed in lights of their respective performance overhead.
This is the reason why Chapter 8 studies the performance and parallel scalability of all
the components composing any overset implementation, with a focus on the interpolation

schemes themselves to help decision making.
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Finally, Chapter 9 draw concluding remarks on the methodology developed in this work
as well as precise guidelines for overset users and developers with a focus on maritime
CFD.

One can note that literature reviews are performed throughout the thesis covering areas

relevant for the discussion at hand.
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Chapter 2

Fundamentals of finite volume
CFD and overset method

Mesh based CFD solvers are all built upon common principles, they, however, do not
exactly share the same methodologies. Some of them trade the versatility of unstructured
meshes for the potential increased accuracy of structured meshes for example. Simi-
larly, most solvers share the same overall solving mechanism without sharing exactly the

specifics of their discretisation methods.

Instead of providing an exhaustive list of methods to build a CFD solver, which is avail-
able in the literature []0], this Chapter details all the core steps common to any solvers as
well as some specific components particularly interesting for the overset method in gen-
eral, the implementation done as part of this work or the test cases and methodologies

that are part of this thesis.

This Chapter begins with details about the CFD solver used for this work with section 2.1.
Then, section 2.2 presents the governing equations solved by CFD codes followed with
section 2.8 detailing the methods used to numerically solve the previously mentioned
governing equations. Next, section 2.4 shows the structures of CFD solvers and how
equations are solved on HPC' systems. Finally, section 2.5 gives an overview of the

overset method and how it is integrated with a CFD solver.

2.1 Baseline CFD solver

The research conducted in this work is done on an existing CFD solver: ReFRESCO
(REliable & Fast Rans Equations (solver for) Ships (and) Constructions Offshore) [122].
It is a research and commercial CFD code optimised, verified and validated for maritime

applications. It is being developed, verified and validated at MARIN! in collaboration

"https://marin.nl
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with several other organisations like IST (Instituto Superior Técnico in Lisbon, Portu-
gal), the University of Southampton in the UK, TU Delft (Technical University of Delft,
the Netherlands) or blueOASIS in Portugal.

ReFRESCO is a viscous-flow CFD code that solves multiphase (unsteady) incompress-
ible flows using the Navier-Stokes equations, complemented with turbulence models,
cavitation models and volume-fraction transport equations for different phases. The
equations are discretised using a finite volume approach with cell centered collocated
variables, in strong conservation form, and a pressure correction equation based on the
SIMPLE algorithm is used to ensure mass conservation [58]. Time integration is per-
formed implicitly with 15 or 2" order backward schemes. At each implicit time-step,
the non-linear system for velocity and pressure is linearised with Picard’s method and
either a segregated or coupled approach is used. In the latter, the coupled linear system
is using a SIMPLE-type preconditioner. A segregated approach is always adopted for
the solution of all other transport equations. The implementation is face based, which
permits grids with elements consisting of an arbitrary number of faces (hexahedrals,

tetrahedrals, prisms, pyramids, etc.), and if needed h-refinement (hanging nodes).

Moving, sliding and deforming grids, as well automatic grid adaptation were available
before the current work and coupling with structural equations-of-motion (rigid-body
6DOF), and flexible-body FSI is possible. Code parallelisation is done using MPI (Mes-
sage Passing Interface) and domain decomposition computed by ParMETIS [110]. The
core of the code is mainly implemented in free form Fortran 2003 with some module
taking advantage of Fortran 2008 and 2016 standards.

2.2 Governing equations

This section presents the governing equations that dictate fluid behaviours, the notation

employed follows the one used in Ferziger and Peric [40].

2.2.1 Navier-Stokes

Fluid dynamics is based on conservation principles, stating that mass, momentum or
energy are conserved over time. In this section they are all applied to ‘control volumes’
which is a spacial region of the domain. First, the conservation of mass also called

continuity equation can be written as:

a/de+/pv-ndS:0. (2.1)
ot Jo s
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It can be interpreted as follow: for a control volume €2, the evolution of its mass over
time (first term) is equal to the mass fluxes that go through the control volume surface
S (second term). Hence at any given time, in order to conserve mass, for any control

volume 2, this equation has to be satisfied.

Then, the conservation of momentum is the second fundamental equation of CFD, it

is derived from Newton’s second law of motion: d?f—t" = Y f, and applied to a control

volume €2 results in:

0
at/vadQ + /Spvv -ndS = Zf. (2.2)

The right hand side is constituted by surface forces acting on the control volume like
pressure, normal and shear stresses etc. or volume forces like gravity. It can be shown

that these forces can be written as:

Zf:/ST.ndS+/ﬂpbdQ. (2.3)

With b representing the volume forces per unit mass and T defining the surface forces
due to pressure and stresses, it is the molecular rate of the transport of momentum. By

assuming that the fluid is Newtonian, T can be written as:

2
T=- <p+ rla div v> I+2vD, (2.4)

1
D= 5 [gmd v + (grad V)T:| , (2.5)

with p the static pressure, v the dynamic viscosity, I the unit tensor and D is the strain

rate tensor.

The equations governing the conservation of mass and the conservation of momentum

are called the Navier-Stokes equations.

2.2.2 General transport equation
Besides mass and momentum, the concept of conservation can be applied to other scalar

quantities, and, in a similar fashion, a generic transport equation for a quantity ¢ can
be derived:

0
8t/ﬂpq§dQ + /Sp¢v -ndS = Zf¢. (2.6)
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fo represents the transport of ¢ besides convection, this includes its production or de-
struction as well as its diffusion. Since diffusion is always present, a generic definition

of fg is as follows, using a gradient approximation:

f4= /S Lgrade - ndS. (2.7)

With I' the diffusivity of ¢.

2.2.3 RANS approach to turbulence modelling

Turbulent flows are very common in engineering applications and in maritime ones in
particular as they appear in wakes of hydrofoils, ships, propellers or offshore structures.
Turbulence itself is characterised by being a highly unsteady three dimensional flow be-
haviour, often used as an example for chaotic phenomena. However, it presents coherent
structures and a large range of time and length scales. Since fully resolving turbulence is
not yet a realistic approach for engineering problems due to the computational resources

required, modelling turbulence partially or entirely is needed.

Instead, because instantaneous fluctuating quantities are not always needed in engi-
neering context, the RANS (Reynolds Averaged Navier-Stokes) approach simplifies the
equations by considering time averaged and ensemble averaged quantities instead. Since
the complexity of turbulence lies in these unsteadinesses removing them simplifies the
requirements in terms of mesh densities and time-steps, hence decreasing the compu-
tational cost. When introducing ‘Reynolds averages’ in the Navier-Stokes equations
however, new terms appear that require modelling to be handled. The different RANS
turbulence models then differ from one another by the way and complexity these new

terms are coped with.

In detail, the RANS approach decomposes any quantity as the sum of a time averaged

or ensemble averaged one and a fluctuating one:

$(x,t) = (x) + ¢'(w,1) (2.8)

with ¢(x) a time average in case of a steady flow, or an ensemble average (also called
‘Reynolds average’) for an unsteady flow, and ¢’'(x,t) the fluctuating part. For example,
it follows that ¢’ = 0.

By replacing each term by the sum of its averaged and fluctuating components in the
Navier-Stokes equations presented in the previous section, and removing null terms, the
following equations are found for incompressible flows without body forces in Cartesian

coordinates:
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I(pu;)
= 2.
ANpw) 0 [ __  —— op | OTij
s+ puld) = — , 2.1
ot + Ox;j (pu U +’0u’u3> ox; + Ox;j (2.10)

With 7;; the mean viscous stress tensor components:

_ [ Ou; | Ouy
Tij = <6$j + 8331) . (2.11)
And for a generic scalar field ¢:
W0 (v ) (1), e

In these equations, the Reynolds stresses, pW, and turbulent scalar flux, pw, ap-
pear and cannot be expressed by mean quantities or simplified. Therefore, a model is
needed to close the system of equations. One common approach is to use the Boussi-
nesq hypothesis, which introduces the following relation to approximate the Reynolds

stresses:

ou; 8@- 2
3

—pulu);, = — Zpbijk. 2.13

This new equation, however, introduces two new quantities, the eddy viscosity, u;, and
turbulent kinetic energy, k, both requiring transport equations to be solved. The way
these new quantities are modeled is where most RANS turbulence models differ. One
equation models like the Spalart-Allmaras [117] and Menter [73] both focus on the eddy
viscosity ignoring the kinetic energy term. Then two equations models like the k—w SST
from 2003 [74] or k — v/kl [75] models for example introduce two transport equations
from which p; and k can then be deduced. Because approximations are made with the
use of models, each model has a range of applications for which it is designed and has

been validated and calibrated against.

2.3 Numerical methods

The governing equations presented in the previous section are partial differential equa-
tions for which exact solutions are most of the time unknown. Solving them numerically
is then the only possible option, and it relies on both space and time discretisation. To

achieve this, several methods can be employed. As seen in Chapter 1 a mesh based
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Eulerian approach is used in this work, more particularly space discretisation follows

the finite volume method.

2.3.1 Finite volume method

The finite volume approach discretises the solution domain into control volumes or cells
forming a mesh. As seen in Figure 2.1, cells do not overlap and each cell face is shared by
two cells except on domain boundaries. That way, each point of the domain is inside one
and only one cell. In the method presented here, and used for this study, the cell centres
hold a computational node where each quantity is recorded (like p, v etc.), though other

implementations may choose cell vertices to assume this role.

FI1GURE 2.1: Example of cell acting as a control volume with the finite volume approach.

Since each cell defines a control volume, the equations presented in the previous section
have to hold true for every single one of them. Taking as an example the integral form

of the conservation of a quantity ¢ for a steady flow:

/pgbv-ndS = / Cgrad(e) - ndS+/ qpdS). (2.14)
S S Q

With S the surface area of the control volume, n the control volume normal pointing
outwards and 2 defining the control volume. In order to solve this equation each term

has to be analytically computed which is done by approximating the integrals.

The integral approximation can be done in many different ways and has an influence
on both the accuracy of the solution and the robustness of the solving mechanism.
Assuming the cell centre value is known, the simplest way to compute a volume integral

is to multiply the cell centre value by the cell’s volume:

/ qdQ ~ g, AQ, (2.15)
Q

where g, is the value of ¢ at the cell centre and A€ is the volume of the cell. Similarly,

surface integrals can be approximated using each face surface area and the value of the
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quantity of interest at its centre:

/Sde% > £y, (2.16)

faces

with f. the value of f at the face centres and Sy the face’s area. Unlike with the
volume integral, however, face centre’s values are usually not known and need to be
reconstructed from the neighbouring cell centre’s values. Once again, a wide range of
schemes exist to perform face centre reconstructions and detailing them is out of the

scope of this Chapter.

As stated in Chapter 1, meshes can be structured or unstructured, and this has an
influence on the scheme that can be used. Figure 2.2 shows an example of both types,
in 2D. Structured meshes enforce each interior cell to have exactly four neighbouring
cells (and six in 3D). On the other hand, unstructured meshes do not have any formal
limitations on the number of faces or neighbours per cell, hence allowing for a greater
versatility in the mesh topology and easier mesh generation. By having a fixed number
of neighbours per cell and such cell organisation, structured meshes can, however, benefit
from more powerful schemes. This is mainly because, unlike with unstructured meshes,
each cell’s second, third, etc. layer of neighbours are trivially easy to gather and use
without storing any extra connectivity information. For this reason, on unstructured
meshes (and associated code), the accuracy of the surface integrals and face centre are
either 15 or 2" order as higher order would require more knowledge than the direct
neighbours for each cell. 15* order schemes, albeit being less accurate, are still used for

their better robustness.

(A) Structured grid (B) Unstructured grid

FIGURE 2.2: Example of 2D structured and unstructured meshes.

2.3.2 Gradient computation

Either because it directly appears in the transport equation or because it is needed to

apply corrections (like cell excentricity or non-orthogonality) and approximate integrals,
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the gradient of any quantity is needed when solving numerically the Navier-Stokes equa-
tions. One common way to compute them is to rely on the Gauss’s theorem which links

the surface integral of a quantity and the volume integral of its gradient:

/Qgrad(f) dQ:/andS (2.17)

with n the outward normal facing normal and f the quantity of interest. Taking the same
assumptions regarding volume and surface integrals as stated in the previous sections
results in:

grad(f) ~ ﬁ Z fenS. (2.18)

faces

Then, if the face centre and volume integral approximations are 2" order accurate, the
resulting gradient computation is also 2" order accurate. Once again, several alternative

methods exist for computing the gradient of a quantity in a finite volume context.

2.3.3 Time discretisation

Similarly to space, for unsteady flows, time also needs to be discretised to solve Navier-
Stokes equations. This is usually done using a single, constant, time-step (tsep) through-
out the entire computation, and, each step, equations are solved taking into account
previous ones. In this work, the ‘Three time level Method’ is used and is presented in
this section. It is a fully implicit scheme meaning that, to compute time-step n+1, fluxes
and other quantities are also evaluated at time-step n + 1, contrary to explicit schemes
for which the solution at time-step n + 1 directly depends on quantities computed at
time-step n. The implicit formulation allows the scheme to be unconditionally stable

regardless of the time-step size (tgep) picked, allowing for larger time-steps to be used.

For example, when taking the differential form of the transport equation for a generic
quantity ¢:
opp

5 = —div(ppv) + div(Tgrad(¢)), (2.19)

the three time level method would result in the following discretisation:

3¢n+1 _ 4¢n + (bnfl
2tstep

= —div(p¢"T'v) + div(Lgrad(¢™t)), (2.20)

and, by re-arranging the terms:

P> 6™ 4 div(pg™v) — div(Tgrad(¢™+)) = 22 g — P

— oL 2.21
2tstep tstep 2tstep ( )
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With ¢™ denoting the value of ¢ at time-step n. This means that, for this scheme, the
value of ¢ of the current (n) and previous (n — 1) time iterations are needed to compute
the next one (n + 1). Compared to an explicit scheme, this results in a larger storage
requirement, though, besides being stable due to its implicit nature, this scheme is also

ond order accurate.

2.4 Resolution of equations and CFD code structure

Once all the equations are discretised in both time and space, as seen in the previous
section, the system of equations can be solved. In this section, details are given regarding
the solving mechanism, the general structure of a CFD solver and the challenges brought

by parallel resolution on HPC systems.

2.4.1 Linear system of equations

For each cell of the domain, a set of coupled algebraic equations needs to be solved.
Moreover, for each cell, its neighbouring cells centre values appear in its own equation,

effectively coupling all the algebraic equations together.

For each quantity, a matrix and its accompanying right hand side vector are built. The
matrix is square and has as dimension the number of cells in the domain. For example,
when considering cell ¢ having two neighbouring cells 7 and k, the equation for the

quantity ¢ to be solved can be written as follow:

i + ol + gt = Bugl + Bu1gl T +a (2.22)

Where «;, aj, ak, Bn, Bn—1 and ¢ are coefficients that include a dependency to v, p,
etc. If a product of ¢ was present in the equation, a linearisation step is needed and it
would place one of the ¢ component inside the associated « or 8 coefficient. For each
quantity, the system of equation can be assembled into a matrix equation as shows here

for the quantity ¢:
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A
J
ot
= : (2.23)
Oéj Ol '.Cki ¢?+1 /Bn(ﬁzl + ﬂn—1¢?_1 + q
Ag" T =b. (2.24)

It can be noted that, because each cell has a limited number of neighbours, matrix A is
sparse, moreover it has non zero diagonal elements. For efficiency reasons, and because
of the linearisation step, the system is solved iteratively using methods taking advantage
of such shape. If linearisation was needed the « and  coefficients are updated with the
latest ¢ value computed. At each step of the process, convergence can be monitored by

computing the residual vector € defined by:

e=A¢p—b. (2.25)

This residual can then serve as a stopping criteria for the iterative resolution process. In
practice, the iterative resolution also often includes a pre-conditioning step that, with-
out changing the solution of the system, will modify A and b to improve robustness
and convergence. In this work, the B-Jacobi (for block-Jacobi) pre-conditioner is used
associated with GMRES (Generalised Minimal Residual Algorithm for Solving Nonsym-
metric Linear Systems) [109] method for solving all equations except the continuity one

for which the conjugate gradient method is used instead.

2.4.2 General structure of CFD solvers

Solving each quantity individually does not couple them, the pressure, for example, de-
pending on the velocity and vice versa. The coupling is done in a segregated way, solving
each equation in turn. More precisely, the momentum and continuity equation, solving
for the velocity and pressure correction, are solved first using, in this work, the SIM-
PLE (Semi-Implicit Method for Pressure Linked Equations) [40] algorithm. Then any
additional equation (for turbulence quantities for example) is solved subsequently. This

process then loops until a convergence stopping criteria is reached before advancing to
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the next time-step. This stopping criteria is either residual based, i.e. once each equa-
tion’s residuals reaches a user-defined threshold the time-step advances, or directly after

a set number of iteration has been performed. These set of loops are called outerloops.

Figure 2.3 summarises the structure of the different iterative processes involved in a

CFD computation.

Initialisation
| Time step

Time step initialisation

|

Solve momentum

|

Solve pressure correction

|

Solve turbulence quantities

Non-linear iteration (outerloop)

Tterative solver (innerloop)

FIGURE 2.3: Summary of the different iterative processes appearing in a CFD computation.

2.4.3 HPC parallelisation

Modern HPC architectures use an aggregation of compute nodes, each of which is com-
posed of one or multiple CPUs, each then with the capability of running multiple pro-
cesses in parallel. CFD solvers need some adaptation in their resolution to accommodate
for it. While such architecture allows great versatility in the raw performance that can
be assigned to a computation by modifying the number of CPU cores used, it has some
limitations. Namely, the memory is shared only amongst each node, and MPI (Message
Passing Interface) is needed for inter-node communication. In order to optimise the
available resources the load of the computation needs to be balanced evenly on each
processing core. This is achieved with domain decomposition. Instead of solving the
entire problem at once, the mesh supporting the computational domain is subdivided
and each processing core is assigned a partition of it. Good load balancing is achieved
when each processing core is assigned the same number of cells. To this end, parti-
tioning algorithms are utilised, in this work this step is handled by the external library
ParMETIS (Parallel Graph Partitioning and Fill-reducing Matrix Ordering) [110].

Effectively, with domain decomposition, a global matrix system as showed in equation
2.23 is never generated and solved, instead, each processing core assembles a matrix
containing the cells that are part of their domain. Communication between the different
sub-domains is achieved by adding ‘ghost cells’ at their border that duplicate the data
located on a neighbouring sub-domain like presented in Figure 2.4. Because inter-node
communication, which is at the core of the parallelisation, is an expensive step the

partitioning algorithm, besides maintaining load balancing, also tries to minimise the
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amount of ghost cells needed. After each innerloop, ghost cells are updated to account
for the updated field of each domain. Further details can be found in Hawkes [48] and
Hawkes et al. [49] as they provide state of the art overviews of CFD performance on
HPC.
Proc 1 Proc 2
ﬁ [ | Ghost cell
[C] Cell duplicated by a ghost cell

=» Parallel communication

Proc 3

FIGURE 2.4: Parallel domain decomposition with three processes showing ghost cells and parallel
communications.

2.5 The overset method

The overset grid method, also called chimera method, works by overlapping several
meshes in a single computation allowing easier mesh generation and their arbitrary rela-
tive motion, allowing in turns relative motion of bodies. The method dynamically assigns
status to particular cells to generate an interface where information can be exchanged
between meshes. On most cells, the finite volume method is solved as presented in the
previous sections, but, at the fringe of each mesh, cells receive interpolated information
from another mesh to ensure the continuity of the domain. Due to the overlap, other
cells need to be disabled. Overall, each cell in the domain is assigned a status with the

following nomenclature:

e Hole cell: a field cell that is outside the boundary of the domain. It can come
from a grid entirely embedded in another one (the background grid will have hole

cells), or from a grid being partially outside the boundary of the domain.

e Fringe cell (also called receptor cell in the literature): a fringe cell is a cell adjacent

to a hole or at the boundary of an embedded grid. It will act as boundary cell



2.5. The overset method 25

for its grid and get its field value from the interpolation of donor cells of another

mesh.

e Orphan cell: an orphan cell is a fringe cell that does not have enough donor
cells to compute its interpolated value. Orphan cells exist when grids don’t have
enough overlap or when the position of hole cells was not correctly computed.
As a fallback, its field value is usually then computed as the average of its direct

neighbouring cells.

e [In cell: this is a traditional cell, every cell that is not a hole, a fringe or an orphan
cell will be an in cell. The finite volume method is solved conventionally without

any special treatment related to the overset grid assembly.
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F1GURE 2.5: Example of overset assembly with its nomenclature. Donor cells for the top left
fringe cell are displayed.

Figure 2.5 shows an example of a mesh assembly, with two cartesian meshes overlapped.
The background mesh contains hole cells as well as two layers of fringe cells around it to
act as the boundary and the foreground one also has two layers of fringe cells along its
boundary. Having two layers allows for the gradient to be computed accurately as the
fringe cells directly next to in cells are surrounded by either in or fringe cells. Finally, an
example of a set of donor cells is presented with the, here, six cells used to compute the
interpolated value of the top left fringe cell. Any in cell can be a donor cell and a donor
cell can be used for several fringe cells interpolations. The DCI (domain connectivity
information) is the name given to the specification of fringe, hole and orphan cells,
sometimes associated with interpolation weights and donor cells. It is computed only
based on the geometry and topology of the different grids using a ‘hole cutting’ algorithm
and hence needs to be recomputed each time there is grid motion, which is usually every
time-step. Details about how cells status are computed is out of the scope of this work
but detailed algorithms can be found in the literature [19, 86, 88, 107]. Finally, different

interpolation schemes used in an overset context are presented in Chapter 4 section 4.4.
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Mesh A O

Mesh B 0
001 0 i 1 mg
¢ IR

FIGURE 2.6: Explicit formulation of an overset coupling with two meshes (A and B). ¢ is the
quantity to be solved, n; the current outer iteration, ¢ the index of a fringe cell from Mesh B and
4 and k its associated donor cells from Mesh A. Finally f is the overset interpolation function.

To incorporate the cell status information and interpolated data inside the solver and
perform the actual coupling between meshes two approaches can be used; either explicitly
or implicitly. In both cases, it involves modifying the matrix system of equation from

equation 2.23 as, for example, fringe cells do not depend on their neighbours anymore.

In an explicit form, the interpolated values are placed on the right hand side of the
system of equations and a unitary diagonal is used for fringe cells. This allows to
have minimal changes on the system of equations and matrices. The right hand side
interpolation is then updated every outerloop from the new data of the donor cells. This
coupling is presented in Figure 2.6, for the example using two meshes where cell i is a
fringe cell of Mesh B, cells j and k are its associated donor cells belonging to Mesh A
and f the interpolation function. If cells belonging to Mesh A and Mesh B are ordered
successively like it is the case here, because they do not share any ‘neighbours’ the top
right and bottom left corners of the system are filled with zeros. In this formulation, the
interpolation is lagging one outerloop (n; being the current outerloop index here) which
can slow down the iterative convergence. This has the benefits of large versatility in the
interpolation function f. Moreover, the structure of the matrix itself is not modified by
the method, when a cell becomes a fringe one (due to a mesh motion for example) the
modifications only affect the diagonal, right hand side and the locations associated with

the neighbours of the fringe (that need to be changed to zeros).

Contrary to an explicit coupling, with an implicit one, the interpolation is not computed
directly, instead interpolation weights are placed on the left hand side of the system
as shown with Figure 2.7. With this method, the interpolation has to be a linear
combination of the donor cells’ values, and is defined here by: ¢;" = w;¢7" + wy¢,!,
with 4 the fringe cell index, j and k the donor cells ones and w; and wy, the associated
interpolation weights. Because updated information is used for the interpolation, this
coupling improves the iterative convergence of the resolution. At the cost, however, of a
more complex implementation — the matrix layout being modified —, and more expensive

innerloops. This added computational cost comes from having to update donor cell data
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¢}
Mesh A
o
Mesh B _w; —wy 0 0 '1 ) 0 ¢?z 0

FIGURE 2.7: Implicit formulation of an overset coupling with two meshes (A and B). ¢ is the

quantity to be solved, n; the current outer iteration, ¢ the index of a fringe cell from Mesh B

and j and k its associated donor cells from Mesh A with w; and wy, the interpolation weights.
The interpolation is then defined by ¢; = w;¢; + widy.

within innerloops using parallel communications whenever the fringe and donor cells are
not stored and solved on the same processing core. In terms of accuracy, however, when
iteratively solved to the same residual levels, the two methods should give the same

solution within the margin of the iterative error.

Finally, the two approaches can be used together as some interpolation schemes may
have a linear component that would be implicitly handled (by modifying the matrix)
and non-linear ones that will be placed to the right hand side. Moreover, solver may
choose to handle some equations with implicit formulations and others explicitly to
improve iterative convergence only for the most challenging ones and benefit from the

performance gain for the other ones.

To summarise, Figure 2.8 shows the structure of a CFD solver with an explicit overset
implementation when mesh motion is performed every time-step. Details concerning

implementation decisions and interpolation methods are given in Chapter 4.
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Initialisation
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Mesh motion
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Hole cutting (DCI) Iterative solver (innerloop)
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Compute interpolation

|

Update fringe cells
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Solve momentum
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Solve pressure correction

|

Solve turbulence quantities

Non-linear iteration (outerloop)

FI1GURE 2.8: Solution workflow with explicit overset coupling. Steps marked in blue are specific
to an overset computation.

2.6 Summary

As seen in this Chapter, CFD solvers are complex pieces of software with many dif-
ferent components that interact with each other. For example, the construction of the
resolution matrix is influenced by the time and space discretisation schemes, the mesh
topology, parallelisation, and overset connectivity information. Additionally, all the dif-
ferent components must cope with domain decomposition and, if possible, rely only on
local information rather than integral quantities. In the process of developing a CFD
solver from the continuous Navier-Stokes equations, several approximations are made.
The next Chapter is dedicated to the analysis of these approximations and the errors

associated with them.
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Chapter 3

Verification and Validation

Any numerical simulation comes with assumptions and approximations that lead to inac-
curacies affecting the produced results. In order to ensure the reliability of a computation
it is essential to study the error sources and their importance. Following Roache [104]
nomenclature an error is the signed difference between the computed solution and an
exact value. That exact solution might, however, not always exist, if so, uncertainties
can still be computed and used as they define an interval where the exact value should be

within a certain degree of confidence (usually 95%).

Verification is a purely mathematical study where numerical errors or uncertainties are
quantified. It does not depend on any experimental data but when possible an analyti-
cal exact solution might be used to compute errors, this is called code Verification. The
quantification of error uncertainties without the knowledge of an exact values is called so-
lution Verification. Validation, on the other hand, requires experimental data to compare
to as it is meant to quantify how physically accurate a computation is. Since numerical
errors are always present, Verification should always be performed prior to any Valida-
tion study. In this Chapter, the different error sources appearing in a CEFD computation
are introduced together with methods designed to quantify errors and uncertainties. Fi-
nally, two open source tools developed to perform Verification studies in this work are

presented.

3.1 Error sources

3.1.1 Round off error

Round off errors relate to the number of digits or resolution available when manipulating
numbers due to the finite representation of numbers by computers. This type of error

cannot be measured as it would require infinite precision to reach the ‘exact’ solution, and
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therefore estimating the round off uncertainty is then only possible by running several
computations using different precisions (like single, double or quadruple precision) and
estimating the error. The single, double etc. precision refers to the number of bits used
to encode a float number in the computer memory. A single precision float, for example,

uses 32-bit when double precision one uses 64-bit.

As it is commonly accepted, for practical CFD applications, double precision arithmetic
errors should be suitably small to be negligible compared to other sources [34]. Hence, in
this work, double precision is used and the round off errors are not further investigated.
It should be noted, however, that as meshes get finer and higher order interpolations

are needed, double precision inaccuracies might start to become predominant [33].

3.1.2 Iterative error

As seen in Chapter 2, in CFD, iterative methods are used both in linear resolution of the
transport equations (innerloops) and, in segregated implementations, within non-linear
steps (outerloops). Both these iterative processes contribute to the iterative errors. In
theory they could be reduced to machine accuracy and reach the round off error. In
practice, however, the complexity of the problems prevents such convergence. Either
equations cannot be converged that low or it would require a number of iterative steps
too high making the computation not worth the accuracy gain. The iterative process
has to be stopped once a ‘satisfactory’ level of error is achieved. From Eca and Hoekstra
[33], the iterative error needs to be at least two or three orders of magnitude smaller

than the discretisation error to be considered negligible.

To quantify the iterative error, a computation reaching residuals of the order of the round
off error is needed. Because it is not practical for most engineering problems, methods
like the one presented in Ega et al. [39] are used. By running computations varying
the number of iterative steps (or of residuals), iterative uncertainty can be estimated.
Figure 3.1 shows the method described by Ega et al. [39] in which the quantity of interest
(here Kr) is plotted against residual levels which are here controlled by the number of
outerloop (nje0p) per time-step. From the error modelling an uncertainty estimation
can be computed for each residual level and is presented with the vertical bars. This

example is detailed in Chapter 7.

It should be noted that, even though there is a relation between the residual levels and
the iterative error, there is no quantitative law linking the two quantities. From a single
computation, the only conclusions that can be drawn are qualitative: lowering residuals

leads to a decrease in the iterative error.
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FIGURE 3.1: Integral quantity convergence with residual decrease (h; being a metric of the
residuals level) and uncertainty computed as per Eca et al. [39] methodology.

3.1.3 Discretisation error

The discretisation of partial differential equations in space and time is an approximation
to their continuous nature and the source of the discretisation errors. Its study is of
particular importance as it is usually (or should be) the predominant error source in
CFD computations. Space discretisation is governed by two aspects: the grid quality
which include cell sizes, their shape and the mesh topology (presence of hanging nodes
or highly skewed cells etc.) as well as the schemes used for the discretisation. In
unsteady computations, time discretisation is, similarly, governed by the time-step size
and the time discretisation scheme. In order to estimate it, systematical grid and time-
step refinements are often used, and, as an example, the method proposed by Eca and
Hoekstra [34] models the error using a truncated power series expansion. For space

discretisation the error is estimated by:

e; = ah? + o(hP*h), (3.1)

with o a constant, p the observed order of convergence, and h; the typical cell size.
This model assumes that the set of grids used are in the asymptotic range to justify the
use of power series expansion and that the grid’s density can be represented by a single
parameter (the typical cell size). In practice, this translates to having geometrically
similar grids for which the grid refinement ratio is constant and cells from different
meshes have the same orthogonality, skewness, etc. On such meshes, h; can be defined
by: h; = l/Nil/3 in 3D or h; = 1/4/N; in 2D, with N; the number of cells in grid i.
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By neglecting higher order terms, the order of convergence of two consecutively refined

grid is measured by:

s () = plog ;1) >
log(i)
P 109(}:11)

If higher order terms can be neglected, the order p can be computed with any two
grids with different refinement. In practice, convergence studies are done with more
than two grids, and a least squares approach is used to compute the observed order
of convergence. Moreover, modelling the error using only equation 3.1 can be limiting
as real data may include noise and the fit not good enough to use the model. To this
end, Ega et al. [37] suggest additional fit functions of order below two to be used when
discretisation schemes are at most 2"d order. The methodology presented by Eca et al.
[37] is used to estimate the discretisation error, the observed order of convergence but
also an estimation of the uncertainty as an interval that contains the exact solution
with 95% confidence. Even though this section mainly mentioned space discretisation,
a similar procedure can be adopted with time discretisation by varying the time-step

instead of the typical cell size.

In this work, on cases where an exact solution is known, the exact discretisation error
can be computed directly and will be analysed, however, when such solution is not
known error estimations as well as uncertainties will be used following Eca and Hoekstra
[33], Eca et al. [37] methodology.

3.1.4 Overset interpolation errors

In an overset computation, the different meshes exchange information using interpola-
tion. Depending on the interpolation scheme used, the error generated varies and can
then propagate away from the overset interface. In itself, the overset interpolation error
should be part of the discretisation error, however, in this work, a distinction will be
made between the error generated by interpolation on fringe cells (called interpolation
error) and the space discretisation error common to any CFD computation related to

the use of cells in the rest of the domain.
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3.1.5 Statistical error

Because of the finite physical time of a computation, any time averaging is affected by
statistical errors. The longer the time averaging window, the smaller the statistical error.
However, the limit is often the available computational resources and simulation wall
clock time. Quantifying the error itself would need knowledge of the time average over
an infinite long period of time, hence only the statistical uncertainty can be computed.
In this work the method proposed by Brouwer et al. [11, 13] is used. It employs auto-
covariance and computes, from any time signal, a 95% confidence interval band around

the computed time average.

Any CFD computation is affected by startup effects, which are due to the unideal nature
of the initial conditions prescribed that pollute the first time-steps of the simulation.
When time averaging is needed, the signal has to be monotonous and this transient
portion discarded. Using its statistical uncertainty estimation, Brouwer et al. [12] devel-
oped a method to detect this transient portion called the Transient Scanning Technique
(TST). It works by computing the uncertainty on longer and longer portions of the entire
signal always including its end and displaying the successive uncertainties on a log-log
plot against the signal length. It is illustrated in Figure 3.2, where on the top a time
signal with an initial transient is present, and on the bottom, the TST analysis. The
-1 slope highlights a monotonous portion and the sudden rise of the uncertainty (called

hockey stick) corresponds to the initial transient that should be discarded.
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F1cURE 3.2: Example of statistical uncertainty analysis performed using the Transient Scanning
Technique by [12] on a lift coefficient signal over time.
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3.1.6 Additional errors

Finally, additional error sources can be found:

e Programming errors: these come from bugs in the implementation of the CFD
solver itself and may affect the produced solution. Such errors can be checked
using code Verification. In this work it is performed in Chapters 6 using analytical

and manufactured solutions.

e Input errors: when two sets of data are produced in different ways (simulation
and experiments for example), some uncertainty is present in the input given to
the two sets. For example, the inlet velocity of a wind tunnel might have been
measured with its own uncertainty, hence, when replicating the setup in a CFD
computation, the inlet velocity cannot exactly replicate the experimental one. This
can be quantified using methods presented in Katsuno et al. [54] that estimates

the input uncertainty but is out of the scope of this thesis.

3.1.7 Modelling error

Modelling errors are due to physical approximations done when simplifying the models
to be implemented often to save computational resources. In this work, for example, the
RANS approach is used to perform turbulence modelling instead of solving it. Besides
the model themselves used to simplify physical phenomena, boundary conditions are

also approximated as physically accurate ones are not always obtainable.

Before analysing and assessing the modelling error via Validation, all the other numer-
ical error sources need to be contained or quantified using Verification. Validation is
then done by comparing computational results against either experimental data or more
accurate computations like DNS (direct numerical simulation). Following the ASME
V&V 20 standard [1] an procedure to estimate the interval that contains the modelling
error can be devised. It compares ' = ¢crp — Gexp, the difference between the CFD and
experimental data for the quantity of interest ¢ with U,y the Validation uncertainty.
The latter is made of three components: Upym, the estimated numerical uncertainty
(from the CFD computation), Uesp the estimated experimental uncertainty and Uspput
+ U7 put + U2,y The complex-

ity and potential cost of quantifying Ujppy: means that it is often assumed to be null

num

the input uncertainty. [1] then proposes U,y = \/ U2
[33]. From these two quantities, different conclusions can be drawn:

o if |E| > U,y: the modelling error is likely of similar magnitude to E, and, if
it is acceptably low for the practical purpose of the application, the model can
be accepted and considered good enough to capture the physics for the analysed
quantity.
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o if |E| < Uy if Uyy is large no conclusion concerning the modelling error can
be drawn and the Validation uncertainty needs to be reduced (with improved
experiments or simulations). Otherwise, if U,y is small enough, then Validation

can be considered acceptable.

It should be noted that these conclusions mention ‘acceptably low’ quantities. These

need to be assessed in lights of the application and the precision required.

3.2 Method of Manufactured Solutions

The method of manufactured solutions or MMS is used to design (or manufacture) test
cases. The main benefit of this method is that an exact solution field is known for each
quantity (velocity, pressure etc.), hence the numerical errors can be probed in the entire
domain without modelling errors and without requiring estimations. On computations
that have negligible iterative and round off errors, the MMS allows direct access to
the discretisation error in the entire domain or, in an overset context, the sum of both

interpolation and discretisation errors.

MMS are traditionally used for code Verification [103, 105]: by checking that the con-
vergence order of the discretisation error is matching the discretisation scheme order,
one verifies that programming errors are, at most, also decreasing with the same order.
Gomes et al. [45] for example, designed a solution resembling a wind turbine flow to as-
sess interpolation errors when using either a sliding grid method or the overset method.
Lovato et al. [68] used the method for non-newtonian fluid code Verification of multi-
phase flows, allowing to highlight spurious velocities appearing at the free surface when
using the VOF (Volume of Fluid) method. Finally, Ega et al. [37] designed a RANS
turbulent manufactured solution of a recirculating bubble in a boundary layer also to
perform code Verification. This last solution is used in Chapter 6 to perform error anal-
ysis with overset meshes. Effectively, several code Verification studies have been done on
ReFRESCO using the method of manufactured solutions [33, 35-38, 44, 45, 68] which

give trust and credit to the tool on which the overset method is build upon.

The MMS works by adding a specific source term to each equation. Since the manufac-
tured fields are ‘user defined’ they do not verify the equations being solved. The source
term is needed to restore the equation balance. In practice, the design and use of a

Manufactured Solution is done in three steps:

e First, an analytical definition of each field quantity (velocity, pressure, eddy vis-
cosity, etc.) needs to be defined. In theory, the MMS is a purely mathematical
exercise, so the fields do not have to be physically realistic. However, testing the

models outside of their usual conditions can potentially lead to unexpected results
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[35]. Moreover, approaching real phenomena often results in stronger conclusions.
Therefore, fields are usually designed to be not too far from realistic physical

behaviours.

e Next, each equation being solved (momentum, continuity, turbulence model etc.)
needs to be analytically derived using the field quantities defined at the previous
step. This process can be done manually (like in [35]), or using a symbolic math-
ematics framework like Sympy [76] or Wolfram Mathematica [52]. The imbalance

in the equation is then equal to the source term.

e Finally, the source terms need to be added in the CFD solver system of equations,
they are placed on the right hand side of the system. As they are only a function of
space and time and, in particular, do not depend on the solution being computed
such source terms can often be easily added via the usercoding capabilities of the
CFD package.

By design, the MMS has some limitations though. Primarily, the analytical formulation
of each quantity used in the model equations needs to be differentiable in space and
time at least once, and twice for some quantities. Although some attempts were made
to overcome this limitation [105], these methods are not ubiquitous. Nathan Woods
and Starkey [83], for example, successfully designed an integral variant of the method
of manufactured solutions to perform Verification of shock-capturing codes. Then, the
models themselves need to be uniquely defined analytically. For example the use of
limiters (like the maz() function) in some models is not compatible with the MMS, as
these functions are not differentiable since they do not have a unique definition of the
gradient. This was noticed by Ega et al. [35] when the CFD implementation of the

k —w SST model was not producing the expected convergence order.

Even though the MMS is not widely used for maritime applications, it is, for example,
more common in aerospace engineering [9, 55, 84, 108, 123]. Its ability to perform code
Verification on very complex and realistic flows makes it a powerful tool for precisely

analysing errors and their behaviours.

3.3 PyMMS: an opensource framework for generating

Manufactured Solutions

As described in the previous section, one of the key steps when generating a manu-
factured solution is the generation of the source terms. To this end a framework was
developed and implemented in Python using the Sympy symbolic mathematics library
[76]. As no openly available framework was found with the needed capabilities, this code

was made opensource and libre under the MIT license in Lemaire [65].
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The framework allows the user to provide the analytical formulation of field quantities
like velocity, pressure, and eddy viscosity (when using a turbulence model). From them,
it will compute the source terms analytically and produce a compilable Fortran source
module file that contains the definition of each field quantity, its analytical derivatives
and the source terms of each equation. This module can then be integrated easily as
usercoding in the CFD solver. Besides the momentum and continuity equations, PyMMS
includes the Spalart Allmaras turbulence model [117] (both the original formulation
and the ‘noft2’ variant) as well as the one equation eddy viscosity model from Menter
[73]. Additionally, its object oriented structure makes it easy to implement new models

without having to modify the core of the code.

Since manufactured solutions are used to verify code implementation of other tools,
their own code correctness is essential to asses error sources. PyMMS was verified by
comparing its resulting source terms to another derivation of a similar MS done this
time by hand. The test case described in [35] was replicated using Sympy and its source
terms were generated with PyMMS. The original fortran code from the authors was
compared to the one PyMMS generated by probing it in thousands of random location
and time combinations and the difference between the two implementations was found
to be within the margin of the round off error of the two fortran codes. Hence verifying
the correctness of PyMMS.

As an example, a basic input file for PyMMS is presented in Algorithm 3.1. It defines
the velocity components as well as a constant pressure field and runs the fortran code
generation. Algorithm 3.2 is then a portion of the generated code. It can be noted that
some parameters are left in the source code for easier edition without requiring a new

generation of the source terms.

from sympy import *
from PyMMS import PyMMS

# Definition of parametric symbols and their default value

X, ¥y, 2, t = symbols(’x y z t’)

T = symbols(’Period’)
A = symbols(’A’)
B = symbols(’B’)

global_vars = [(T, 1), (A, 10), (B, 5)]

Definition of field functions

Axcos (2xpi*t/T)*cos (x)

B*cos (2*%pi*t/T)*cos (y)

- Integral (diff (U, x)+ diff(V, y), (z, 0, =z))
Integer (1)

U < G #®
]

# MMS generation and export to file
mms = PyMMS(Nu=1, rho=1, U=U, V=V, W=W, P=P, turbulence_model="none")
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19 mms.compute_sources ()

20 mms.export_module("module—basic—example.F90", global_vars=globa1_vars)

ALGORITHM 3.1: Example of input file for running PyMMS, written in python.

i module MMS

2> implicit none

3 REAL*8, parameter :: Period = 1
+ REAL#8, parameter :: A = 10

5 REAL*8, parameter :: B = 5

6 contains

(O

s REAL*8 elemental function source_MOM_U(x, y, z, t)

o REAL*8, intent(in) :: x

10 REAL#8, intent(in) :: y

11 REAL*8, intent(in) :: =z

12 REAL*8, intent(in) :: t

13 REAL*8, parameter :: pi = 3.1415926535897932d0

14

15 source_MOM_U = -2*xAx*2xsin(x)*cos(x)*cos(6.2831853071795865d0*t/Period) &
16 **2 - A*Bxsin (y)*cos(x)*cos(6.2831853071795865d0*t/Period)**2 - A &
17 *(-A*sin (x)*cos (6.2831853071795865d0*t/Period) - B*sin(y)*cos( &

18 6.2831853071795865d0*t/Period))*cos(x)*cos (6.2831853071795865d0*t &
19 /Period) + Axcos(x)*cos(6.2831853071795865d0*t/Period) - 2*pi*Ax &
20 sin (6.2831853071795865d0*t/Period)*cos(x)/Period

21 end function
22 ..

23 end module

ALGORITHM 3.2: Extract of the generated fortran module file created by the previous source

code showing the source term for the first component of the momentum equation.

3.4 PyTST: an opensource Transient Scanning Technique

analysis tool

To perform the Transient Scanning Technique developed by Brouwer et al. [12] a python
library and tool were developed under the MIT license [66]. They take as input either
an ASCII text file containing the signal data or any python arrays and produce the two
graphs needed to make the analysis: the signal itself, and the log-log plot of statistical
uncertainty against the window size. Moreover, for easier analysis, the two plots are
colour coded and interactive. Selecting part of the signal to discard will highlight the

corresponding uncertainty and vice versa.
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Figure 3.3 shows the window when running the tool interactively. The mouse can be
used to zoom in and out as well as move the cut-off location to recompute the signal
mean and statistical uncertainty. For performance reasons, the code is parallelised to
run on shared memory computers. Moreover, a step-size parameter is introduced to
only compute the uncertainty each step-size sample. This has the effect of lowering
the resolution of the bottom uncertainty graph but drastically reduces the number of
calculation to run. It should be noted that the uncertainties themselves are not affected
by this parameter as they use the full length original input and not a downsampled

version of it.
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FIGURE 3.3: Example window when running pyTST interactively. It shows the original signal
on the top and the statistical uncertainty on the bottom. Both plots are synchronised so that
moving the cut-off location manually on either plot updates the other one.

3.5 Summary

The error sources discussed in this Chapter are always present in CFD computations,
making their analysis difficult in isolation. To address this issue, methods have been
developed to either quantify the strength of these errors or reduce them to negligible
levels. In this work, tools developed in Eca and Hoekstra [33], Ega et al. [37], as well as
the Transient Scanning Technique by Brouwer et al. [13] and the method of manufac-
tured solutions are used to analyse the overset implementation and isolate interpolation
errors. These errors are directly influenced by the interpolation scheme used and its

implementation, which are described in the following Chapter.
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Chapter 4

The Overset method

implementation

The overset method developed in this work was designed to allow the use of higher order
interpolation schemes and to be computationally performant. These two requirements
directly influenced the implementation. In this Chapter, details are given about overset
method implementations found in the literature and an overview of the architecture devel-
oped for this project. Furthermore, a detailed presentation of the different interpolation

schemes that can be used by this implementation is provided.

4.1 General workflow

Any overset implementation is composed of different steps. First the hole cutting algo-
rithm computes cells status like hole, in or fringe, from the geometry and topology of the
different meshes as well as user defined ‘rules’ (giving informations on boundaries roles
and sometimes grid priorities). The methods used can be complex and vary between
implementation, although two main methods can be distinguished, implicit or explicit
hole cuttings (not to be confused with the implicit or explicit coupling between meshes).
In an explicit formulation, the hole cutting is done directly using the mesh geometry,
the body surface mesh cutting a hole in the other meshes. On the other hand, with an
implicit approach, the decision to cut a grid is purely based on local grid information,
often the grid with the best resolution will cut a hole in all the other grids that are
locally overlapping it. The main drawback of implicit hole cutting being that it is more
complex to compute and more computationally demanding than explicit hole cutting,

but as it relies only on local information it is easier to parallelise.

Once the hole cutting is performed, donor cell(s) need to be searched for each fringe

cell. In most implementations on unstructured meshes, a first donor cell is found as
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the cell directly overlapping its associated fringe cell (but from another mesh), and all
the direct neighbours of this first donor cell are also tagged as donor for this particular
fringe cell. This means that there is no control over the exact number of donor cells
collected per fringe cell. On structured meshes, donor searching methods can make use
of the mesh topology to easily and cheaply collect more than the first layer of neighbours

around the first donor cell.

It should be noted that the hole cutting and donor search method chosen do not have a
direct influence on the accuracy of the solution but their combination with an interpo-
lation method can. The selection of donor cells far from the fringe cell centre location
leading to extrapolation can, for example, be considered a poor selection and result in
large errors. Other examples donor selection leading to accuracy losses are given in
Chapter 5.

Subsequently, once donor cells are found, the interpolation itself can be performed.
Depending on the scheme used and the coupling implemented, this is done explicitly
or implicitly as presented in Chapter 2. When the interpolation can be formulated
as a linear combination of the donor information, besides being usable in an implicit
formulation, in an explicit implementation the weights associated to each donor cell can
be stored and reused when ever the donor values are updated for the new interpolated
value and the meshes did not move relative to each other. In practice weights can be
reused for each outerloop and when the motion is periodic. Hence saving the cost of

recomputing the weights themselves.

4.2 Overset in various CFD solvers

Depending on the implementation, the different components of the overset method are
either done by an external library or by the flow solver itself. The use of external libraries
or separate implementations is often justified by large requirement differences between
the CFD solver and the overset method. In terms of parallelisation for example, the
solver uses domain decomposition and relies mainly on local information for its operation,

while an explicit hole cutting step requires knowledge of the entire mesh geometry.

One of the libraries is called Suggar (renamed Suggar++ in 2009 after a major update)
and is mainly developed by R. Noack [86, 88]. The primary objective behind its develop-
ment is to facilitate the integration of overset capabilities in any CFD code. This is done
using several high level functions accessible via a Fortran or C interface, and the library
allows use of both structured and unstructured grids, cell and node centered solvers etc.
[87]. Several integrations of Suggar++ are reported in the literature, like CFDShip-Towa
[16], or UNCLE with the work detailed in Boger and Dreyer [6]. More recently, two im-
plementations of the coupling were reported for the open source framework OpenFOAM,

the first one using Suggar++ by Boger et al. [8] called FoamedOver, the second one by
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Shen et al. [114] coupling with Suggar this time. Another library implementing the
overset method is OPERA, contrary to Suggar it seems targeted towards OpenFOAM
only, it has, for example, been used in the foam-extend fork [46]. Both OPERA and
Suggar /Suggar++ are closed source, which is not the case for TIOGA (Topology Inde-
pendent Overset Grid Assembler) as it is published under the LGPL license. Its main
developers are from the University of Wyoming [10, 116] and, like Suggar/Suggar++ it
can also work with a wide range of mesh type (structured, unstructured, cell or node
centered etc.), though, unlike Suggar/Suggar++, it does not support polyhedra cells.
Finally, it has also been used for multi-solver simulations (using different CFD solver on

different meshes).

The libraries Suggar++ and Suggar are both using an explicit method hole cutting
method, though Suggar++ has a more accurate algorithm by using the exact geometry
of the surfaces instead of a simplified one in Suggar. This allows for tighter holes to be
cut and a minimisation of the overlap [88]. On the other hand, OPERA and TIOGA
are using implicit approaches described in Gopalan et al. [46] and Gopalan et al. [46]
respectively. For TIOGA, its implicit calculation overhead is compensated its capability
to run fully in parallel using MPI, whereas Suggar++ parallelisation is done either with
shared memory only or is limited to a single process per mesh. TIOGA’s parallelisation
and implementation has, however, the consequence of having its DCI influenced by the

domain decomposition [27].

In contrast, several implementations do not get their overset capability using external
libraries but the implementation is done within the flow solver itself. This is the case
of the ESI-openCFEFD fork of OpenFOAM since 2017, StarCCM+ has this feature since
version 2012 with version 7.02 [111], FINE/Marine (Isis CED) since 2016 [28], FRESCO-+
from HSVA since 2017 [126], ANSYS-Fluent since version R17 released in 2016 [23] or
INSEAN flow solver from the Italian Ship Model Basin Rome, Italy since 2006 [82].

Regardless of the way the overset method is implemented, interpolation is a core com-
ponent of any overset code as it has a direct impact on the accuracy of the solution. The
literature, however, does not always describe in detail the interpolation method used.
The donor cell collection method is not often mentioned, and the actual interpolation
scheme is either not mentioned, or not described in enough detail to be understood or
re-implemented [6, 17, 24, 114, 126, 130]. Table 4.1 summarises the data found in the
literature, and where possible, a nomenclature similar to the one used in the presented
work is used. Moreover, unstructured and structured solvers are distinguished as the
donor collection can be done very easily with a structured code, and the interpolation
schemes can take advantage of this. This is, for example, the case for UP_GRID solver
[60], which generates a spline in the entire domain for the interpolation. Similarly, Sug-
gar++, when used with structured codes, can use a Polynomial tensor interpolation
requiring n? donor cells, a search for these being trivial on a structured grid. It must be

noted that interpolation orders higher than two are only possible with OPERA library
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using a Least squares approach. Overall, most of the other solvers implement a Nearest
cell and an Inverse distance scheme (both 15 order). Also, even though the donor cells
collection method is not always described, at least three of the six solvers are using the
closest cell’s direct neighbours. This means that the number of donor cells collected for
each fringe cell depends on the grid topology and can not be changed. Finally, several
schemes make use of the gradient at the donor cell centre locations to achieve 24 or-
der interpolations. In 2012, Quon and Smith [100, 101] also tested the use of Radial
Basis Functions (RBF) for overset interpolation, but, even though positive conclusions
were drawn, it seems that no other overset implementation followed its trend, possibly
because most overset implementations rely on having only the direct neighbours of the
closest cell as donor cells, the RBF method, however, requires more donor cells, making

its implementation and parallelisation more challenging.
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TABLE 4.1: Summary of interpolation methods used in various overset implementations.

Solver Type Scheme Number of donor cells Order
Nearest cell 1 1
Fresco+ [126] Unstructured Inverse distance Neigh® 1
Inverse Simplex VolumeP 4 lor2
Inverse distance 4 1
StarCCM+ [111] Unstructured Shape Function 1
Gradien Least Squares’ Neigh® 2
Linear 9 4 1
ANSYS-Fluent [23] Unstructured  Inverse distance 1
Gradient Least Squares Neigh? 2
Nearest cell 1 1
foam-extend [43, 127] Unstructured ~ Average 1
Inverse distance 1
ISIS CFD/FINE Marine [28] Unstructured Least squares Neigh? 2
Linear? 4 1
OPERA (OpenFOAM) [20, 21, 23, 46] Unstructured Inverse distance 1
Least squares -© 2-4
Nearest cell 1 1
Inverse distance Neigh® 1
Both Laplacian Neigh® 2
Suggar++° [86-89) Lesst squares Neiiha 2
Dual grid - 2
Structured Polynomial tensor n3 n
. Unstructured Least squares Neigh®
LAVA [57] Structured Polynomial tensor 8 2
Chimera Grid Tools (CGT) [18] Structured Polynomial tensor 8 2
UP_GRID (NMRI) [60, 92] Structured Ferguson spline
Pusan University [85] Structured Barycentric

& The donor cells are the closest cell and its direct neighbours

b Interpolation weights based on the inverse simplex volumes, it is made 2°4 order by
using donor cells gradients

¢ Suggar++ is a library being used by several solvers like CFD-Shipflow[72],
OVERFLOW]|42] and some implementations of OpenFOAM][7, 114]

4 Using vertices to construct a tetrahedron and perform the interpolation

¢ OPERA is not using a fixed number of donor cells and therefore the interpolation
order is not guaranteed, a pseudo-inverse method is used if not enough donor cells
are collected and the system is under-determined

f The least squares approach is not coupled with a polynomial function here. The gra-
dient at the donor cell centre is used to extrapolate a field value at the interpolation
location from each donor (like the Nearest cell gradient scheme), then a least squares
approach is used as an averaging method between the values
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4.3 Implementation of the overset method

4.3.1 General design decisions

The goals of the implementation of the overset method in ReFRESCO done as part
of this research were to have a state of the art technique with the help of existing
implementations while still keeping maximum control over key components that are
relevant for the accuracy of the method. This goal was achieved by combining external
libraries and in-house code. Suggar++ [88] and its companion library DiRTlib [87]
were picked for their proven robustness and easy integration with various solvers. They
provide all the components needed to add overset capabilities to any CFD code with
hole cutting, donor search, interpolation (with and without weights), recomputation of
the DCI in case of mesh motion or change (due to deformation) and can be integrated
with structured and unstructured solvers written in C, C4++ or Fortran. For this work,
however, to keep control over the interpolation steps and experiment with a wide variety
of schemes, only the hole cutting and cell status assignment are done by Suggar+-+
leaving the donor search and interpolation to ReFRESCO. In detail, Suggar++ is given
the meshes and a setup file and returns an IBLANK array. This integer array gives
for each cell in the domain its status: fringe, hole or in. Section 4.3.2 details the
implementation of the donor search, and the various interpolation schemes implemented

are presented in section 4.4.

The coupling with the flow solver is done explicitly for all equations. The pressure field
is also being interpolated on fringe cells. The interpolated values are directly placed in
the field together with a zero pressure correction on the right hand side of the pressure
correction system. It should be noted that, for the pressure correction equation, this
method is equivalent to an implicit coupling with null interpolation weights. Finally, for
schemes that allow it, interpolation weights are computed and stored in memory to be

re-used when grids are not moving to decrease computational cost.

Figure 4.1 presents the structure of the overset code. It includes a cache system for
IBLANK data. Indeed, as the computation of the DCI done by Suggar++ can be ex-
pensive and only relies on the mesh positions, computations with a periodic or prescribed
motion can take advantage of it by storing IBLANK data. With the cache system, every
time-step, if the position of the meshes has not been computed before, Suggar++ is
run and the cells statuses that it returns are stored to file for future use. The cache
file itself only stores the global cell id number of every fringe and hole cell in a binary
form and the file name encodes the mesh positions to avoid the use of look up tables.
This cache system allows to run Suggar++ a minimum amount of times. For example,
when running several computations changing only the interpolation scheme, a single set

of cache files can be used.
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Once the IBLANK data is loaded the donor search is performed for each fringe cell, this
step is detailed in section 4.3.2. Then, if the interpolation scheme allows it, interpolation
weights are computed. Every outerloop, the field values of donor cells changes and the
interpolation needs to be recomputed. First, the donor values are transmitted to the
process that will perform the interpolation itself which is the process storing the first
donor cell. Then the interpolation is performed and the interpolated value is transferred
to the process that has the corresponding fringe cell. This methodology offers some load
balancing and minimises communications as donor cells mostly belong to the process
that computes the interpolation. All of the exchanges use point to point communications
as it allows versatility and data is only transferred between the processes that require

it, hence minimising the amount of data exchanged.

Every timestep

Is IBLANK data outdated /inexistant?

l yes no
Includes processin,
Does cache file exist for I:I p &
the meshes positions? roo Includes parallel
yes no l (R I communication

Run Suggar++

Load cache file I

| Write new cache file |

l

.
I Perform donor search :

Every outerloop

—— e ————— -y

e e e e e e e e e e — e —

Handle hole and orphan cells

FIGURE 4.1: Flow chart of the overset implementation.
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4.3.2 Donor search implementation

The donor cell search was designed and implemented to minimise the number of parallel
synchronisation steps and the amount of data being communicated between MPI pro-
cesses. The algorithm is given in pseudocode in Figure 4.2. The general idea to select
donor cells is to first find the cell that contains the interpolation location (fringe cell
centre) and then gather its neighbours, followed by the neighbours of the neighbours
etc., until enough donor cells have been gathered for the scheme used. The order in
which neighbours of the same layer are gathered is based on their distance to the lo-
cation of fringe cell centre. This method is different from most overset donor search
because the number of cells being gathered is not limited to the first layer of neighbours
allowing to improve the robustness of some schemes as demonstrated in Chapter 5. The

performance of this approach is tested in Chapter 8.

1 For cell in global fringe cell list

2 If donor cell found in local domain "

3 gather 1st donor cell —
4 add cell to local fringe cell list

o

6  fix duplicates & orphans |

e e

8 While nb donor < requested nb_donor —
9 For cell in local fringe cell list 1T
10 gather next layer of donor cells , , R
1 T
12 | exchange neighbour domain cells

13 T ‘

FIGURE 4.2: Donor search algorithm presented in pseudocode. Steps circled in light blue are
parallel communications. Similarly, ‘local’ and ‘global’ refer to the parallel domain decomposi-
tion.

In detail, first, the first donor cell is found for each point where the interpolation is
needed. This is done locally on each process and facilitated with an octree search. If
no local suitable donor cell is found for a particular fringe cell it means the donor cells
will be on another process and the loop continues. Once this is done, each fringe cell
should be associated with one and only one donor cell, this is checked with a parallel
communication. If it is not the case, either a fringe cell is on the edge of two donor cells
that belong to two different processes and both of them are gathered, this is easily fixed
by discarding one of them. Otherwise, if a fringe cell has no donor cell, the cell with
the closest cell center is gathered as donor cell as a fallback. This prevents the presence
of orphan cells at the cost of a potentially poorer donor selection. For each local donor
cell found at the previous step, its neighbours are gathered as donor cells themselves,
followed by the neighbours of the second donor cell etc. Parallel communication is needed
after each set of neighbours is gathered to allow the search to expand to the neighbouring
parallel domain when needed. Finally, once enough donor cells have been gathered for

each fringe cell, a last communication step is used to prepare future exchanges after
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which each process will know on which sub domain their interpolation will be computed

to be able to retrieve it later on.

This implementation minimises the amount of data being exchanged and favours a few
larger parallel communications steps over many small ones. For example, in a 3D Carte-
sian mesh (each cell having 6 neighbours), if 20 donor cells are needed for each fringe

cell, the while loop will be run four times in total, leading to five exchange steps.

4.4 Interpolation methods

As part of this work, seven different interpolation schemes are implemented for overset
computations. This section details their mathematical characteristics. For consistency,
the location of the interpolation is denoted by & = (z,y, z), the cell centre of a fringe
cell. N is the number of donor points needed by the scheme, in an overset context, a
donor point is the cell centre of a donor cell. The donor cell centre locations are x; with
1 <i < N. Finally, ¢ is the field to be interpolated and the interpolated field is named
6. The goal of the interpolation is then to get gZN)(ac) using @; and ¢(x;) for 1 <i < N.

4.4.1 Nearest Cell

This scheme has only a single donor cell and the interpolated value is equal to the donor

cell value. Tt is a 1% order scheme.

p(x) = d(x1). (4.1)

4.4.2 Nearest Cell Gradient

This scheme also uses a single donor with the addition, however, of its gradient at the
cell centre to correct the interpolated value. The gradient used here does not need to
be computed specifically for the interpolation as it is already computed and used by the

2nd

flow solver as mentioned in section 2.3.2. The use of the gradient makes it a order

scheme.

p(x) = ¢(x1) + Vo(z1) - (T — @1). (4.2)
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4.4.3 Inverse Distance

The Inverse distance interpolation scheme is sometimes called a weighted average
method. The number of donor cells N can be freely chosen and the interpolation is

defined as follow:

N (s
() = w (4.3)
w; = ||m—1m||p (4.4)

The weights w; decay with the inverse of the distance to the interpolation location @
(I|-]| being the 2-norm), and this decay is controlled by the power p. In other words, p
controls the smoothness of the resulting field, a lower p-value will produce a smoother
field as it decreases the relative difference between each weights. The extreme being with
p = 0 where the Inverse distance scheme is equivalent to a geometric average. Tests
made with this method show that the p value has little influence on the accuracy of the
scheme, as a balance p = 3.5 is used in this work. This is a 15* order scheme, and, as
the weights (w;/ Y Y | w;) are bounded between 0 and 1, the interpolated value will be
bounded between the minimum and maximum field value of its donor cells. Also, using

a single donor cell makes it equivalent to the Nearest cell scheme.

4.4.4 Polynomial

Polynomial interpolation schemes generate a polynomial function that will pass through
all the donor cells values and the evaluation of this polynomial function at the interpo-
lation location () is the interpolated value. A polynomial function can be expressed in

the form,

N
P(z) = P(z,y,2) = Y axFi(=), (4.5)
k=1

where N is the number of coefficients ag, and F} are the polynomial basis functions.
Two different sets of basis functions are presented in the following sections. The first
one named Complete Polynomial will simply be called Polynomial interpolation in the

rest of the work, and the second one is called Polynomial tensor interpolation.

4.4.4.1 Complete Polynomial

This type of Polynomial interpolation, creates a degree n polynomial function that has

all the terms of degree n and below, hence the adjective complete. Therefore, in 2D,
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for a polynomial of degree n, the basis functions will be all F' = z"y*,r + s < n with
r,s € N. Similarly, in 3D, F = 2"y*2!',r + s+t < n with r,s,t € N

To find the polynomial function that passes through all of the donor cell values, the a;

coefficients need to be found:

N
> apFi(ws) = ¢p(x;), 1<i<N. (4.6)
k=1

Which can be rewritten as:

[Ag m][ag] = [rhsg], 1<k,m<N. (4.7)

With
[Ak,m] = Fk(mm) (48)
[rhsi] = ¢(xk) (4.9)

Once the system is solved and the oy are obtained, the interpolated value is given by:

N
d@) = apFi(z) (4.10)
k=1

There is uniqueness in the polynomial function generated, however different basis func-
tions can be chosen to improve the conditioning of the system to be solved. Eca [32]
tested different sets of basis functions but did not experience major changes in the
results. Moreover, as there is uniqueness in the generated polynomial function, this
method is equivalent to the Lagrange polynomial interpolation sometimes found in the

literature.

For a polynomial of degree n, its interpolation order is n+1. Table 4.2 shows the number

of donor cells needed for the Polynomial interpolation.

TABLE 4.2: Number of donor cells N depending on the dimension of the problem and the degree
of the polynomial function n.

Dimension N (number of donor cells)
n (degree) ‘nzl n=2 n=3
2D i) i2) 3 6 10
3D S U Ly g g
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4.4.4.2 Polynomial tensor

The Polynomial tensor interpolation is similar to the previously presented complete

polynomial interpolation; the only difference lies in the basis functions.

The basis functions used by the Polynomial tensor interpolation of degree n will be,
in 2D, all the terms of the product: (3, _52")(>i_qy®), and in 3D, the terms of
O o) (Xn o y*) (Ot 2Y)- In other words, the basis functions in 2D are F = z"y*
with 0 < r,s < n and in 3D F = 2"y*z! with 0 < r,s,t < n. Compared with the
complete polynomial basis functions of the same degree, the Polynomial tensor adds
some crossterms of degree higher than n.

TABLE 4.3: Number of donor cells N depending on the dimension of the problem and the degree
for the Polynomial tensor interpolation.

Dimension N (number of donor cells)
n(degree)‘nzl n=2 n=3

2D (n+1)? 4 9 16

3D (n+1)3 8 27 64

In 2D and 3D the Polynomial tensor interpolation is sometimes called bi-linear (2D
degree 1), bi-cubic (2D degree 2), or tri-linear (3D degree 1), tri-cubic (3D degree 2),
etc. This kind of interpolation is often used in finite element methods. To interpolate
inside a square in 2D or a cube in 3D, the bi-linear or tri-linear interpolations allow the

use of the vertices as donor points.

4.4.5 Least squares

The Least squares interpolation also relies on complete polynomial functions but more
donor cells than the number of unknown coefficients «y, are collected. The system is
solved by minimising the sum of the squares of the errors at each donor cells location.

Increasing the number of donor points improves the robustness of the method.

In this work, the number of donor cells collected is defined using the donor point mul-
tiplier Ciui¢, it is the ratio between the number of donor cells and the number of
unknowns in the polynomial function, formally defined with N = [Cpu1t Nierms |, with
Cruit € R, Cppir > 1, | ] the ceil operator, N is the number of donor cells and Niepms

is the number of terms in the polynomial (number of unknown coefficients ay).

The polynomial function is then:

P(x) = anFy(x). (4.11)
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The Least squares approach is to find oy that minimise the sum of the squared errors S:

N Nterms

2
S = Z (¢($z) - Z Oék;Fk(ZL‘i)) . (4.12)
i=1 k=1
The minimisation of S is computed by finding the roots of its derivative regarding each
g
as N Nte'rms
87045 = _2; Fi(z;) <¢($z) — ; oszk(:cZ)> =0 (4.13)
Which is equivalent to the Niepms X Nierms System:
[Al,m“al] = [rhsl]a 1 <1,m < Nierms (414)
With:
N
Aim = ZFl(mi)Fm(wi) (4.15)
i=1
N
rhs; =Y Fi(@:)¢(a;) (4.16)
i=1

4.4.6 Barycentric

The Barycentric interpolation goal is to assign to each donor point a weight that would
make the interpolation location the centre of gravity of the system and then use these
weights as interpolation weights. However, such weights can be found only if the in-
terpolation location is inside the convex polyhedron made by all the donor points. In
order to make sure the interpolation location is inside this polyhedron, the cell vertices

are used as donor points instead of donor cell centres.

First, the cell that contains the interpolation location is found. This cell is subdivided
into tetrahedrons formed by the cell centre and one triangulated face, and the tetrahe-
dron sub cell that contains the interpolation location is selected. Barycentric weights are
computed for the vertices of this sub cell. The Barycentric interpolation finds weights
w; associated with the vertices v; that will lead to the interpolation location x being the
barycentre or centre of mass of the system. With éverti, the value at one vertex of the

sub-cell, one can compute the value at the interpolation location with:

N _
7 Zi:l wi(ﬁverti

¢(z) S (4.17)

In order to get the values at the vertices of the sub-cell, four different methods can be

used. First, the values at the vertices of the cell can be obtained in two different ways:



54 Chapter 4. The Overset method implementation

Nadgj
Grert = NL Z é(xj), (type 1 and 3) (4.18)
adj =1
Naaj
- 1
Gvert = - Z (op(xj) + Vo(xj) - (xj — Twert)), (type 2 and 4) (4.19)
adj 54

With Nyg4; the number of cells adjacent to the vertex and x; the cell centre location of

an adjacent cell.

Second, the value at the cell centre (which is the last vertex of the sub-cell) is already
known, and can be used directly (type 1 and 2), or it can be reconstructed by taking
the arithmetic average of the cell vertex values (type 3 and 4). Table 4.4 summarises

the different Barycentric interpolation types.

TABLE 4.4: Summary of the different ways to get the values at the vertices of the sub-cell.

Face vertices
cell centre only cell centre + gradient

cell centre type 1 type 2

Cell cent
O COE  econstructed type 3 type 4

For this method, it is not trivial to derive an interpolation order, Chapter 5.2 however

shows a 2% order for the tested case.

4.4.7 Interpolation schemes overview

Of the interpolation schemes presented, only the polynomial ones (Polynomial, Polyno-
mial tensor and Least squares) can be used with higher order as there is no limit in the
theoretical degree of the function they generate. It should, however, be noted that with

higher orders, the number of donor cells required increases drastically.

When performing an interpolation one can directly get the interpolated value (B(w)
Though, in order to perform an implicit coupling or to precompute interpolation weights,
explicitly computing these weights is required. gz~5(:l:) is then computed as a linear com-
bination of the ¢(x;) for 1 <i < N. It can be written under the form:

N
ox) = Zwi¢($z’)- (4.20)

The coefficients w; are the interpolation weights and are placed in the left hand side
of the system in an implicit coupling. The Nearest cell and Inverse distance schemes

yield a trivial implicit formulation. The Nearest cell gradient scheme, on the other
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hand, cannot be written fully implicitly since the gradient at the domor cell is pre-
computed and does not directly depend on the neighbouring cell center values alone.
A semi-implicit formulation is however possible with the gradient term placed on the
right hand side and the rest on the left hand side in the matrix. Concerning polynomial
interpolations (Polynomial, Polynomial tensor and Least squares) one needs to express
the ay, coefficients in terms of ¢(x;) and reorganise the terms of the equation to get an
implicit form. To this end, the inverse of the matrix A (Equation 4.8 or Equation 4.15)
is explicitly needed. Appendix A details the construction of w; for both Polynomial and

Least Squares approaches.

For the Polynomial and Polynomial tensor, w; is expressed by:

N

wi =Y Fp(@)Ap]. (4.21)
k=1

And for the Least squares approach, w; can be expressed as:

Nterms Nterms
wi= Y Fk(a:)< > Fl(azi)A,;ll) (4.22)

k=1 =1

The barycentric interpolation could also be rewritten in an implicit form since the
weights w; only depend on the interpolation location & and the value at the vertices
is a linear combination of the cell centre values, though the implementation used in this

work does not use this and only direct interpolation is available.

Finally, some schemes will always result in bounded interpolation, meaning that the
interpolated value lies between the minimum and maximum values of the donor cell
values. Such a characteristic is useful as it guaranties the robustness of the scheme,
though only low order schemes have such a feature. Table 4.5 summarises the different

schemes presented in this Chapter and their main characteristics.
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TABLE 4.5: Summary of the different interpolation schemes available for the current overset
implementation and their main characteristics. The number of donor cells for the barycentric
interpolation depends on the topology and is here given as an example for a Cartesian mesh.

Scheme Number of donor cells Order (theoretical) Boundedness
2D 3D

Nearest Cell 1 1 1 yes

Nearest Cell gradient 1 1 2 no

Inverse Distance N N 1 yes

Polynomial (degree = 1) 3 4 2

Polynomial (degree = 2) 6 10 3

Polynomial (degree = 3) 10 20 4 "

Polynomial (degree = n) W i, % n+1

Polynomial Tensor (degree = 1) 4 8 2

Polynomial Tensor (degree = 2) 9 27 3

Polynomial Tensor (degree = 3) 16 64 4 "

Polynomial Tensor (degree = n) (n+1)2 (n+1)3 n+1

Least Squares (degree = 1) >3 >4 2

Least Squares (degree = 2) >6 > 10 3

Least Squares (degree = 3) > 10 > 20 4 "

Least Squares (degree = n) > %Q(n”) >3, M n+1

Barycentric (type 1) 6 18 yes

Barycentric (type 2) 6 18 no

Barycentric (type 3) 9 27 yes

Barycentric (type 4) 9 27 no

4.5 Summary

The design choices made when developing this overset method have a direct impact on
the accuracy of the resulting computations because interpolation errors made on fringe
cells affect the rest of the solution through their neighboring in cells. In addition to
accuracy, the code architecture and parallelisation decisions also impact performance.
Chapters 5 to 7 focus on the accuracy and robustness of the method, while Chapter 8
analyses performance results. It is important to consider both accuracy and performance

when providing useful guidelines.
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Chapter 5

Verification of interpolation

schemes

The first step in assessing the accuracy of the overset method, and of interpolation
schemes in particular, is to test them in isolation outside of any CFD computation.
This allows for better control over the input to verify their good behavior and ensure
that they follow their theoretical order of convergence. Furthermore, polynomial based
interpolation schemes are known to suffer from robustness issues with certain cell ar-
rangements, leading to ill-conditioned systems that are difficult to solve. Therefore, the
robustness of polynomial based schemes is first tested in section 5.1, and the error lev-
els and convergence orders of all the schemes implemented in this work are analysed in

section 5.2.

5.1 Robustness of Polynomial based interpolations

The robustness of a scheme is defined by how likely the interpolation is to result in very
large errors for a set of donor cells. A more robust scheme will also have a narrower error
distribution for a given function to interpolate. In summary, the interpolation error of
a robust interpolation scheme is not influenced by the locations of the donor cells nor

the underlying mesh, making it more predictable.

In this section, the robustness of polynomial based interpolation is tested. This includes
the Polynomial, Polynomial tensor and Least squares schemes, all of which are exam-
ined at degrees 1 to 3, resulting in 2°¢ order to 4" order interpolations. Furthermore,
concerning the Least squares scheme, since the number of donor points is not fixed by
the method, several C),,;; values are tested. Finally, this section focuses only on poly-

nomial based schemes as they are the only ones known to present potential robustness
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issues, all the other ones being intrinsically bounded (or bounded with an added gradient

correction for Nearest cell gradient).

5.1.1 Methodology
5.1.1.1 Donor points locations

In a finite volume cell centred CFD solver, the overset interpolation donor points are
located at the cell centres of donor cells associated to a fringe cell. In this study, because
the interpolation itself is not affected by the underlying mesh but only by the cell centre
locations, in order to test thousands of donor point arrangements quickly, no mesh is
used. Instead, donor points are placed in a partially random way in the 2D [0, 1] x [0, 1]
square domain. Two different methods were designed and implemented to mimic what
different cell centre locations on a CFD mesh could look like. The first method is meant
to replicate a Cartesian or structured grid and will be called Cartesian in this section.
If N donor points are needed for the interpolation, a ‘virtual’ Cartesian grid of size
|V/N + 1] +1 is created in the [0,1] x [0,1] domain. For example, for 6 donor points,
the Cartesian grid is 4 x 4. Then N different cells are randomly selected in the grid and
the cell centres are taken as donor point locations. Figure 5.1 shows some examples for

the selection of six donor points.

0.5 | 0.5 0.5
0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0

FIGURE 5.1: Example of randomly selected donor points on a grid used in this study using the
Cartesian method. The orange dot is the reconstructed interpolation location.

The second method is meant to replicate non Cartesian, unstructured meshes and will
be referred to as Random in the following. The same process for generating a ‘virtual’
grid is done, but this time instead of taking the grid cell centre as donor point, a random
point at a minimum distance of 1/3 of the faces is taken. This method is purposefully
not completely random in the donor point placement because cell centres in a real CFD
mesh are, for example, never clustered close together. Figure 5.2 shows the result of this

method when the chosen cells on the grid are the ones from Figure 5.1.
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0.51 0.51 0.51

x X

0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0
(a) (B) (c)

FIGURE 5.2: Example of randomly selected donor points based on the Random method. The
reconstructed interpolation location is denoted by the orange dot.

5.1.1.2 Error estimation

Instead of solving fluid equations, the field to interpolate is describe by f as follows:

(@, y) = sin (—2) + cos <32y> (5.1)

This function f was chosen because it is bounded between —1 and 1, it does not show any
oscillation in the [0, 1] x [0, 1] domain and is constructed from non-polynomial functions.

Figure 5.3 shows this function in 3D plot.

- !

F1GURE 5.3: Function f to be interpolated.

In order to compute the error of a particular scheme given a set of donor points, an
interpolation location is recreated from the domor point locations. To avoid extrapola-
tion the interpolation location is set as the centre of the donor points (mean x and y
values) plus a random offset between 0 and 0.05 in both directions. The error is then
the difference between the interpolated value at that location and the evaluation of f
also at that location as shown with Equation 5.2. The magnitude of the error for a
given scheme and set of donor points is not meaningful by itself because it depends on

the function f chosen. It is however used here to compare schemes and donor point
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locations relative to each other. Several functions f were tested and the conclusions

drawn in the following section were not affected by this change.

Zioe = mean(x;) + rand(0,0.05)
Yioe = mean(y;) + rand(0,0.05) (5.2)

€= ’f(xloca yloc) - finterp(xloca yloc)|

5.1.2 Results

Figure 5.4 summarises the error distributions for each scheme. For each histogram,
50 000 sets of donor points were generated using the Random method, and the distri-
bution of the log of the error is shown. The median error is also displayed by a vertical
line. Finally, the standard deviation of the log of the error as well as the percentage of

interpolation returning an error higher than 1 is displayed below each histogram.

From Figure 5.4, several observations can be made. Firstly, for each scheme, increasing
the polynomial degree decreases the error. Among the three schemes, the Least squares
interpolation performs the best, as the error median is either similar or lower, and the
distribution is more concentrated around the median. This can also be seen with the
lower standard deviation, indicating that interpolation errors higher than the median
are less likely. Furthermore, among all the random sets of donor points drawn, none
of them yield high errors, while a small percentage of the Polynomial and Polynomial
tensor ones result in errors greater than 1. One of the characteristics of the Least
squares method is the overdetermination of the interpolation, which means that the
number of donor points can be freely determined as long as it is larger than the number
of unknowns in the reconstructed polynomial function. To this end, the donor point
multiplier (Cj,u) can be set. This study is shown in Figure 5.5, presenting, for a
range of donor point multipliers, the associated histogram of error for a degree 2 Least
squares scheme. Using more donor points tends to slightly reduce the median error
in this case, this conclusion cannot however be generalised to other support functions
f (not shown here). Nevertheless, a general conclusion can be drawn: by increasing
Cinult, the spreading of the errors higher than the median reduces leading to a more
robust interpolation. Moreover, using only one more donor point than the Polynomial
interpolation (N = 7) already shows some positive effects with median error reduced
from 107203 to 107219,
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Degree 1 Degree 2 Degree 3
P12 P -2.03 | -2.83
Polynomial ;
—4 —2 0
Standard deviation 0.544 0.660
% of data with error > 1 0.3 % 0.4 %
-1.22 -1.99

Polynomial Tensor

|
I
|
[N}
o
|
e
|
[N}
o

Standard deviation 0.682 0.720
% of data with error > 1 3.5 % 0.7 %
[-2.24 -2.93
Least Squares
—4 -2 0 —4 -2 0
Standard deviation 0.470 0.506 0.438
% of data with error > 1 0.0 % 0.0 % 0.0 %

FIGURE 5.4: Histogram of the log of errors when donor points are created using the random

method. The log of the median error is displayed with dotted lines and the Least squares results

were done with a donor point multiplier of 1.5. This means that, for the same degree, the Least
squares results use 1.5 times more donor points than the Polynomial ones.

Pol degree 2 Cmult =1.2 Omult =13 Cmult =15 Cmult =2.0 Cmult =2.5
N=6 N=7 N =38 N=9 N =12 N =16

FIGURE 5.5: Influence of the donor point multiplier (Cyuyt) on the error distribution. His-

tograms show the log of the errors for degree 2 Least squares interpolations. The leftmost

histogram is a Polynomial interpolation as it is mathematically equivalent to a Least squares
interpolation with Cp,y = 1 (and N = 6).

When generating donor points using the Cartesian method, error histograms look sen-
sibly similar to the Random method but present a larger proportion of very high errors.
This is illustrated by Table 5.1 displaying the percentage of interpolations leading to er-

rors higher than 1. For instance, the Polynomial interpolation results in around 10% of
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high errors, and the percentage of high errors for the Polynomial tensor varies between
30% to 70%. Only the Least squares approach is robust when the donor point multiplier
is high enough. A value of 1.5 is, in this case, sufficient to prevent any divergent results,
though, even a donor point multiplier of 1.3 shows a very small percentage of high error

results.

TABLE 5.1: Percentage of interpolations resulting in errors higher than 1 for each scheme.

Method Degree 1 Degree 2 Degree 3

Polunomial Rand 0.3 % 0.4 % 0.1 %
ynoma Cart 96 % 13.0%  10.7 %
Polunomial tensor Rand 3.5 % 0.7 % 0.1 %
y Cart 2098% 53.2%  68.1%
Rand 0.0 % 0.0 % 0.0 %

Least squares Gy = 1.5, 0.0 % 0.0 % 0.0 %
Rand 0.0 % 0.0 % 0.0 %

Least squares Gy = 1.3 0.5 % 0.1 % 0.0 %

To better understand the root of these high errors, Figure 5.6 shows examples of donor
point locations leading to either high or low errors when using the Random or the
Cartesian method. It then becomes clear that, in both cases, high errors are associated
with sets of donor points that show spacial collinearity. This also explains why the

random method leads to far less high errors when compared to Cartesian one.

Low error High error
Random Cartesian Random Cartesian
Polynomial 05 " 05 S 05 - 05

0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0

Interpolation error | 2.52 x 107%  7.46 x 107% | 2.13 x 10792 9.38 x 1074

Least squares 0.5 ) osf os{ % 0s]

0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0

Interpolation error | 5.03 x 10797 7.48 x 10797 | 7.76 x 10792  Singular matrix

FIGURE 5.6: Example of donor point locations leading to low or high interpolation errors.

In a real CFD context, it can be important to detect high interpolation errors. These
errors can be correlated with the condition number (k) of the system of linear equations
used to perform the interpolation. The condition number measures the sensitivity of
the system to variations in the right-hand side of the equations. Figure 5.7 shows
the relationship between interpolation errors and the condition number. In all of the
plots, high interpolation errors are consistently associated with high condition numbers.
Furthermore, the distinct separation between low and high errors and low and high

condition numbers makes it easy to use the condition number as a criterion for detecting
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high interpolation errors. There are only a few ‘false positives’ where low errors are

associated with relatively high condition numbers in the case of degree 3 polynomial

interpolation.
Degree 1 Degree 2 Degree 3
10144 10144 101
Polynomial = = =
y <107 <107 <107
L e oA
*' ,lﬂ' L
10° 77‘& 0 7 14 10° -7 0 7 14 100 —7 0 7 14
1077 100 107 10 1077 100 107 10 1077 100 107 10
10 101 101
Polynomial tensor = = =
4 <107 <007 €107
: L
o i
o° "”" 00— o0
11(1*' 10° 107 10 110*' 10° 107 10 1)10*7 10° 107 10"
1014 1014 101
Least squares > z N
q <107 <107 <107
2 »
1004 —— > 100+ = 100+ ——
1077 10° 107 10" 1077 10° 107 10" 1077 10° 107 10

FIGURE 5.7: Interpolation error against condition number x of the system. Least squares
interpolation uses a Ci,,¢ of 1.5. Blue data points are using the Random donor point location
method and orange ones the Cartesian method.

5.1.3 Conclusions

Studying polynomial based schemes in isolation allowed to make statistical analysis of
the interpolation error and link it to donor point locations. Polynomial and Polyno-
mial tensor schemes are seen to have worse robustness compared to the Least squares
approach, showing both larger median errors as well as a larger spread of the errors.
Moreover, particularly on structured meshes, they more often lead to very high errors
due to poor system conditioning. With the Least squares scheme, on the other hand,
robustness can be controlled by the number of donor points used for the interpolation,
increasing it resulting in smaller spread of the errors. In the cases presented in this
section, a donor point multiplier of 1.5 is enough to remove any diverging results, but
adding a single donor point (Cy,ue = 1.2) is already enough to improve the robustness

over a Polynomial interpolation.

The robustness is directly linked with the donor point locations, their alignment wors-
ening the conditioning and leading to higher errors. In a CFD context, cell centre
alignments are quite common, with structured meshes or in the prism layer for exam-
ple. Since the interpolation method has to be resilient to such cases the Least squares

is the best candidate amongst the three polynomial based schemes tested. Finally, the
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condition number of the system to solve could be used to detect, prior to computing the

interpolation, whether the error will be high or not.

5.2 Code Verification of interpolation schemes

Prior to making overset computations, it is important to test interpolation schemes and
the donor search method implementation to verify the error produced and their order of
convergence. In this section, like in the previous one, analytical fields are interpolated,
but, this time, real meshes are used together with the complete CFD solver. The donor
search as well as the interpolation scheme computations are the ones used in the overset

implementation even though overset meshes are not used here.

5.2.1 Methodology

The domain is a 2D square of size 2 x 2 and five Cartesian meshes (16 x 16, 32 x 32,
64 x 64, 128 x 128 and 256 x 256 named G1 to G5) were generated. The field to
interpolate represents a Taylor-Green vortex solution. This set of equations are often
used in Verification studies because they are solutions to the Navier-Stokes equations,
though, in this section, such property is not required as no simulation is performed,
instead, the fields have been selected only as example fields for the velocity and pressure

components. The analytical equations are set up in each cell centre as per Equation 5.3.

Uy = — cos(mx) sin(my)
Uy = sin(mx) cos(my) (5.3)

P= —% (cos(2mx) + cos(27y))

The interpolations are performed in 500 pre-determined randomly picked locations of the
grid, and used for each scheme tested and each of the five grids. Moreover, a minimum
distance to the boundaries of the domain of 0.25 was prescribed when generating the
interpolation locations to prevent the donor cell search to be affected by the boundaries.

Figure 5.8 shows the coarsest grid and the interpolation locations.

Each scheme presented in Chapter 4 section 4.4 is tested, Polynomial and Least squares
up to a degree 5 and Polynomial tensor up to degree 4. Finally, the Least squares

schemes used C,,,,;; = 1.5, and the Inverse distance scheme used 10 donor cells.

For each grid and interpolation scheme, N; = 500 interpolations are performed and the

Lo norm of the error is recorded.
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2.0

1.5

1.0

FIGURE 5.8: Locations of the interpolations. 500 different locations randomly picked at a
minimum distance of 0.1 to the domain boundary (the coarsest grid of 16 x 16 is displayed).

5.2.2 Results

Figure 5.9 shows the Lo, norm of the error and the grid convergence order for each
scheme. It is worth noting that the Polynomial tensor scheme produced unreliable
results due to its lack of robustness, ranging from a lack of grid convergence (degree 1) to
diverging results and very high errors for degree 2 to degree 4. In this case, the Cartesian
nature of the mesh used is a worst-case scenario for this type of scheme. In contrast,
all of the other schemes showed converging trends with grid refinement, each achieving
the convergence order predicted by their mathematical description. Furthermore, the
Barycentric interpolation behaved like a 2" order scheme regardless of its type. It
is also worth mentioning that schemes with the same order of convergence tend to
produce similar error levels, with the Polynomial scheme resulting in slightly lower

errors compared to the Least squares scheme.

Overall, this study verifies the correct implementation of the schemes used in this work,
and provides further insight into the poor robustness of the Polynomial tensor interpo-

lation.
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Chapter 6

Code Verification and error
analysis on flows with analytical

solution

After testing the different interpolation schemes in isolation in Chapter 5, overset com-
putations are here run to perform code Verification and analyse errors generated by the
overset interface and their influence on the results. As seen in Chapter 3, in a CFD
computation, discretisation and interpolation errors are only accessible when the exact
solution of the problem is known. To achieve this objective the present Chapter uses
two methods on two distinct test cases; the first one is a 2D steady computation of the
Poiseuille flow, a low Reynolds number pipe flow for which an analytical solution to
the Navier-Stokes equations is known. The second case is more complex and closer to
real-life maritime applications as it resembles a high Reynolds number flat-plate flow
together with a pulsating recirculation bubble. This test case, designed by Eca et al. [35],
involves an unsteady RANS manufactured solution including a one equation turbulence
model [117]. In both cases, errors can be probed in the entire domain and mass im-
balance quantified. Besides testing the different interpolation schemes, several meshes
and cell types, and meshes relative orientations are considered. Always having in mind
space and time refinements, as it is crucial for a proper Verification study. Finally, as it
is possible for the cases studied, overset grid solutions will be compared to computation

done on single grids, without overset.
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6.1 Poiseuille flow test case

6.1.1 Case definition

The Poiseuille low analytical formulation can be derived directly from the Navier-Stokes
equations. Considering a 2D domain of length L in the x direction and height h in the
y direction with the inlet at © = 0, outlet at z = L and walls at y = 0 and y = h. After
taking into account the different boundary conditions (non slip walls, and P =1 at the

outlet), the analytical solution is presented in Equation 6.1.

U =ger(1-%) . U=0 . P=-P | p@)=-Pl-L)+1

(6.1)
In this study, the constant pressure gradient is dp/dxr = —8u, the domain height is
unity (h = 1), the length of the domain is two (L = 2) and the kinematic viscosity is
v = 0.1, resulting in a height based Reynolds number of Rep = 10. Figure 6.1 shows U,
as defined by Equation 6.1.

UZ
0.0 02 04 06 08 L0

——

FIGURE 6.1: Exact axial velocity field for the Poiseuille flow test case.

In order to test the interpolation in different conditions, six overset mesh layouts were
designed. These are meant to represent various aspects of real overset meshes, with
variation in refinement, relative positioning of the meshes and grid topology. For each
layout, five grid assemblies were generated with different refinements. Each grid assem-

bly is composed of two grids:

1. a Background grid common to all layouts, which is a Cartesian grid of ratio 2:1,
as per Table 6.1

2. and a Foreground grid, also a 2:1 rectangular grid but four times smaller than the

Background grid. Its position and type is different for each layout:

e L1: the Foreground grid is a Cartesian grid on which the cell size is the same

as the one of the Background grid, it is also centred in both directions relative
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to the Background grid. In the overlap region there is a one-to-one match

between cells of both grids.

L2: the Foreground grid is similar to layout L1 but the global positioning of
the grid is offset by about 0.694 cells in the z-direction and 0.416 cells in the
y-direction (the absolute offset depending on the grid refinement).

L3: the Foreground grid is similar to layout L1 but it is rotated by about
18.65 degrees around the centre of the domain (the decimals were randomly

chosen in order to avoid cell alignments).

L4: The Foreground grid is still Cartesian but the cells are 1.6 times larger
in each direction compared to the Background grid. The grid has the same

offset from the centre of the domain as L2.

L5: The Foreground grid is 1.5 times finer in both directions than the Back-
ground grid. The grid has the same offset from the centre of the domain as
L2.

L6: The Foreground grid is unstructured composed of triangles, and its cell
count is kept close to the cell count of L1. The Foreground grid has the same

offset from the centre of the domain as L2.

It can be noted that, even if some of them are structured, the CFD solver considers them

as unstructured and does not take advantage of their topology with the donor search or

interpolation as presented in Chapter 4.
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FIGURE 6.2: Coarsest grid used for each layout. The Background grid is displayed in blue and

the Foreground grid in green.

In this test case, steady computations are performed where only the momentum equation
and the pressure correction (via the SIMPLE method) are solved. At the inlet, the

analytical velocity profile is set, and the analytical pressure is enforced at the outlet.

The top and bottom of the domain use non-slip wall boundary conditions. Iterative

convergence is ensured by letting the infinity norm of the residuals fall below 1074 and

convective and diffusive fluxes are discretised using 2" order schemes.
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TABLE 6.1: Different grid sizes used for the Poiseuille flow test case.

Background Foreground
L{1-6} L1-L2-L3 | L4 \ L5 L6
N; N; N; N; N;
G1 32 x 16 512 16 x 8 128 9 x4 36 23 x 11 253 | unstr 112
G2 64 x32 2 048 32 x 16 512 | 19x9 171 | 47 x 23 1 081 | unstr 518

G3 128 x 64 8192 64 x 32 2048 | 39 x 19 741 | 95 x 47 4 465 | unstr 2 232
G4 256 x 128 32 768 || 128 x 64 8192 | 79 x 39 3081 | 191 x95 18 145 | unstr 9 234
G5 512 x 256 131072 || 256 x 128 32 768 | 159 x 79 12 561 | 383 x 191 73 153 | unstr 37 944

IBLANK IBLANK
_—

/ /
In Fringe Hole In Pringe Hole

(A) Background grid (B) Foreground grid

FIGURE 6.3: Cell status for the layout L3 and grid G3 computed by Suggar—++.

Figure 6.3 shows the IBLANK array for the L3 layout computed by Suggar++. Two
layers of fringe cells are used at each boundary for the CFD solver to reconstruct gradi-
ents properly on neighbouring in cells. Since the test case does not strictly require the
use of overset meshes (there is no moving body, etc.) for each refinement, a computation
using only the Background grid was additionally done for comparison purposes, it will

be called no overset in the following.

In this study, all the interpolation schemes presented in section 4.4 were tested: Nearest
cell and Inverse distance using 4 and 10 donor cells as well as Barycentric interpolation
of type 2. For polynomial based interpolation, Least squares and Polynomial interpo-
lation of degree 1, 2 and 3, as well as Polynomial tensor interpolation of degree 1 were
used. It should be noted that since the Poiseuille flow solution is a degree 2 polynomial
function, a degree 2 or higher polynomial based interpolation method should be able to

interpolate the field exactly.

As seen in Chapter 5, the robustness of polynomial based interpolation is heavily influ-
enced by donor cell locations and is particularly sensitive to cell centre alignments. In
this test case, Polynomial interpolation of order 3 and the Polynomial tensor interpola-
tion lead to diverging computations due to their high errors. Subsequently, results from

these computations are not shown in the following study.
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6.1.2 Error level analysis

Figure 6.4 shows the infinity norm of the error on the velocity field for a selection of
schemes (and the layout L3) against grid refinement. For the no overset computation,
this error is only the space discretisation error, that, as expected with 2°¢ order dis-
cretisation, also decreases in 2°4 order when refining the grid. On overset computations,
however, the error shown is a combination of discretisation and overset interpolation
errors. With the Least squares 2 scheme (a 3" order scheme), the error level is similar
to the no overset computation, suggesting that the interpolation error is lower than the
discretisation error. To analyse errors on all of the schemes and the different layouts,
Figure 6.5 shows a different representation of the same data with the infinity norm of

the error for each grid per scheme as well as the order of convergence.

—— Nearest cell

8
¥ 107 e | Inverse distance 4
5 —— Polynomial

| Nearest cell gradient
3 - - Least squares 2
2 ast ¢ 38
= x No overset

1072 1= ,
10° 10!

hi/hs = \/N5/N;

FIGURE 6.4: Infinity norm of the velocity field error against grid refinement (G5 to G1) for the
layout L3. For readability reasons, only a selection of schemes is displayed.

e Layout L1: each scheme shows a converging trend with errors similar to the case
run without overset except for the degree one Least squares and Barycenitric type
3, which both result in higher errors. This is because neither of them guarantee
that an interpolation computed on a cell centre returns the cell centre value. Even
though only the velocity error is shown here, the error on the pressure has a similar

behaviour.

e Layouts L2 to L5 show very comparable results for each scheme, giving confidence
that the conclusions drawn here are not specific to the mesh layout. Every sin-
gle scheme shows a converging trend when refining the grid with the exception of
Inverse distance and Nearest cell on layouts L3 and L4 (both of them being only
15% order). Increasing the number of donor cells for the Inverse distance scheme
slightly helps to reduce the error but not to the level of other, higher order, interpo-
lation schemes. Then, 2" order schemes (Nearest cell gradient, Polynomial 1 and
Least squares 1), as well as the Barycentric ones, show intermediate results, with
proper convergence when refining the grids, but still showing errors higher than
the discretisation error alone (no overset case). The convergence order computed
from this error varies between 1 and 1.5. Furthermore, degree 1 Least squares

computations show slightly higher errors than the degree 1 Polynomial on these



72 Chapter 6. Code Verification and error analysis on flows with analytical solution

k=P . o Eolx . xox
:1 ‘ul x
) X X x x
@] o
P 0 3 0
= = G1
5102 T 1072
g = x M G2
S S ’ a3
X x x
I 1074 . [ 1074 o
©n X X X X X X X X 0 X X X X
o S
) ) x G5
— 10—0 — 1()—()
(a) L1 (B) L2
y
%2 x x X % x x X%
Oé X x ¥ X X
8 v
51072 = x—x "
E .
= 4 x * . X x
| 107% . .
8 X X X X X X X X
210—6
(c) L3 (p) L4
L2« x X x %2 x §
51 x x X x X 51 X x
2 0 3 0
— -2 — 1 n-2 * L
10 % =10
‘b X . 5 : ;( X X
I 1074 * . I 1074
@ x X X % x
o
) )
:1076 :1076
EENS S N Q Q LN S SN Q o;
STEFLN '\‘gaw\@):jb&’-? LT \fibgaﬁ\%};b»cq{ca
& N T o T ITITNS o ¥ & o 90T FITF NS
L VT TITI IS LT3V FITIT I ILELS
SETITITSIISTIITITES SEILTITITITIIISS
S I VNS RNNII SR I N SN
T I TRIE S St ST TUI s s safe
» &S FFEFIR > &S SR
\g«é: Ah\ NN @-@AQ NN
%A% ’\,\Q %@ \\7\
(E) L5 (F) L6

FIGURE 6.5: Infinity norm of the error and convergence order on the velocity for the Poiseuille
case. Cross marker denote the finest grid.

layouts, which can be explained by the fact that the Least squares approach uses
more donor cells, thereby using field information further away from the interpola-
tion location. Finally, schemes with theoretical order of 3 or higher (Polynomial
3 and Least squares 2 and 3) are the only ones to show error levels similar to the
case without overset grids, suggesting that the interpolation error is lower than

the discretisation error.

e Layout L6 is the only case introducing an unstructured grid for the Foreground
mesh. Since triangular cells reduce the grid quality and increase the intrinsic dis-
cretisation error on in cells, the comparison with the non-overset case is harder
to make. Nevertheless, Nearest cell gradient and Least squares have both similar
error levels for the finest grids, though degree 2 and 3 Least squares are better for

coarser grids.
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The schemes showing the lowest error overall (Least squares 2 and 3) have worse
convergence order on this layout. As mentioned, this convergence order combines
both discretisation errors and overset interpolation errors, each having their own
order of convergence. On these computations, the discretisation error is likely to
have a lower order than the interpolation one, thereby lowering the overall order
of convergence. However, the Nearest cell gradient computation shows a different
behaviour as the interpolation error is dominating (with an order of 1.5 like seen
on the other layouts). The combined convergence order is 1.5. Upon refining the
grids, the discretisation error will likely become dominant, lowering the combined
convergence order.

As stated previously, Polynomial based interpolation schemes are sensitive to
donor cells location. On this layout, both Polynomial computations resulted in
poor robustness with very high interpolation errors leading to the computation

divergence.

6.1.3 Mass imbalance study

Upon convergence of the SIMPLE algorithm, mass imbalance, which is the difference
between the inflow and outflow mass fluxes, is of the same order of magnitude as the
iterative error. When using overset grids, however, the global mass conservation that is
inherent to the finite volume method is lost due to the overset interpolation happening
on fringe cell centres and breaking the uniqueness of fluxes going in and out of every
single cell faces. This source of mass imbalance does not depend on iterative error but

is rather related to the interpolation error and the overset method itself.

Figure 6.6 shows the mass imbalance for each scheme. It was previously observed that
on layout L1, overset computations did not show errors higher than the ones without
overset. It is visible here, however, that this does not imply that the mass is fully
conserved. It can be noted that for each scheme, the mass imbalance decreases with

grid refinement.

The layout L2 is a translation of L1. Therefore the Nearest cell scheme is computing
exactly the same solution for the two layouts since the donor and fringe cells are the
same, explaining the similar mass imbalance on these two layouts. Furthermore, the
mass imbalance is several orders of magnitude lower than the error levels shown in the
previous section, which implies that schemes with comparable error magnitudes can
have a different mass imbalance. This is, for example, the case for the degree 2 Least
squares scheme. Even if Figure 6.5 shows similar trends for layouts L2 and L3, the mass
imbalance is three orders of magnitude lower on L2 for the finest grids. Similarly to the
error plots, it can be seen that schemes with a theoretical order strictly higher than two

behave similarly on all grid layouts.
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FIGURE 6.6: Difference between inflow and outflow mass fluxes for the Poiseuille case measuring
the mass imbalance caused by the overset method.

6.1.4 Flow behaviour and errors location

In this section, only the Nearest cell, Nearest cell gradient, and degree 2 Least squares
schemes will be analysed as they can be considered representative of 15, 2°d and 3" order
interpolation schemes respectively. Field visualisation for the degree 1 Least squares
being relatively similar to the Nearest cell gradient one for example. Figure 6.7 shows
the velocity and pressure fields for layout L3 and Nearest cell gradient scheme, though,
from it no artefact can be observed. For analysing errors and the effects of interpolation
schemes, comparison with the exact solution is needed. Hence, Figure 6.8 shows, for the
layout L3 and set of grids G3, the log of the difference between the exact solution and
the overset computation for the velocity field. On these figures, only the bottom half
of the Foreground mesh solution is displayed to visualise fringe cells of the Background

grid that the Foreground mesh would otherwise overlap.

Firstly, outside of the overlap region a couple of error patterns can be discussed. As the

velocity is prescribed at the inlet, it is where its error is minimal. Then, the two ‘blue
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FIGURE 6.7: Velocity and pressure fields for the layout L3 and grid set G3, using the Nearest
cell gradient interpolation scheme.
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FIGURE 6.8: Log of the error between overset computations and exact solution for the velocity

field. Note that the scale is adapted for each plot with the maximum error always being the

upper range of the scale. The Foreground mesh is only half visible in order to visualise fringe
cells of the Background mesh.
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lines’ appearing on the visualisation without overset only show a change of sign of the

error which is maximal close to the walls and in the centre of the domain.

When focusing on the overset method and comparing the different interpolation schemes,
Nearest cell and Nearest cell gradient show similar error patterns: fringe cells have
higher errors and can clearly be distinguished from the rest of the flow even if the
computation using the Nearest cell gradient scheme has lower errors than the one using
the Nearest cell scheme. With the degree 2 Least squares scheme, on the other hand,
no discontinuities are visible even in the overlap region. The highest errors are at the
top and bottom boundaries and not close to the overset interface. For this scheme,
the errors are quite similar in terms of magnitude and location to a computation done
without overset suggesting that the interpolation error is lower than the discretisation
one in the entire domain. When looking at the pressure field, Figure 6.9, comparable
conclusions can be drawn as degree 2 Least squares scheme does not display any artefact
related to the overset process. It can be noted that the errors generated by the Nearest
cell gradient scheme on the pressure result in a smoother field than for the velocity, but
a step is still present between fringe and in cells. Visible on both the Foreground and
the Background mesh. Finally, the Nearest cell scheme shows point-to-point oscillations

on fringe cells for both grids and presents higher errors.

The Background grid data can also be directly compared to the computation done
without overset as shown in Figure 6.10 for the velocity field. For the Nearest cell and
Nearest cell gradient, the maximum difference is similar to the error analysed above.
In contrast, the Least squares 2 figure shows differences one order of magnitude lower
than the error (computed when comparing against the analytical solution) and still has
a smooth field without visible effects of the overset method. This suggests that the

interpolation error is one order of magnitude lower than the discretisation error.

To summarise, artefacts of the overset method, specifically of the interpolation step, are
visible for interpolation schemes of order 2 or lower. When using higher order schemes,
the error made with overset grids is negligible compared to discretisation error without

overset grids.
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FIGURE 6.9: Log of the error between overset computations and exact solution for the pressure

field.
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overset.
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6.2 Recirculation bubble URANS manufactured solution

6.2.1 Introduction

This test case, designed by Ega et al. [35], is a 3D unsteady manufactured solution of
a high Reynolds number (Re = 107) recirculation bubble. Even though no constrains
formally exist in the design of a manufactured solution, Eca et al. focused on designing
a realistic unsteady high Reynolds number boundary layer to assess the discretisation
errors and turbulence models in conditions close to real engineering problems. In the
present work, the Verification of the CFD solver discretisation is not the goal, however,
the use of this particular manufactured solution allows a detailed study of interpolation
error generations and propagations in a realistic engineering context and at Reynolds

numbers the method encounters in maritime applications.

6.2.2 Case definition

The manufactured solution defines the velocity, pressure and 7y turbulent eddy viscosity
in the entire domain and the bubble grows and disappears periodically following a sine
wave with a period T' = 5. A slice of the velocity field can be seen in Figure 6.11 with the
inlet on the left and outlet on the right. Finally, a detailed description of the solution
can be found in Appendix B and Ega et al. [35] should be read for an explanation of the
design choices that lead to the different fields.

FIGURE 6.11: Recirculation bubble used as a manufactured solution, the slice is coloured by
the x axial velocity. On this representation, the inlet is on the left, non-slip wall at the bottom
and outlet on the right.

The domain is an empty box of size x = [0.1;1], y = [0;0.4], and z = [0;1]. The bottom
boundary is a non-slip wall, the inlet a Dirichlet boundary condition with each quantity
set to their analytical formulation, and every other boundary uses a Neumann boundary

condition with the exact analytical gradient set for each quantity.

For this test case, two different overset mesh layouts were tested. In both of them

the Background grid of the size of the entire domain is used together with a smaller
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Foreground grid. The Foreground grid is a Cartesian mesh of size 0.3 x 0.25 x 0.8 and
the Background grid is a structured mesh with a refinement towards the wall to reach a
y* below 1 for all grids. In this study, five different refinements were used for both the
Background and Foreground meshes, and Table 6.2 summarises their dimensions and
cell counts. The name of each grid layout (Grid n) can be seen as the number of cells
in the z-direction for the Background grid, and every other dimension scales with it in
order to have a set of geometrically similar grids.

The difference between the two overset layouts is only in the rotation of the Foreground
grid, on layout L1, the Foreground grid is in the centre of the domain, and aligned with
the global axis. When on layout L2, the Foreground grid is also centred in the domain
but two rotations are applied to it. First in the y-direction of 18.90 degrees and then
of 12.89 degrees in the z-direction. Figure 6.12 shows the coarsest mesh for both layout
and Figure 6.13 displays the associated IBLANK information. Similarly to the Poiseuille
test case, two layers of fringe cells are placed at the boundary of the Foreground mesh

and outside hole cells on the Background mesh.

TABLE 6.2: Details of the different grids used for the recirculation bubble test case.

Background Foreground
Ng X Ny X N, N; Ng X Ny X N, N;
Grid 50 | 50 x 80 x 55 220 000 30 x 25 x 80 60 000
Grid 60 | 60 x 96 x 66 380 160 36 x 30 x 96 103 680
Grid 70 | 70 x 112 x 77 603 680 42 x 35 x 112 164 640

Grid 80 | 80 x 128 x 88 901 120 47 x 40 x 128 240 640
Grid 90 | 90 x 144 x 100 1 296 000 03 x 45 x 144 343 440

Gridn | nx % x o ~ 1976713 0.6n x 0.5n x 1.6n  ~ 0.48n>

(A) L1

FIGURE 6.12: Coarsest grid (Grid 50) with the two different layouts used for the recirculation
bubble test case.
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FIGURE 6.13: Overset domain connectivity as computed by Suggar++ on the coarsest grid setup
(Grid 50). Black cells belong to the Foreground grid and white cells belong to the Background
grid.

For this study, turbulence is modelled by the Spalart-Allmaras model [117] and the
pressure-velocity coupling is done by the SIMPLER algorithm as it showed better it-
erative convergence characteristics than SIMPLE. Time integration is performed by an
implicit three time level scheme (2°¢ order) and the 2"d order QUICK scheme is used

for convective fluxes discretisation.

The period of the manufactured solution is set to 7" = 5 and the time-step is tssp = 0.01,
leading to a maximum Courant number of 0.3 for the coarsest grid (Grid 50) and 0.7 for
the finest grid (Grid 90). The validity of this time-step was checked by doing a time-step
refinement study with tgep = 0.05, tsep = 0.01 and ts4ep = 0.001. With a time-step of
tstep = 0.01, a period is modeled by 500 time-steps.

The statistical uncertainty for any measured quantity is kept below 2% by simulating
5000 time-steps (10 periods) and the first two periods of any computation is discarded

to remove the startup transient effect (according to the transient scanning technique

results).

For this study, the two Layouts L1 and L2, and all the five grid setups were computed
using overset. For each grid combination, Inverse distance (using seven donor cells),
Nearest cell gradient, Least squares of degree 1, 2 and 3, and Barycentric interpolation
of type 2 were used. For comparison purposes, a set of computations was also done using

only the Background grid without overset grids.

Iterative error was controlled by performing enough outerloops to keep the infinity norm
of the residuals for all equations below 107%. The same computations were performed
with infinity norm of residuals below 10~7 but no changes were seen on the computed er-
ror fields suggesting that the iterative error was negligible compared to the discretisation

one, therefore 1076 was kept for the remainder of the study.
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6.2.3 Time evolution of errors

For this test case, the error norms were calculated every time-step for each field quantity.
As an example, Figure 6.14a shows them for the Nearest cell gradient on layout L1. On
this graph, the five different grid refinements are plotted and all show similar behaviours
with the error decreasing with mesh refinement. In time, the error is oscillating with
a period equal to the solution period (7" = 5). As suggested by the low statistical
uncertainty, the differences between each period are negligible. Finally, it should be
noted that the maximum error occurs just after the middle of the period when the
amplitude of the recirculation bubble reaches its maximum size. These observations hold
for the two layouts and all the quantities as well as the set of computations done without
overset meshes. However, when observing the results coming from the computation using
the Inverse distance interpolation scheme on layout L1 in Figure 6.14b, the convergence
behaviour is less clearly visible. For example, Grid 60 and 70 show similar error levels

and the amplitude is also not consistent throughout the refinements.

Grid 50
— Grid 60
Ny —— Grid 70

Grid 80
— Grid 90

ract
2

oS ~ v

. Time ’ Time
(A) Nearest cell gradient (B) Inverse distance
FIGURE 6.14: Ly norm of the error on U, over five flow periods on layout L1. In this plot, the

timetrace of each grid refinement is shown. Figure (a) shows a proper converging trend when it
is not as clear when Inverse distance is used.

6.2.4 Error level analysis

Figure 6.15 plots the time averaged Lo norm of the error for each quantity, each in-
terpolation scheme, each grid setup and both layouts. In this study, the Lo norm is
used as it was found to be more representative of the situation compared to the Lo
norm because the maximum error was often linked to a domain boundary and not the
overset assembly. Considering the error regarding U, for layout L1 (first column and
first line), each scheme shows grid convergence, with finer grids leading to lower errors,
except for the Inverse distance scheme (in green). Computations done without overset
show error levels similar to the Nearest cell gradient, degree 2 and 3 Least squares, and
Barycentric interpolation approaches. It is noticeable that the errors without overset
are even slightly higher than when using the Nearest cell gradient on layout L1. This is
because the Foreground grid is more refined than the Background grid. Hence the over-
set computations lead to lower discretisation errors when compared to the non overset

ones. Though this is not as true anymore for layout L2, where the Foreground grid is
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rotated, resulting with part of it within the lower boundary layer. In this region, the
Background grid is finer than the Foreground one, leading to larger discretisation errors.
Overall, for layout L2, the two effects cancel each other out, and the error levels are

similar without overset and with a Nearest cell gradient scheme.

Consistently for each quantity and both layouts, the Nearest cell gradient and Barycen-
tric schemes perform as well as the non-overset computations. The degree 2 and 3
Least squares interpolation perform here, at best, as well as the Nearest cell gradient
in layout L1, but slightly worse in layout L2. As mentioned before, on layout L1, the
Inverse distance scheme shows the highest error levels and no clear grid convergence
trend. This implies that the interpolation error is higher than the discretisation error.
For layout L2, however, the Inverse distance scheme performs better, with lower errors
and a converging trend, suggesting that the scheme is more sensitive to the donor cells’
location than the other tested ones. The degree 1 Least squares scheme always performs
worse than the degree 2 one, and the degree 2 and 3 Least squares schemes perform
comparably. Summarising, from the error plots only, the Nearest cell gradient, degree
2 and 3 Least squares and Barycentric schemes are the best candidates as they add no
or a minimal amount of error in the field compared to the case without overset. This

suggests that the interpolation error is lower than the discretisation error.

Regarding the convergence order, the computations done without overset show a 279
order convergence for each quantity, as expected from the theoretical order of discretisa-
tion of the schemes used, and therefore verifying the non-overset solution. The Nearest
cell gradient, degree 2 and 3 Least squares and Barycentric computations also show a
27d order convergence as well. However, the Inverse distance scheme shows, depending

27d order convergence. Finally, the degree

on the quantity and layout, between 15 and
1 Least squares results in 2"4 order convergence for layout L1 but slightly lower order

on L2.
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FIGURE 6.15: Comparison of error levels for each quantity depending on the interpolation
scheme used for the recirculation bubble test case. Errors plotted are the time average of the Lo
norm of the error for each quantity. Convergence order is displayed above each quantity.
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6.2.5 Mass imbalance study

Figure 6.16 shows the mass imbalance for the different computations. Without overset
meshes, the imbalance is capped by the iterative error and is around 10~7 for every grid.
When using overset meshes, if, like in this study, no particular treatment is done to
the overset interface, mass imbalance is introduced. Independently of the scheme being
used, the relation between cell sizes and mass imbalance is complex: finer meshes not

always leading to lower errors. For the two 274

order schemes (Nearest cell gradient and
Least squares 1), Grid 50 to 80 show a converging trend on layout L1, but Grid 90 has
higher mass imbalance. This trend is also not present on layout L2. None of the other
schemes show monotonic convergence trend and Inverse distance has, in general, the

highest errors.
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FIGURE 6.16: Mass imbalance for different interpolation schemes for the two tested grid layouts
on the recirculation bubble test case.

6.2.6 Flow behaviour and error location

Snapshots of the entire field solution were saved at ¢ = 497.5 when the recirculation
bubble is largest and, as seen in the previous section, when errors are also higher. In
this section only the layout L2 is being analysed in detail, though similar conclusions

can be drawn from layout L1.

Figure 6.17 shows the velocity field when using the Inverse distance scheme, where no
artefacts from the overset interpolation are visible in the field. When looking at the error
field for the velocity, however, the effects of the overset meshes become apparent. In
Figure 6.18, the log of the velocity error is plotted for each computation using Grid 80.
The lowest errors are visible upstream of the overset region for all of the computations.
When using the Inverse distance scheme, it is particularly visible that the error made in
the overset region is being convected downstream with the flow. Some artefacts of the
overset interpolation are also visible downstream of the Foreground mesh when using

the Nearest cell gradient interpolation, but less than with Inverse distance. On the
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FIGURE 6.17: Velocity magnitude slice for the Inverse distance computation on Grid 80.

IOg(|UOS - Uexactl)
=55 -4 -3 -15

—

(A) No overset (B) Inverse distance (C) Nearest cell gradient
15¢ order 274 order

(D) Least squares degree 1 (E) Least squares degree 2 (F) Least squares degree 3
2" order 3" order 4™ order

FIGURE 6.18: Velocity error magnitude shown with a side view of the domain (inlet on the left,
wall at the bottom) for layout L2. The slice is taken in the middle of the domain (z = 0.5).

Foreground mesh itself, both the Inverse distance and Nearest cell gradient computa-
tions show a chequerboard error pattern following the flow streamlines. This is because
the interpolation error created at the upstream fringe cells of the Foreground grid is
being convected downstream. Neither scheme produce a smooth field, meaning that
two neighbouring fringe cells can hold very different interpolated data creating artefacts
still visible downstream of the layer of fringe cells. The Least squares computation,
on the other hand, produces a much smoother interpolation, and higher order method
makes the field even smoother. This leads to less visible artefacts of the interpolation
even though the error levels are comparable to the Nearest cell gradient scheme. When
comparing the Least squares and non-overset computation, one can notice that, in the
area where the Foreground grid is, the error is lower in the overset computation, which
confirms that having a finer overset mesh helps with decreasing the discretisation error
despite the overset method. Moreover, the fact that the inlet part of the Foreground

grid is better aligned with the flow streamlines may also help lower the errors for the
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overset computations in this region. Finally, even when no overset meshes are used, the

recirculation bubble region is where the highest errors are located.

In order to analyse only the overset method error on the Background grid, Figure 6.19
shows the difference between overset and non overset computations. Compared to previ-
ous error plots, what stands out is that, even with the degree 2 Least squares interpola-
tion, interpolation errors are being convected. Even though the Least squares produces
a smoother field compared to the Nearest cell gradient one, errors are still present.
Interpolation artefacts are also visible on the fringe cells upstream of the Foreground

mesh.
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FIGURE 6.19: Velocity difference between overset and non overset computation shown with a
top view of the domain (inlet on the left) for layout L2. The slice is taken in the middle of the
domain (y = 0.2).

Finally, Figure 6.20 shows the pressure difference between the overset and non overset
computations. Similarly to the velocity comparison, 15* order Inverse distance scheme
shows higher errors also convected downstream with a clear chequerboard pattern. No
large differences are, however, visible between Nearest cell gradient and Least squares
schemes. The latter only displaying smoother fringe cells region though the error con-

vection is not apparent.
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FIGURE 6.20: Pressure difference between overset and non overset computation shown with a
top view of the domain (inlet on the left) for layout L2. The slice is taken in the middle of the
domain (y = 0.2).

6.3 Concluding remarks

From this work, several preliminary conclusions can be drawn from two distinct but com-
plementary test cases. As expected, higher order schemes produce lower interpolation
errors than lower order ones. In both cases, 15 order schemes like the Inverse distance
generate errors that significantly affect the underlying discretisation scheme of the flow
solver. At the other end of the spectrum, 3" order schemes were always sufficient to
maintain the 2°d order convergence of the global discretisation. This means that the
interpolation error produced by the overset interface is lower than the discretisation er-
ror. In addition to resulting in different error levels, the interpolation schemes influence
the ‘smoothness’ of the error field. This is partly due to the number and location of the
donor cells. The Nearest cell gradient or Barycentric schemes, for example, only use
very local information (with a single donor cell) whereas the Least squares interpolation
can use more than 10 donor cells. As a result, the Least squares approach was found
to produce smoother fields among all the schemes tested. Its robustness, which can be
controlled by increasing the number of donor cells used, and its accuracy make it an

ideal candidate for interpolation in an overset context.

The two test cases were designed to study different features and test the overset imple-
mentation and interpolation schemes under different conditions. First, the recirculation
bubble manufactured solution is a high Reynolds test case (Re = 107) compared to
the Poiseuille flow one (Re = 10). As a result, convection plays a predominant role
in the recirculation bubble case, and interpolation errors produced by the overlap are
convected downstream. However, on diffusion dominant flows like the Poiseuille test
case, the overset assembly perturbed the entire domain (even upstream of the overlap).

This difference in the transport of the errors also impacts the smoothness of the field.
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In fact, a low Reynolds number leads to a smooth field regardless of the interpolation
scheme. In contrast, at high Reynolds number, the wake of the overset meshes is as
smooth as the interpolation on fringe cells. The two test cases also differ in how 274
order interpolation schemes perform. With the recirculation bubble test case, 2°d order
interpolation results in interpolation errors lower than the discretisation ones. On the
other hand, on the Poiseuille flow test case, a 3" order or higher interpolation scheme

is required to achieve accurate results.
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Chapter 7

Case study: Analysis of

propeller-rudder interaction

Studies on analytical or manufactured solutions, such as those presented in the previous
Chapter, are essential for gaining detailed knowledge on error propagation and the overall
effect of the overset method on accuracy. However, these solutions are not as complex as
the engineering applications the overset method is often used for. Therefore, conclusions
drawn from these solutions are insightful, but must be checked on real-life problems. It
18, for example, difficult to deduce quantitative conclusions in terms of integral quantities
for real engineering problems. For this reason, this Chapter focuses on the complex and
realistic problem of a rudder behind a propeller subjected to a drift angle, replicating
experiments from Molland and Turnock [79]. It includes three overset meshes and mesh

motion for the propeller rotation.

7.1 Introduction

Molland and Turnock [79, 81], Turnock [120] conducted a series of experiments testing a
variety of rudder designs, rudder positions relative to the propeller while also applying
a drift angle to the entire system. Their goal was to assess maneuverability, and the
change of propeller and rudder characteristics under different conditions. Now that CFD
has become more ubiquitous by getting more accessible and more accurate, such test
cases can be replicated computationally. Phillips et al. [97] and Villa et al. [125] both
did it by using RANS-BEM coupling, which requires no moving objects in the domain
and uses a single mesh. Such coupling, allows the propeller to be only modelled hence
lowering the cell count and making the computation a lot faster at the cost of higher
modelling errors. In order to simulate the propeller instead of modelling it, Badoe
et al. [3] used sliding meshes for its rotation. While this approach is commonly used

for propeller flows, rudders, often, cannot use it due to the lack of space to account
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for two cylindrical domains. Hence requiring a new mesh for each rudder angle, or the
use of mesh deformation when possible. As such limitations are lifted with the overset
grid method, it is often used on rudder-propeller assemblies. Replicating another set of
experiments, Yilmaz et al. [132] used an overset grid on the rudder while the propeller
was simulated with a sliding mesh. Di Mascio et al. [29] also used overset grids, but
this time for both the rudder and every single propeller blade, resulting in a total of six

overset grids.

Rudder-propeller flows are not only simulated in isolation, but are an inherent part of
any full ship computation, making the conclusion drawn in this Chapter applicable for
a wider range of computations. Zhirong et al. [133], for example, simulated a complex
manoeuvre of a ship with two propellers using six degrees of freedom with six over-
set grids, one per propeller, one per rudder, one for the rest of the ship and finally a
background one. Similarly, Carrica et al. [17] simulated the same vessel but this time
combining a total of 37 meshes. Because the CFD solver used, CEDShip-IOWA, is lim-
ited to structured grids, even non-moving components had to be meshed independently

and the overset grid method used to assemble them.

To optimise computational resource usage, in this Chapter, three interpolation schemes
are tested: Inverse distance, Nearest cell gradient and Least squares degree 2 as they
are considered representative of 15, 2% and 3" order interpolation schemes. Besides
analysing the differences of these schemes on integral quantities, mass imbalance, flow
features and pressure distribution, a detailed solution Verification study is performed to
estimate the time and space discretisation uncertainties, and the iterative and statisti-
cal uncertainties. Finally, Validation of the rudder flow is performed against a set of

experiments done in similar conditions by Molland and Turnock [79].

7.2 Problem setup

7.2.1 Experiments presentation

Molland and Turnock [78, 79, 81] conducted a series of experiments to study propeller -
rudder interactions in various realistic ship manoeuvring conditions. Done in Southamp-
ton R.J. Mitchell’s wind tunnel, the experiments included a centre board upstream of the
propeller, the propeller itself and a rudder. Besides varying the rudder angle of attack,
the entire assembly could be rotated to replicate different ship drift angles. Overall, air
inlet speed, propeller rotation speed, rudder and drift angles were varied, and several
centre board and rudder shapes were tested. The propeller used was a four bladed mod-
ified B4.40 Wageningen propeller, an 800 mm diameter, 0 degree rake and 0.95 mean
pitch ratio propeller for which design details are found in Turnock [119] and can be

seen in Figure 7.1. The rudder used in the present work is named rudder n°2 in the
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experiments description: a NACAO0020 profile straight rudder with a chord of 667 mm
and a span of 1000 mm. Finally, the long centre board, the one used in this work, is
2690 mm long and 1018 mm high. Load cells on the rudder assembly and propeller
allowed the recording, amongst other quantities, of lift, drag and moment coefficients
for the rudder and torque and moment coefficients for the propeller. Furthermore, for

some runs, pressure was recorded on the rudder and centre board surfaces.

The present work focuses on replicating a subset of the input conditions done experimen-
tally: a drift angle of -7.5 degrees, a propeller advance ratio of J = 0.51, an inlet velocity
of 10 m/s with rudder angles of 10 and 20 degrees. This set of conditions was picked
for their flow behaviour complexity and the larger amount of experimentally recorded

quantities.

FIGURE 7.1: Photo of the propeller used during the experimental campaigns [80, 120].

7.2.2 Numerical setup

7.2.2.1 Grid and Overset setup

As stated in section 7.2.1, the numerical setup replicates the long centre board and rudder
n°2 from Molland et al. To accommodate each component, three sets of meshes were
generated, a first one containing the empty tunnel and centre board, then a cylindrical
domain containing the propeller geometry and, finally, a body-fitted rudder mesh. With
the overset method, the propeller can rotate and rudder can be set to any angle of
attack without the need for re-meshing. Figure 7.2 shows the domain geometry and
dimensions and Figure 7.3 defines the different angles used (angle of attack and drift

angle) and shows the outline of the propeller and rudder domains. It should be noted
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that, compared to Molland et al.’s experiments, the propeller is rotating in the opposite
direction. Corresponding changes in drift and rudder angle sign conventions were made

when comparing CFD with Experimental data.

10 m (12.5D)

3.6 m (4.

FiGURE 7.2: Computational domain dimensions replicating the cross section of the R.J Mitchel
wind tunnel.

0.667 m (.39D

— Propeller/Centre board axis
—— Rudder axis
X —— Tunnel axis

FIGURE 7.3: Definition of the different coordinate and angle systems. AoA is the rudder angle
of attack while Sr defines the drift angle of the assembly.

The tunnel mesh is fully structured, made with Pointwise [14]. Its cross section is at
the R.J Mitchel wind tunnel’s dimension, 3.6 m wide, 2.4 m high. It is also 20 m long
with the rudder leading edge in the centre of the domain. The centre board’s y™ was
kept below 30, and refinements were made where the propeller and rudder would be

positioned to have enough cells in the overlap region.

The propeller mesh, also fully structured, was generated using GridPro [95] with some
custom preprocessing tools made by MARIN [41] using Rhino [106]. To ease the meshing,
especially at the blade root, the geometry of the propeller itself does not exactly replicate
the shape used in the experiments. Instead of the modified B series propeller, the CFD
analysis done with a conventional Wageningen B4.40 [121] with a constant pitch ratio
of P/D = 0.95. Figure 7.4 compares both geometries. Because of this difference,
Validation is performed for Kp-equivalent computations to produce a similar flow wake

on the rudder. The detailed procedure is explained in section 7.5. yT is kept below three
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on the blades with a mean y* below 1, and below 100 on the hub. The mesh diameter

of 1 m or 1.25D allows for sufficient clearance at the blade tip for overset fringe cells.

0.90 T T T,

0.80 e ——
0.70] em== T T
a . —— CFD propeller
0601 ezET T T
o D Exp propeller
(I e —
[ R e —

L B

FiGURE 7.4: Comparison of the propeller blade shapes used during the experimental cam-
paign [79] (black) and in this CFD study (red).

Finally, the rudder mesh, also fully structured, was generated with Pointwise. It is an
O-grid that extends above the rudder tip. Refinements at the leading and trailing edges

were made and a y* below 1 was maintained.

The original tunnel mesh was designed without drift angle with the centre board aligned
with the tunnel inlet-outlet. To prevent re-meshing, meshes with drift angles were

generated using deforming grids by rotating the centre board part of the tunnel mesh.

For each component, a set of geometrically similar meshes with different refinements
was generated, Table 7.1 summarises the different cell counts. As seen in Figure 7.5
and 7.6, the overset cell status generated by Suggar++ places two layers of fringe cells
distributed on each side of the interface. Moreover, hole cells are placed in the propeller
mesh (due to the rudder overlap) and in the tunnel mesh where the propeller and rudder

meshes are positioned.

IBLANK
In  Fringe Hole

FIGURE 7.5: 3D view of the different meshes coloured with IBLANK information for the coarsest
assembly G1. The wireframe of each mesh is also coloured differently with the tunnel in white,
the propeller in blue and the rudder in red.
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TABLE 7.1: Refinements ratio (h;) and cell counts for the different meshes generated.

hi‘ Total‘ Tunnel Propeller Rudder

Gl 151 108-10%| 6.6-10° 3.2-10% 1.0-10°
G2 1.36 | 14.8-10% | 9.8-106 3.4-10 1.6-106
G3 1.21|21.4-106 | 13.1-106 6.2-10% 2.1-106
G4 1.0 |374-105|231-105 10.8-10% 3.6-10°

IBLANK

—
In  Fringe

F1GURE 7.6: Top view of the different meshes showing IBLANK information for the coarsest
grid assembly G1. Only the lower two thirds of the propeller (blue) and top half of the rudder
(red) meshes are displayed to reveal the tunnel mesh in the background.

7.2.2.2 Computational setup

In this study, turbulence modelling is done with the k — vkL two equations turbulence
model [75], chosen for its better robustness compared to k —w SST models. Momen-
tum and pressure correction equations are coupled using the SIMPLE methods and all
equations are solved in a segregated way. Convective fluxes for the momentum and tur-
bulence equations are discretised by the 2°¢ order QUICK scheme (with limiters), and

a three-time level scheme is used for 2" order in time discretisation.

The side walls of the tunnel are modeled using a slip boundary condition to account for
their blockage effect without the need to refine the boundary layer, as would be required
for a non-slip wall, in order to reduce computational cost. The rudder, propeller and
centre board surfaces are modeled using a non-slip wall boundary condition. Automatic
wall functions are used, where for y* < 5 (viscous-layer) a fully resolved boundary layer
treatment is employed, for y* > 30 (log-layer) wall functions are used, and in-between
(in the buffer layer) a blending between the two approaches is used. At the outlet a

pressure boundary condition is used and the inflow velocity (Us = 10 m/s) is set at the



7.2.  Problem setup 95

inlet of the tunnel (aligned with the tunnel itself) together with an eddy viscosity ratio
of 0.01.

Three interpolation schemes are used for the overset grid method interpolation. 15¢ order
Inverse distance, 2"% order Nearest cell gradient, and a 34 order polynomial-based Least
squares schemes. The latter uses 25 donor cells per fringe cell to overdetermine the

system of linear equations and help robustness (C = 2.5).

7.2.2.3 Analysed quantities

In this study, integral quantities related to both the propeller and rudder are assessed,

which are defined in the following equations,

Uso T Q L
/ nD’ T~ p2D?’ @7 2D’ CL $pU2cs’
D M, 'm 2
Cp=—2 =M o ek [ G 02) g

- m 9
$pU%cs’ 3pUZ s

J is the propeller’s advance ratio, Kp its thrust coefficient, computed from the thrust
T, and Kg its torque coefficient computed from the propeller torque ). Concerning
the rudder, C7p, is the lift coefficient, C'p the drag coefficient, C,, its moment coefficient,
here calculated at 30% chord and C). the location of the centre of pressure along the
chord. Also, Uy is the inlet velocity (Us, = 10 m/s), n the propeller rotation speed
in revolution per second, D the propeller diameter (D = 0.8 m), p the air density
(p = 1.225 kg/m?), ¢ the chord length (¢ = 0.667 m) and s the rudder span (s = 1 m).

For each quantity, time averaging is done over an integer number of blade passing periods
and statistical uncertainty is quantified in section 7.3.3 using Brouwer et al. [12, 13]

methodology. Time averaged velocity and pressure fields are also recorded.
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T\ x/-\/\/ Y,\ VR )‘\/ By interface for flux sum
TR T (LA T
[UASuA LT ALY
S Sia o
\jj; \ | Jv%f 44%\
SR LA AL
e %)YJL\ A
L]
= Sm
A=

FIGURE 7.7: Overset meshes schematic highlighting (in orange) the faces where signed mass
fluxes are being summed up to compute mass imbalance.
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Finally, given that the overset grid method implementation used in this study does not
guarantee total mass flux conservation, monitoring the mass imbalance is of particu-
lar importance. To this end, signed mass fluxes between fringe cells and in cells are
summed and recorded over time for each mesh individually, thereby effectively measur-
ing the mass imbalance on each mesh. The cells where the summation is performed are
shown in Figure 7.7. In total four quantities are analysed: total mass fluxes going in
and out of the domain via the inlet and outlet (Qotqr), and fluxes going through each of
the overset ‘interfaces’ on the tunnel (Qiunner), propeller (Qprop) and rudder (Qrudder)
meshes. One should note that, besides overset grid interpolation, mass fluxes are gov-
erned by the pressure correction equation, hence a non-zero value is a marker of overset

grid interpolation errors and/or iterative errors for that particular equation.

7.3 Verification studies

7.3.1 Iterative uncertainty

Iterative uncertainty quantification has been done following the method presented in
Eca and Hoekstra [34], Ega et al. [39]. For this, a set of five computations on grid
G2 with the rudder at 10 degrees angle of attack was done with a varying number of
outerloops per time step of 25, 50, 75, 100 and 150. Each computation resulted in
different residuals iterative convergence, and Figure 7.8 shows, for each equation solved,
the time averaged residual level at the end of each time-step depending on the number
of outerloop per time-step. First, apart from the pressure correction equation (denoted
P), all the equations are not affected by the number of outerloops per time-step. This

is mainly because their convergence stall within the first 25 outerloops each time-step.

—_— —

_—_— Yy ——— —— U,
=107 \ 3 Uy
@« ) —_—
g £ v
p— P P

—— k
25 50 75 100 150 25 50 5 100 150
Nioop PET time-step Njoop PET time-step

FIGURE 7.8: Time averaged Lo and L, residuals for an increasing number of outerloops (ni00p)

per time-step. The second turbulence equation residuals are omitted for clarity, but they are

relatively constant and three orders of magnitudes lower than the turbulence kinetic energy (k)
residuals.

Following Eca et al. [39], a least squares fit is performed on the quantities of interest
against their relative residuals levels. In this study, the Lo, norm of residuals levels for
the pressure correction equation were selected as they are the only one affected by the

number of outerloops. The proposed fit function is:
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d(e) = o + el )8, (7.2)

with ¢ the quantity of interest and e¢; the residuals level achieved. Both functions
F(e) = In(e) and F(e) = —1/e were tested and the first one is selected for its better
fit to the data. Results are shown in Figure 7.9 for the propeller’s Kp and rudder’s
Cr. A converging trend is clearly achieved for the residuals as a function of the number
of outerloops, and iterative uncertainty can be computed. In the rest of this work,
75 outerloops per time-step will be used as a balance between iterative error (here its
uncertainty is estimated at 0.2% for Kr and 0.02% for Cr) and computational cost. It
has to be noted, however, that because only the pressure correction equation residuals
are reduced with more outerloops, this study only partially evaluates iterative error. In
fact, reduction of all the other residuals would be needed to fully assess the iterative
uncertainty. Moreover, iterative error is here studied on a single mesh, but Ega et al. [39]
showed that iterative error can influence the study of discretisation errors. Nonetheless,
given the relatively low uncertainties found for integral quantities further study was

considered outside of the scope of this work.

Nyoop PET time-step Nygop PET time-step
150 75 © 50 25 150 75 50 25

Upr = 0.19% 0.75651 Upr = 0.02%

0.270+1
o <
< © 0.7560
0.2691
0 1 2 3 4 5 0 1 2 3 4 5
h; hi
FIGURE 7.9: Kr and Cp convergence with the pressure correction residuals, h; = %
res 0||oco

Bars show the iterative uncertainty and in red the one corresponding to the number of outerloops
selected for the rest of this work.

7.3.2 Time discretisation uncertainty

To assess time discretisation errors, a set of five computations with varying time-steps
was used (see Table 7.2). The number of time-steps ranged from 400 per propeller rev-
olution to 50, leading to an average Courant number from 0.7 to 5. For computational
resources reasons, this test has been performed on mesh G2 only even though some vari-
ations should be expected with finer meshes and the increase of Courant number. Figure
7.10 plots K7 and C', against time-step refinements, each quantity showing convergence
trends. Using Ega and Hoekstra [34] method, the time-step uncertainty on Krp is esti-
mated at 0.15% when using 1.8° rotation per time-step, and 2% for Cy,. This time-step

is selected to be used in the rest of the current study. One should note, however, that for
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the finest mesh assembly (G4) this choice leads to an average Courant number of around
2.2 which would result in similar K7 uncertainty but, likely, a higher C; uncertainty,
looking at the trend of each convergence plot.

TABLE 7.2: Time-steps tested to compute time discretisation uncertainty. The rightmost two
columns show the time-step compared to the propeller rotation speed (J = 0.51 leading to

1460 RPM).
h; tstep CFL | tstep/rot  °/tstep
1.00 1.027-10~%*s  0.66 400 0.9°
1.33 1.370-107%*s  0.89 300 1.2°
2.00 2.055-107%*s 1.33 200 1.8°
2.67 2.740-10"*s 1.77 150 2.4°
4.00 4.110-107%*s  2.66 100 3.6°
8.00 8219-107%s 5.32 50 7.2°
°rot [tgep °rot [tsiep
0018 36 [t 7.2 0.9 1.8 37.8/ e 7.2
Utmzc = 003% 07751 Uti,mc = 209%
0.2698 1
&~
=< 0.2696 1
0.26941
0 2 4 6 8 0 2 4 6 8

hi = tstep i/tstep 1 hi = tstep i/tstep 1

FIGURE 7.10: K¢ and Cp, convergence with time-step refinement. The error bars show time
discretisation uncertainties and are computed using Eca and Hoekstra [34] methodology.

7.3.3 Statistical uncertainty

To speed up simulations, each computation presented in this work is initialised from a
fully developed computation on a coarser mesh. After this initialisation, each compu-
tation is run for at least nine propeller rotations. The transient scanning technique is
then used on each quantity to detect and discard the transient portion of the results
and compute the statistical uncertainty. As shown in Figure 7.11, computations done
with 10 degrees rudder angle converge quickly to a steady state and show a clear os-
cillatory behaviour in sync with the blade passing frequency (four times per rotation).
Rudder forces (like C) additionally display secondary oscillatory behaviour about 10
times larger than the blade passing one (or 2.5 propeller period). Figure 7.11 shows that
the statistical uncertainty is below 0.5% for this set of computations and analysed quan-
tities. While not displayed here, this conclusion holds for the other mesh refinements,

overset grid interpolation schemes and quantities.

When setting the rudder at 20 degrees, this behaviour changes for grid assemblies G1 to

G3 (the coarsest ones) as they introduce an extra long transient phase lasting more than
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o) R <
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FIGURE 7.11: Propeller (K7) and rudder (Cf,) forces coefficients time histories with the rudder

at 10 degrees angle of attack. The statistical uncertainty on the mean is computed using the

transient scanning technique [12] and shown on the bottom plot for each quantity. The transient

portion (orange) is removed from the computation of the mean. Tj is the rotation period of the
propeller and T is the simulation time.

40 propeller periods seen in Figure 7.12. As this transient portion needs to be simulated
but discarded this set of computations was deemed too expensive to be computed. As
a result, at 20 degrees rudder angle, only the results for mesh G4 (the finest one) will
be shown and discussed. These were run for 12 propeller rotations and lead to similar

statistical uncertainties as the 10 degrees rudder angle ones.

0.28
B 11T '
I m
S026) T 0.275 —dl
— G4
0.270 |
if D
0265 |
0.24 0 5 10 15
0 10 2 30 10 50 60 70
/T,

FIGURE 7.12: Propeller K7 when the rudder is set at 20 degrees angle on the coarsest (G1) and
finest (G4) meshes.

7.4 Impact of interpolation schemes

7.4.1 Integral quantities

As seen in section 7.3.3, propeller forces coefficients K1 or K¢ have a clear oscillatory
behaviour in sync with the blades rotation. These oscillations are also consistent over

time, likely because the propeller inlet, even in the wake of the angled centre board, is
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steady. The results obtained when using the three interpolation schemes tested share
this characteristic, and, overall, have very close behaviour as seen in Figure 7.13. Rudder
forces, however, exhibit larger differences and seem less smooth. Being in the wake of the
propeller and having the flow cross at least one more overset interface brings more time
variation and greater changes between the different interpolation schemes. The Inverse
distance shows up to 1% difference on C, and 2.5% on Cp compared the Least squares
computation, but only 0.05% on K7. The same trend is also true for the Nearest cell
gradient, albeit with smaller differences. Apart from different amplitudes and general
shape of the oscillation, it appears that using the Inverse distance scheme results in

‘noisier’ forces, once again, specially on the rudder lift and drag.
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F1GURE 7.13: Force coefficients time history for the three interpolation schemes tested at 10
degrees rudder angle. The bottom plot is a comparison with the Least squares scheme results,

computed with: %¢™° = 100 - ¢;?;S

To quantify these differences, and in particular the spurious oscillations between the
interpolation schemes, a spectral analysis is shown in Figure 7.14. First, doing a Fourier
transform on the force coefficients time histories confirms that, overall, propeller force
coefficients have fewer higher-frequency harmonics than rudder coefficients. Moreover,
the high frequencies are mainly harmonics of the blade passing frequency. In addition
to having more harmonics, the rudder quantities have higher white noise levels too.
Differences between the interpolation schemes can also be observed. The Inverse distance
computation appears to have more harmonics than the other two tested, as well as overall

higher intensities outside of harmonics.

Computing the power spectral density of high frequencies (higher than 4.5 times the
blade passing frequency) highlights the energy stored in these high frequencies and

is here used as a measure of the overall ‘smoothness’ of the signals. Such quantity,
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normalised by the Least squares density, is plotted in Figure 7.14c. It shows the Nearest
cell gradient computation having very similar levels to the Least squares one. The
Inverse distance computation, on the other hand, regardless of the quantity has two to
five times more energy in these high frequencies. These results are here displayed for
10 degrees angle of attack on grid G4 but are similar to the 20 degrees rudder angle or

other grid refinements.

0 5 10 15 20 0 5 10 15 20
fo[hHZ ;o[RH]
(A) Fourier transform of Krp (B) Fourier transform of Cp,
0D +
Q‘f —— Inverse distance
—3 * * Nearest cell gradient
E * —— Least squares
Sy ] prmmtmrmnmmeee e +--oeeee +---
0

Kr Ko C, Cp

(¢) Power spectral density of high frequencies (higher
than 4.5 BPF) normalised by the Least squares com-
putation ones.

FIGURE 7.14: Fourier transforms of K1 and Cp. Frequencies are normalised by the blade

passing frequency (4/7T,) and spectra by the level of the first harmonic (corresponding to the

blade passing frequency). Plot 7.14c compares the integration of the power spectra for high

frequencies (higher than 4.5 times the blade passing frequency, denoted with the vertical dashed
line on the Fourier transform plots).

Time averaging the force coefficient eliminates these high frequencies and leads to very
similar results for the three interpolation schemes. This is observed in Figure 7.15,
where each quantity is plotted against grid refinement. Krp, for example, tends to be
only marginally over-predicted on the Nearest cell gradient results compared to the
other two schemes but with a difference of less than 0.03% it can be considered as an
insignificant change in an engineering context. For propeller forces, the convergence
with grid refinement is clear and monotonic which leads to low uncertainty of 0.5% and
2.2% for K7 and K¢ respectively. In comparison, the rudder forces show non-monotonic
behaviours with less clear convergence trends. On C'f, the ‘bell shaped’ convergence leads
to 48% uncertainty. Cp, on the other hand, has a different behaviour. In fact, in Figure
7.15d, the statistical uncertainty is this time plotted as it is of similar magnitude to
the mesh refinements changes, which then confounds the fitting and computation of the
discretisation uncertainty. Even though the three schemes show very close trends, the
uncertainty varies from 0.5% to 11% and this results in very different fitting functions.

This issue could be solved by either running the simulation for longer to decrease the
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FI1GURE 7.15: Time average force coefficients against grid refinement for the three interpolation
schemes tested at 10 degrees rudder angle. For each of them, except Cp, discretisation uncer-
tainty (Ugiser) is displayed. For Cp, statistical uncertainty (Ustqt) is shown instead.

statistical uncertainty, or by using more meshes with different refinements to make the

fit less influenced by small variations®.

Overall, this shows that the spurious oscillations shown in the previous section mainly
lead to zero mean noise, and do not lead to sustained changes to forces as the three
interpolation schemes result in very similar time averaged values. Also, propeller forces
show monotonic 2" order converging trends whereas rudder ones are non-monotonic.
The discretisation uncertainty estimation, however, is one order of magnitude larger
than the difference between the three schemes suggesting that the discretisation error is

higher than the interpolation error made on overset interfaces.

As explained in section 7.2.2.3, mass fluxes are not explicitly conserved by the overset
grid method, and consequently, a mass imbalance is introduced and influenced by the
interpolation scheme. Figure 7.16 shows the sum of mass fluxes going through each
mesh over time and for each scheme. First, once again, the blade passing frequency is
discernible on each of the quantities, even though it is not the only frequency component.
The comparison of the different schemes shows that, for the total mass imbalance (Figure
7.16a), the Least squares scheme shows results an order of magnitude lower than the
other two, but they all share similar oscillation amplitudes (albeit not obvious due to
the log scale). The tunnel interface mass imbalance has, then, levels similar or slightly

higher than the total ones but with extra frequencies components. Next, the prop

'Eca et al. methodology is known to be pessimistic and highly sensitive to small spread of refinements
and small number of refinement levels.
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interface shows a drastically different behavior with higher flux imbalance and only
minor differences between the interpolation schemes. Finally, the rudder mesh has a

behavior close to the tunnel one with, however, larger oscillations amplitudes.

The difference in smoothness and higher frequency components between the total mass
imbalance and those on the tunnel or rudder is explained by the direct proximity of
the latter two to fringe cells. The inlet and outlet of the domain are further away
from overset meshes, which means that the oscillations are dampened due to numerical
diffusion and iterative errors. The higher imbalance seen on the propeller mesh is either
related to the iterative error, the highest pressure correction residuals being close to the
blade tips, or due to the fact that the propeller mesh is the only one moving. Regardless
of the reason, the error source driving this phenomenon appears to be different from the
one seen on the other three quantities as it is not influenced by the interpolation scheme,
it has a different level and it is not influenced in the same way by mesh refinements (not
shown here). The interpolation made on the propeller mesh still deteriorates the mass
imbalance, but its effect is overshadowed by another error source. Overall, it is, however,
not clear how and if errors made on fluxes propagate through an overset interface. Here,
for example, the high flux imbalance of the propeller mesh does not seem to affect
the other two ones. One beginning of explanation resides with the fact that fluxes are
computed on cell faces while the interpolation uses exclusively cell centre information

partially dissociating the different meshes.
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FIGURE 7.16: Sum of fluxes going through each overset interface (Quunnel, Qprop and Qryudder)

and by the inlet and outlet of the domain (Qyotq;) for the three interpolation schemes tested on

the finest mesh (G4) and at 10 degrees rudder angle. Fluxes are normalised by the inlet mass
flux.

7.4.2 Pressure on the Rudder

The time averaged pressure coefficient on the rudder surface is shown in Figure 7.17
at 10 degree rudder angle and in Figure 7.18 at 20 degrees. In both figures, the Least
squares results are displayed in the first column, and the subsequent two plot differences
with Inverse distance and Nearest cell gradient respectively. Since the height or span of
the rudder is s = 1 m, no distinction will be made between the height of a section and

its span-wise ratio (y/s) here.
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At both 10 and 20 degrees, from 0.2 m to 1 m height, the leading edge of the rudder sees
high and low pressure regions directly related to the propeller rotation. At 0.6 m height
the impact of the hub vortex is clearly visible and creates a lower pressure trail. On the
suction side, this trail goes down due to the high pressure region above it and goes up
on the pressure side, again due to the higher pressure region this time in the lower part
of the rudder. Being in the wake of the propeller, the high pressure regions have levels
higher than the stagnation pressure. Moreover, as expected, a higher rudder angle leads

to higher pressure differences between the two sides of the rudder, generating more lift.

When comparing the different interpolation schemes the main variations are in the hub
vortex region with at most 3% differences at 10 degrees angle of attack. In comparison,
at 20 degrees, differences are lower with maximum around 1% or lower. Surprisingly,
however, in both cases, the Inverse distance results look closer to Least squares than
Nearest cell gradient are. These differences, being very localised and of relatively small
magnitude, have likely a marginal contributions to the overall pressure lift and drag. For
a finer comparison, line plots along the rudder’s chord are shown in Figure 7.19. They
highlight the fact that, outside the hub vortex region, Least squares results are actually
closer to Nearest cell gradient ones than they are to Inverse distance, though, again, the
overall small differences explain the minimal variation in lift and drag observed in the

previous section.
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FIGURE 7.17: Pressure coefficient on the rudder’s surfaces at 10 degrees angle of attack for grids

G4. The leading edge is shown on the left of the frame. The first column shows Least squares

results while the other two display its difference with Inverse distance and Nearest cell gradient
respectively, normalised by the amplitude of C'p over the rudder surface.
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FIGURE 7.18: Pressure coefficient on the rudder’s surfaces at 20 degrees angle of attack for grids
G4. The leading edge is shown on the left of the frame. The first column shows Least squares
results while the other two display its percentage of difference with Inverse distance and Nearest

cell gradient respectively, normalised by the amplitude of C'p over the rudder surface.
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FIGURE 7.19: Pressure coefficient on the rudder’s surface at various height. The first line at
10 degrees angle of attack, and the second one at 20. For each section, the bottom plot is a
comparison with Least squares results.
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Finally, similarly to the integral quantities, using the four sets of meshes space discreti-
sation uncertainties can be computed for the rudder’s pressure distribution. Figure 7.20
displays it at several slices and on the rudder’s pressure side. On average, the uncer-
tainty is 0.6 C'p overall, but it is a lot higher in the hub vortex region. This means that,
regardless of the interpolation scheme, a reduction of cell sizes in this region would be
needed to reduce discretisation errors, and doing so would likely contribute to lowering
the lift and drag errors as well. Finally, the differences between the schemes may also

be reduced in this region with further grid refinements.
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FIGURE 7.20: Space discretisation uncertainties for the local pressure coefficient. Data for the
Least squares computation at 10 degrees rudder angle. In line plots, the pressure side is coloured
in red when the suction side is in blue.

7.4.3 Velocity field

To better understand the error patterns and their influence on the flow field, this section
focuses on the analysis of the velocity field. Figure 7.21 shows, for the different interpo-
lation schemes, iso-surfaces of Qcriterion [51]. This quantity is a scalar field computed
from the velocity components following equation 7.3, where € is the vorticity tensor and
S strain rate tensor. It is used to highlight coherent structures in a turbulent flow by

displaying shear layer vortices.

Q= S (IoI” ~ IISIP) (73)

For such flow, it renders some features clearly identifiable like helices formed by blade tip
vortices or the hub vortex. The later being split in two vortices by the rudder’s leading
edge. At 10 degrees angle of attack, the rudder also generates two vortices at the leading
edge and the trailing edge of its tip section, the one on the leading edge then blends with
the wake of the centre board placed upstream of the propeller. Finally, flow acceleration
in the propeller wake is visible by the higher velocity (in red), but also, by the increase of
helix pitch for vortices closer to the hub vortex. Besides these flow features, visualisation
artefacts from the overset meshes are also visible. On blades’ tip vortices, for example, a

‘step’ is seen wherever the vortex crosses an overset boundary. These discontinuities are



7.4. Impact of interpolation schemes 107

intrinsic to the overset method as separate iso-surfaces are constructed for each mesh.
The difference in sizes and cell locations on both sides of the overset interface means

that the iso-surfaces do not perfectly match across the boundary.

When comparing the different interpolation schemes, however, only marginal changes
can be seen with such visualisation. The three schemes all show the same main flow
features as described in the previous paragraph. Moreover, lower order schemes (like
Inverse distance) are not excessively diffusing vortices at the overset interface compared
to higher order ones like is sometimes the case for free surface flows [70]. In fact, only
the wake and hub vortex are slightly different, but this is likely due to the chaotic

characteristics of the flow in these regions rather than to the interpolation method itself.

(A) Least squares

(B) Inverse distance (¢) Nearest cell gradient

FIGURE 7.21: Iso-surface of Qcriterion coloured by velocity for the tested interpolation schemes
with a 10 degrees rudder angle on mesh assemblies G4.

In order to analyse the flow more quantitatively, Figure 7.22 shows a top view of the
domain with, from top to bottom, iso-Qcriterion, the velocity field at the propeller hub
height with Least squares interpolation scheme, and a comparison with Inverse distance
and Nearest cell gradient computations, the left column showing 10 degrees rudder angle
and the right ones 20 degrees.

From the iso-Qcriterion and velocity slices, Figures 7.22a to 7.22d, the flow features
highlighted in the previous section are still noticeable. Furthermore, at 20 degrees,
flow separation can be observed at the rudder’s trailing edge, the wake being diverted
towards the suction side even more. In both cases this wake orientation is not only due
to the rudder angle but also to the entire system orientation the propeller and centre

board being at a drift angle of 7.5 degrees and therefore misaligned with the tunnel and
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FI1GURE 7.22: Comparison of the different interpolation schemes flow. 7.22a and 7.22a show

iso-Qcriterion for the Least squares computations, 7.22c and 7.22d show the velocity field for

the same computation, and finally 7.22e to 7.22h compares Inverse distance and Nearest cell

gradient velocity fields to Least squares ones. In the last set of plots, fringe cells are highlighted

in white for the tunnel mesh, blue for the propeller one and finally red for the rudder. 10 and
20 degrees rudder angles are shown in the left and right columns respectively.
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FIGURE 7.23: Top view of the domain showing a comparison of the time averaged velocity fields
with Least squares computation, at 10 degrees rudder angle. fringe cells are highlighted in white
for the tunnel mesh, blue for the propeller and red for the rudder.

domain inlet. When comparing the other interpolation schemes with the Least squares
computation, the hub vortex area shows the largest differences, once again likely due to
the chaotic property of the flow at that location. Larger differences are also noticeable
on each propeller tip vortex also coinciding with the rudder fringe cells region. These
differences are finally convected downstream. On fringe cells themselves, the difference
field is not as smooth as elsewhere because of interpolation errors, the Inverse distance
computation showing more interpolation artefacts than the Nearest cell gradient one

with larger cell-to-cell variations.

Finally, it is interesting to notice that the comparison of time averaged velocity fields,
as seen in Figure 7.23, intensifies these cell-to-cell variations. Indeed, while other dif-
ferences seem to average out, the differences located on fringe cells are still present and
emphasised. This can be explained by the fact that the rudder and tunnel meshes are
not moving, fringe cells then always have the same set of donor cells, leading to con-
sistently over or under predicting their interpolated field values. These differences then,
once again, follow streamlines and propagate downstream. This effect, however, affects
less the Nearest cell gradient plot as it has both overall lower differences and smoother

fringe cells regions compared to the Inverse distance one.

Even though these plots do not directly show interpolation or discretisation errors, the
large difference in methodology between the three schemes demonstrates that the Nearest
cell gradient and Least squares methods create fewer artefacts, produce overall smoother
interpolated fields and have lower interpolation errors compared to the Inverse distance
scheme. This conclusion is in line with the work done in Chapter 6 using manufactured
solution for which errors could be probed directly. With only the rudder-propeller flow
study, however, it is not possible to state which of Nearest cell gradient or Least squares

computations have less interpolation errors and lead to a smoother interpolated fields.
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7.5 Rudder flow Validation

In this section, the validation is focussed on the rudder because as long as the thrust
loading generated by the propeller is correct [81] then the rudder’s performance is the
most sensitive to errors induced by the interpolation scheme as onset flow goes through

propeller and then into rudder overset mesh itself.

As discussed in section 7.2, the propeller geometry used in the CFD analysis is different
from the experimental one, as a result, direct Validation of the entire setup is not possi-
ble. Rudder characteristics can however be validated using K7 equivalent computations.
Experiments done at J = 0.51 with a -7.5 degrees drift angle and a 10 degrees rudder
angle led to Ky = 0.242 [79]. Thus, in order to replicate the propeller wake, albeit
with a different propeller geometry, a CFD computation has been done at J = 0.61
with similar drift and rudder angles which resulted, on grid G4, in Kt = 0.235. This
is less than 3.5% away from the experimental value and, considering the Verification
study done at J = 0.51, it was deemed close enough for the purpose of this Validation.
The rest of this section, then, compares experimental data with this CFD computation
done at J = 0.61, starting with Table 7.3 showing integral quantities. As said, K is,
by design, close to the experimental one, K¢ is, however, quite far off with 20% dif-
ference. Which could be expected when using such methodology. On the other hand,
rudder force coefficients are within 10% of the experimental ones, with Cp, even below
1%. These values justify the K7-equivalent methodology and considering the Verifica-
tion study and resulting numerical uncertainties concur in the Validation of the rudder
flow. The moment coefficient taken at 30% chord sees a larger difference which led to a

4.3% chord length offset in the centre of pressure Cp.

TABLE 7.3: Comparison between CFD and experimental [79] integral quantities for the Krp
equivalent Validation.

CFD Exp comp

J 0.61 0.51

Kr 0.2350 0.243  -3.28%
Kg 0.0354  0.045 -21.32%
Cr 0.5903  0.587 0.56%
Cp 0.1055 0.114  -7.46%
Cm -0.0520 -0.078 -33.37%
Chpe

(in % chord) 21.3174  17.02 4.29

In the experimental campaign, the rudder was equipped with pressure probes. This
pressure was, however, recorded only on cases without the upstream centre board which
can have some effects on the pressure distribution. The comparison of the rudder pres-
sure, then, should be taken with care and is here only qualitative as it compares data
with a centre board (CFD) and without (Exp). Figure 7.24 displays the pressure on
the rudder for both CFD and experimental results. The first column shows raw CFD
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FIGURE 7.24: Pressure coefficients on both sides of the rudder surface, comparison of CFD and

experimental data from Molland and Turnock [79]. The first two columns show the CFD results,

both raw and downsampled to the probes locations, then the third one show experimental data.
Finally, the last column compares the two data sets.

pressure coefficient on both sides when the second one downsamples it at the locations
where the experimental pressure probes were placed for easier comparison with the third
column, i.e. the experimental results. Finally, the last column compares the two sets of
results.

Due to the low amount of pressure probes, some features disappear from the experi-
mental and downsampled plots like the distinct lower pressure region of the hub vortex
or the extent of the higher pressure region at the trailing edge. Overall, however, both
the CFD and experimental plots show a high pressure region at the top of the pressure
side, a similar low pressure region on the suction side etc. The CFD computation has
lower C), amplitude with high C), regions not as high as experimental ones, and, in gen-
eral, higher C), in low pressure regions. These observations are highlighted in Figure
7.25 which shows chord-wise slices of C), at various span heights. From them, it is more
clearly visible that the top part of the rudder shows better correlation with experimental
data and the hub vortex section (y = 0.53) significantly underestimate the pressure side

C), while the rest of the slope is better predicted.

The differences seen on the pressure profile can have various origins. Firstly, it can
be related to the lack of match between the experimental and CFD setups, with the
difference in propeller geometry, the K1 equivalent methodology or the lack of centre
board in this sets of results in the experiments. Secondly, it can also come from modelling

errors directly as the CFD simulations use unsteady RANS approach to model turbulence
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(using the k& — vEL model). Thirdly, it can come from discretisation errors, as seen in
section 7.4.2, the hub vortex region is where the discretisation uncertainty is the largest.
Finally, it can also come from the overset interpolation upstream, and interpolation
errors combined with the hub vortex could here create larger differences. It should also
be noted that the literature related to this set of experiments did not provide uncertainty
quantifications on the measurements, though it would likely be below the differences seen

here.

To conclude, even though some differences can be originating from the Kp-equivalent
methodology and different geometries, the very close correlation of rudder coefficients
like C'p,, Cp or the centre of pressure as well as the overall good capture of the features
present on the rudder surface lead toward a favorable Validation of the flow. The
circumstances of this study, however, make it harder to quantify the degree of confidence
of this Validation.
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FIGURE 7.25: Pressure coefficient on the rudder’s surface at various span sections comparing
CFD and experimental data from Molland and Turnock [79]

7.6 Concluding remarks

In this Chapter, a comprehensive solution Verification and error source analysis as well
as Validation allowed to confirm and expand the conclusions drawn on analytical and
manufactured solutions done in Chapter 6. Indeed with the simulation of a rudder-
propeller interaction flow, a problem of direct importance for any ship computation,

this Chapter also introduces mesh motion with the propeller rotation.

Similarly to the manufactured solution study, the 1% order Inverse distance continues

2nd order Nearest cell gradi-

to produce more artefacts on fringe cells compared to the
ent and 39 order Least squares schemes. Moreover, these interpolation errors are not
cancelled out when time averaging the velocity field, highlighting the fact that errors

on non moving fringe cells are consistently over- or under-predicted. These artefacts,
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then convect downstream, and are the cause, together with the mesh motion, of high
frequencies oscillations on the different force coefficients on the propeller and rudder. A
temporal spectral analysis quantified these oscillations as having more than twice the
energy as the ones produced by the 2" order Nearest cell gradient or 3' order Least
squares schemes. Besides impacting the accuracy, those spurious oscillations can be an
error source when doing common propeller acoustics studies, and cavitation flow simula-
tions. It is important to note, however, that these oscillations do not result in significant
changes in time averaged force coeflicients as the differences produced is far smaller than
the discretisation uncertainty. Similarly, time averaged rudder pressure coefficients were
also comparable for the three tested schemes, with the largest difference in the hub

vortex region which is also where the space discretisation uncertainty is maximum.

Another source of error of the overset method is its lack of mass flux conservation be-
tween grids that have been overset, even in a theoretically conservative finite volume
discretisation. By inspecting each mesh individually, it was observed that the 34 order
accurate Least squares interpolation achieved mass flux imbalance one order of magni-
tude lower than the other two schemes, and the Nearest cell gradient performed better
than the Inverse distance scheme. Here lies one of the difference with the recirculation
bubble manufactured solution, for which the different interpolation schemes had minor
to no effects on the flux conservation. It can be related to the complexity of the flow
leading to higher differences in mass conservation or the addition of mesh motion with

this test case.

Finally, the Validation of the rudder flow, done with Kp-equivalent computations,
showed promising results. Integral quantities were found within 10% of the experi-
mental ones and Cp on the rudder surface captured the main complex flow features such
as the hub vortex, high and low pressure regions due to the propeller rotation. The un-
certainties related to the different propeller geometries and Kp-equivalent computation
should be lifted to fully perform the Validation study.
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Chapter 8

Performance and scalability of

the overset method

The accuracy of the overset method and the influence of interpolation schemes has been
thoroughly studied in Chapter 5, 6 and 7. This is, however, not enough to give guidelines
as the performance aspect of the overset method also needs to be considered. In this
Chapter, the different components of the overset implementation are analysed in terms

of performance and parallel scalability.

8.1 Introduction

In the literature, performance is sometimes discussed, though not often with a lot of
detail. The general consensus, however, is that the overset method can be expensive.
Gatin et al. [43] for example reports that a third of the computational time is dedicated
to the overset method and Ohashi [91] observes 60% with their implementation. Windt
et al. [129] compares the early overset implementation done in OpenFOAM (v1706) to
the deforming mesh method in the same CFD solver and concludes that the overset
method is 3.7 times more expensive in serial and also does not scale as well as the
deforming mesh method, which makes the overset method very expensive in this case.
Besides measuring the overall computational time of the method, looking at the different
interpolation schemes can be informative. This is what Verma and Hemmati [124] did
for the OpenFOAM implementation. They tested the Inverse distance scheme available
for the overset method in this version against Least squares and ‘CellVolumeWeight’ a
conservative interpolation method. They found the Least squares to be 1.4 times slower
than the Inverse distance but more than two times faster than the conservative method.
Though, given the limited difference found on integral quantities they considered the
Inverse distance scheme to be sufficient. In the literature, papers describing ‘new’ inter-

polation schemes often compare their performance with more traditional ones. Like in
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Sharma et al. [113] where a RBF implementation is compared to a Polynomial scheme
or in Noack et al. [89] where a Dual-grid interpolation method is compared to the Least
squares scheme already available in Suggar++. It should be noted, however, that these
comparisons are often not made in view of the overall computational time, which can
be deceiving. Indeed, having a scheme 1.4 times more expensive than another one is
relevant only if the interpolation computation itself takes a significant amount of the
overall computational time or if it does not scale well. Finally, besides comparing dif-
ferent interpolation schemes, some studies look at ways to improve performance overall,
regardless of the interpolation method being used. Shen et al. [115] or Martin et al. [71]
for example, designed a lagged method for a coupling with Suggar++ (with OpenFOAM
and CFDShip-Iowa respectively). Since Suggar++ does not scale well with core count,
several independent instances are run in serial working on different time-steps ahead of
time effectively limiting the idle time of the solver at the cost of some inaccuracies in the
DCI computation (due to the prediction of the mesh locations). Finally, Djomehri et al.
[30] and Wissink and Meakin [131] looked at MPI asynchronisation and load balancing

respectively to reduce idle time due to the parallel execution.

In contrast to the analysis of a scheme’s accuracy, for which it’s mathematical expression
is enough to allow reproducibility, performance is highly implementation dependant. It
is, however, still relevant to study it thoroughly to see the effects of implementation
decisions, isolate bottlenecks, compare the different schemes between each other, and

overall give achievable timing and scaling for other implementations to compare to.

In this Chapter, the raw performance and scalability of each of the steps forming the
overset method as implemented in this work are analysed; always in light of the overall
computational time. After a presentation of the methodology used, the DCI compu-
tations done by Suggar+4 are examined in section 8.2.2, then the donor search and
interpolation are studied in section 8.2.3. Finally, very few studies discuss the impor-
tance of the iterative convergence in a performance context, because an explicit overset
coupling will affect the iterative convergence, as more outerloops are required to reach
the same level of iterative error. Section 8.3 of this Chapter discusses this aspect of

performance by comparing computations with and without overset.

8.2 Overset method performance

8.2.1 Methodology and setup

Computations done in this Chapter were run on MARIN’s cluster Marclus4, a 4200
cores machine hosted in-house. Each computational node is composed of a dual-socket
Intel Xeon (E5-2660 v3 @ 2.60GHz) 10 cores CPU, leading to 20 cores per node and

Infiniband HBA is used for inter-node communications. The code is compiled using Intel
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compiler and Intel MPI for the parallelisation (2018.4). For each computation, the time
of each routine was recorded using PETSc [2] solver logging capabilities, and, on parallel

runs, the time of the slowest process is used.

Most of the measurements were run on Grid 160 of the recirculation bubble test case,
a 1M cells mesh assembly composed of two grids presented in section 6.2.2. Some
results also come from the grid G4 of the rudder propeller test case, a 37M cells mesh
assembly made of three grids. In both cases, the computation purposefully requires
a new DCI computation, donor search and interpolation every time-step, even on the
recirculation bubble test case, to emulate the performance with mesh motion. Finally,

the interpolation is updated every outerloop, using 90 outerloops per time-step.

To have sufficient statistical convergence on the timing results, each function was run
at least 500 times and the timing includes the computation itself as well as the parallel
communication required. Moreover, to prevent data caching between consecutive runs,
functions are not run in isolation but inside the real CFD computation. Each computa-
tion is repeated using 1-1000 processes as summarised in Table 8.1 for cases using the

recirculation bubble assembly.

TABLE 8.1: Average number of cells and fringe cells per process (for the recirculation bubble

case). Computations up to 20 cores are run on a single node. Here, N0 denotes the number

of processes used for the parallelisation, NV; is the total number of cells and Ny, jnge is the total
number of fringe cells.

Nproc Ni/Nproc Nfringe/Nproc

1 9216 000 259 837

2 4608 000 129 918
10 921 600 25 983
20 460 800 12 991
40 230 400 6 495
80 115 200 3 247
160 57 600 1623
300 30 720 866
460 20 034 564
620 14 864 419
800 11 520 324
1000 9 216 259

For comparison purposes, individual timings of functions are expressed as a percentage of
a baseline set of computations for which the timing of overset and interpolation methods
has been subtracted. The ratio between the interpolation time (Tinterpolation) and the
time taken by the rest of the computation (Toperair — Tinterpolation) is used. This means
that this number could be higher than 100 if the time taken by the interpolation is higher
than the time taken by the rest of the computation. Similar measures are computed for

the donor searching method.
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71z'n1ferpol ation

% of total time = 100 x (8.1)

Toverall - 71interpolation

Table 8.2 shows the interpolation schemes and parameters used in this analysis. Least
squares, Inverse distance and Nearest cell interpolation use interpolation weights that
are computed once per time-step and reused within each outerloop, while other schemes
need the interpolation to be fully recomputed every outerloop (note that the donor

search is done only once per time-step).

TABLE 8.2: Interpolation schemes and parameter tested in this study.

Scheme Nb donor cells
Nearest cell 1
Nearest cell gradient 1
7
I .
nverse distance 15
Least squares degree 1 6
Least squares degree 2 20
Least squares degree 3 34
Barycentric type 2 1

In this section, strong scalability results are presented. Strong scalability shows how
the timing of a computation evolves when more processing power (here more cores) are
used. It is opposed to weak scalability for which a constant processing power is used on
increasingly more expensive problems (in CFD this would be done with increasing the
cell count). Strong scalability has been chosen because it is more relatable and useful in
an engineering context where the cell count is dictated by the desired accuracy and the

core count is then selected based on the efficiency of the particular solver and hardware.

8.2.2 DCI computation

In the present implementation, the DCI and IBLANK information are computed by the
external library Suggar+- in serial. In a computation with mesh motion, the DCI needs
recomputing at every time-step and Figure 8.1 shows the time taken as a percentage
of the CFD computation depending on the number of cores used for the flow solver

(Suggar++ always using a single core).

The lack of scalability is apparent from the increasing relative time compared to the
CFD computation, and goes up to 30% when 1000 cores are used. On such a mesh,
due to the scalability of the CFD solver itself, simulations are usually run on 500 to 750
cores leading to an overhead of around 20 to 25%. Then, Figure 8.2 shows the library
runtime relative to the grid cell count for both the recirculation bubble case and the
rudder behind propeller one. Besides the different cell counts between the two cases, the

complexity of the assembly also increases with the rudder propeller case having three
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grids and the presence of bodies (centre board, propeller and rudder). In both cases, the
library seems to scale linearly with the cell count but with a steeper gradient on more
complex cases. Finally, on the rudder behind propeller case running on grid G4 (37M
cells) on only 500 cores, the DCI computation running each time-step takes about 30%

of the total runtime.

In both cases, the DCI computation takes a significant amount of time relative to the
CFD solver itself and is increasingly more expensive as the number of cells increases,
because, unlike the solver, it won’t benefit from using more cores. In practice, however,
when the meshes motion is periodic, like in this work, the DCI does not need to be
computed as part of the CFD computation. Here, as explained in section 4.3, IBLANK
cache files are used to isolate the DCI computation from the CFD one. The DCI is then
run on a minimal amount of cores and for only a single period. When the motion is not
pre-determined, other methods like presented in Martin et al. [71] or Shen et al. [115]

can be used to reduce the CFD solver idle time.
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Ficure 8.1: Time taken by Suggar++ when computing the DCI at every time-step as a per-
centage of the CFD solver’s time when running the recirculation bubble test case on Grid 160.
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F1GURE 8.2: Wall clock time taken by Suggar++ to compute the DCI depending on the grid
cell count for two different sets of meshes assemblies.
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8.2.3 Donor search and interpolation

In this implementation, after the computation of the DCI, which provides the location
of fringe, hole and in cells, the donor search is performed by the CFD solver, then
followed by the computation of the interpolation itself. In this section, the performance
of the interpolation is discussed before the donor search method as, depending on the
interpolation scheme, a different amount of donor cells are required influencing the

performance of the search.

8.2.3.1 Interpolation

For the interpolation performance, the timing considers the parallel exchange of donor
cells field data and the interpolation computation itself, either by computing inter-
polation weights, computing the interpolated value directly or just using the already
computed interpolation weights depending on the scheme. The interpolation step is
concluded with the parallel exchange of the interpolated values to the process that re-

quires them.

Figure 8.3a shows the strong scalability of interpolation schemes computation. The
wall clock time is scaled based on the serial computation (using a single core). And,
apart from the scalability of the different schemes themselves, the Total time line shows
the scaling of the rest of the CFD code. With the solid black line denoting an ideal
scalability, the CFD code scalability is seen to degrade slightly faster when using more
than 600 cores.

Amongst the schemes tested, the Barycentric interpolation is the one that scales the
best, with constant scalability even at a high core count. All the other schemes show
similar levels of poor parallel scalability. This scalability behaviour is explained by the
way the parallelisation is implemented. Like most finite volume method CFD codes, the
solver uses domain decomposition where each core gets only a part of the full grid. In
the current implementation, when using overset meshes, the interpolation is computed
by the process that stores the first donor cell to minimise parallel communications.
Since the donor cells are not scattered evenly in the entire domain, different loads are
experienced by different cores, thereby affecting the scalability. This is shown in Figure
8.4 where the scalability of the most loaded core (in number of interpolations to perform)
is plotted against the number of cores and compared with the scalability of the Least
squares computation. This ‘Max core load’ number depends only on the mesh, the layout
and the domain decomposition but not on anything hardware specific. From this plot,
a close relation between the most loaded core and the scalability of the interpolation is
seen. This suggests that the poor scalability is mainly related to the load balancing of
the interpolation but to the parallel communication, for example. However, a different

load balance method spreading the load over a wider range of cores should improve
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F1cURE 8.3: Scalability and timing of different interpolation schemes compared to the CFD
computation without overset (dashed line on scalability plot). The solid black line on shows
ideal scalability.

scalability but also increase communications of donor cells field data. From this zoomed
in plot, one can also note that the scalability is quite consistent over the range of process

used as it forms a straight line.

The Barycentric interpolation is using a slightly different parallelisation method com-
pared to the other schemes. It makes it scale very well, but it also makes it more
time-consuming. Figure 8.3b shows the relative time each interpolation takes compared
to the full CFD computation. The Barycentric interpolation is the most expensive out
of all the tested schemes, especially at low core counts. Furthermore, the poor scalability
of all the other schemes does not have a large influence on their timing. Overall, the
timing degrades from 1 to about 50 cores, but stagnates when using more. Once again
this is related to the domain decomposition, once the domain is subdivided enough to
have some cores filled with donor cells, using more cores will keep a good scalability

only reducing the amount of work done by each core.

To summarise, except for the Barycentric interpolation, the interpolation does not need
more than 8% of the total time, with a minimum of 2% for the Nearest cell gradient,
making the use of 2 or 3" order schemes affordable and in some case even cheaper

than 15¢ order Inverse distance.

751
% s (/e | Total time
; —— Least squares 2
5 251 — Max core load
s

0_
0 250 500 750 1000
Npra(‘,

FIGURE 8.4: Scalability of the Least squares interpolation and of the number of interpolation
computed by the most loaded core.
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8.2.3.2 Donor search

For the donor cell searching, the timing includes the entire algorithm detailed in section
4.3.2 with the search for donor cells themselves plus a final parallel communication step
to prepare the future interpolation. Similar to the interpolation performance analysis,
Figure 8.5a shows the strong scalability of the donor search. This time, the scalability
is worse than earlier as it is only 20 times faster on 1000 cores compared to 1. The
scalability itself, however, is not really influenced by the amount of donor cells needed.
Nonetheless, similar to the interpolation, even though the scalability is not ideal, the
actual time taken by the algorithm is not dramatically high as shown in Figure 8.5b with
a maximum below 3% of the total CFD computational time. It is also important to note
that, once the first donor cell is gathered, the subsequent donor cells are a lot cheaper
to collect. For example, requesting 15 donor cells is only about 20% more expensive
than requesting a single domnor cell. This again makes schemes that need more donor
cells affordable.

...... Total time
—— 34 donor cells

25 donor cells

S

Scaling (t1/ty)

1ls
11s
—— 18 donor cells
—— 10 donor cells

—— 1 donor cell

0 250 500 750 1000 0 250 500 750 1000
“me(- N, proc
(A) Strong scalability (B) Timing relative to Total time

FIGURE 8.5: Scalability and timing of the donor searching methods compared to a CFD com-
putation without overset (dashed line on scalability plot). The solid black line on shows ideal
scalability.

8.2.3.3 Combined performance

Finally, Figure 8.6 shows the combined time taken by both the donor searching and
the interpolation itself taking into account the differences in donor cells requirements of
each scheme. Overall, the fastest scheme is the Nearest cell gradient since it needs only a
single donor cell and is trivially easy to compute, i.e. no system to solve like polynomial
based schemes. More complex schemes like Least squares, however, only take 8% of the
total time at most for a degree 2 (3' order scheme). The Inverse distance scheme, is
seen to take between 5 and 7% of the total time depending on the number of donor cells
required making it more expensive than the Nearest cell gradient but a cheaper option
compared to the Least squares scheme. Even though this scalability study was done
on the recirculation bubble test case, the rudder propeller one present similar results as
shown with Figure 8.7, extending the findings to a largely different mesh assembly and

cell counts.
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FIGURE 8.6: Time taken by both the donor searching and interpolation for all the tested
schemes.
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FI1GURE 8.7: Time spent in overset related functions as a percentage of the total computation
runtime for mesh G4 of the rudder propeller test case when using 500 cores.

8.3 Iterative convergence

The coupling between the different meshes modifies the system of equations as, for ex-
ample, fringe cells do not depend on their direct neighbours. In this implementation the
coupling is done explicitly, meaning that, as explained in Chapter 4, interpolated values
are placed on the right hand side of the system corresponding to each fringe cell. While
being easier to implement and requiring less parallel communications than an implicit
coupling, it degrades the iterative performance of the solver by less tightly coupling the
different meshes. In fact, interpolated data is updated only once per outerloop. In this
section, the number of outerloops for reaching a Lo, norm of 1076 for all the equations
residuals for the recirculation bubble test case is analysed. In this work, the momentum
and turbulence equations were solved using the GMRES algorithm, and the pressure
correction was solved with a CG solver. A block Jacobi pre-conditioner was used for all
equations. It has to be noted that every computation done here uses the same under-
relaxation parameters which may not be optimal, and individual runs could potentially

be optimised to have better convergence behaviour.

Figure 8.8 shows the average number of outerloops needed for each computation as
well as the difference with the non-overset run. Overall, layout L1 has better iterative
convergence as, consistently, the different schemes need fewer outerloops to converge
than on layout L2. Based on these results though, it is hard to draw a clear conclusion
for each scheme. It appears that the convergence order or accuracy of the scheme does

not play a significant role in the iterative convergence. This can be observed as the
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Inverse distance scheme converges as well as a degree 2 Least squares. The degree 1
Least squares on layout L2 here shows a poorer convergence though, it was also having

higher errors as presented in section 6.2.

Compared to the case without overset, however, it is clear that the coupling requires,
in this case, about 50% more outerloops to achieve similar convergence. Since there is
no reason for an implicit overset coupling to perform better than a single mesh com-
putation, this means that, at most, the wall clock time could be reduced by around
30%. Concerning the comparison of the different schemes, it is safe to say that they do
not affect meaningfully the iterative convergence unless a clear divergence behaviour is

witnessed (like with layout L2 and Least squares 1).

% relative to No overset
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No overset

Inverse distance 7
Nearest cell gradient
Least squares 1
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Barycentric 2
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Number of outer-loops

FI1GURE 8.8: Average number of outerloops needed to converge each time-step to L, residuals
of 1076 for each equation. Results are presented for layout L1 and L2 of the recirculation bubble
manufactured solution on Grid 80.

8.4 Conclusion

In this Chapter, the different components affecting the performance of an overset com-
putation were analysed. In this implementation, the lack of parallel scalability of the
DCI computation resulted in an overhead of 20 to 30%, which could increase on more
complex cases or if more cores are used. This means that any method to either reduce
the amount of calls to the DCI or to reduce the idle time can have a large impact on the
overall wall clock time. This is the reason why the IBLANK cache system was designed
and used in all the test cases of this work, allowing to precompute the cell status data
whenever the mesh motion can be predicted (like the periodic motion of the propeller’s

rotation).

Next, the interpolation and donor search, even with their non-ideal parallel scalability,

has less than 8% overhead for the 3¢ order Least squares scheme. 15% order Inverse

2nd

distance is slightly cheaper with 5% to 7% overhead, and the order Nearest cell
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gradient only has a 3% to 5% overhead. These differences, below 5% of a computation
runtime, are small enough to justify the use of high order schemes for any overset
computation. The benefits in terms of accuracy, reduce spacial and temporal noise and
better mass conservation give them a clear advantage over their 15 order counterparts.
Interestingly, using only a single donor cell, the Nearest cell gradient scheme is both

ond grder versus 150 order for

cheaper than the Inverse distance and more accurate (
Inverse distance). Higher order Least squares, due to the larger number of donor cells
required and more complex scheme itself is more expensive with 10% to 12% overhead,
close to the Barycentric interpolation. Though in both these cases the added cost
does not give improved accuracy compared to 3" order Least squares making them less

relevant for CFD solvers with 2°4 order spacial discretisation.

Finally, regardless of the interpolation scheme used, the explicit coupling of the meshes
means that iterative convergence is affected, and, with the recirculation bubble test case,
leads to 50% more outerloops compared to the same case without using overset. This
performance hit can be partially compensated by using implicit coupling, at the cost of

more expensive innerloops.
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Chapter 9

Concluding remarks

9.1 Conclusion

Design and implement a novel overset method for unstructured grid solvers
targeted to maritime applications.

The overset method is a powerful and essential feature of modern CFD software. It
enables complex motions of multiple bodies, which is not feasible with other techniques.
This project aimed to develop a new, efficient, and accurate method specifically for mar-
itime applications. This was achieved by combining the reliability of external libraries for
hole cutting computation and in-house development for integration, donor search, and
interpolation. This architecture allowed for state-of-the-art features and versatility in
interpolation methods. The accuracy and reliability of the overset method were tested
on a variety of test cases, from academic examples like a low Reynolds 2D Poiseuille
flow to complex industry applications like rudder-propeller interactions. Additionally,
efforts were made to improve the method’s performance, and both serial and parallel

performance were measured.

Assess the robustness, accuracy and efficiency of overset methods.

In details, the robustness of the method, and of the interpolation schemes in particular
was assessed first on a dedicated isolated test for polynomial schemes, and through-
out the work by varying the mesh topologies and test cases. It was found that the
Polynomial and Polynomial tensor schemes often resulted in high errors due to the res-
olution of an ill-conditioned system, particularly at high interpolation order. The Least
squares scheme, on the other hand, even if also based on polynomial functions, could
be made robust by using a larger number of donor cells. Depending on the meshes and
interpolation order, from 1.5 to 2.5 more donor cells than the number of unknowns were
required to guarantee its accuracy. All the other interpolation schemes tested were either

bounded by construction, meaning that they cannot present large errors, ensuring their
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robustness, or were based directly on the solver’s gradient computations, also offering

good robustness.

Interpolation always introduces errors. In the context of a computation using the overset
method, these interpolation errors are directly present in the domain on fringe cells
and affect the solution. Studying them is an essential step in any simulation involving
the overset method. In this work, the different interpolation schemes were tested on
three main test cases. The first two, a Poiseuille flow and a high Reynolds number
manufactured solution of a recirculation bubble, allowed for code Verification as the
exact solution for each of the fields was known. These test cases permitted to quantify
and qualify accurately the errors present in the solution, allowing for discretisation and
overset interpolation errors to be isolated and studied. From these, it can be determined
whether or not the overset interpolation errors are higher than the intrinsic discretisation
error coming from the mesh discretisation. Moreover, the convergence characteristics of
the different errors can be specified using different cell sizes. Having an exact solution
also allowed for the direct visualisation of errors, their propagation, pattern, smoothness
etc. These findings from the first two test cases allowed for a better analysis of the final
test case of this thesis, the interaction between a rudder and a propeller, for which, like
in any industrial test case, no exact solution is known.

The importance of the method of manufactured solutions was highlighted by the fact
that most conclusions drawn from the rudder-propeller test case were already known
from the recirculation bubble test case. Because they can be designed to be realistic
and close to particular problems and conditions they are an ideal tool to generalise and

investigate errors in detail.

Finally, performance and efficiency of the implementation is essential for industrial use.
For this reason, development efforts were focused at minimising parallel communications
both in terms data being exchanged and number of communication steps, reducing cache
misses, and optimising serial performance. In this work, the external library Suggar—++
was used for the hole cutting to get cell status and the donor search and interpolations
are both done inside the CFD solver. This architecture allowed to rely on the proven
robustness of the library in terms of mesh assembly for complex cases and to keep
complete control over the interpolation itself, which is a core component of the method’s
accuracy. While the library’s parallel performance could be seen as a bottleneck, the
donor search and interpolation computations were measured to take at most 8% of the

ond order Nearest

total runtime for a 3' order Least squares interpolation or 4% for the
cell gradient scheme. These low relative performance overheads allow to recommend

these interpolation methods.
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Draw guidelines on the usage and implementation of the overset method for
maritime applications.

From the analysis of the robustness, error quantification and qualification, and perfor-
mance as well as the variety of test cases used general guidelines concerning the overset
method usage and its development in the context of finite volume unstructured grid

discretisation CFD codes can be drawn. They are presented here:

e 15¢ order interpolation schemes, such as Inverse distance, should be avoided. They,
most of the time, provide worse accuracy without being faster than some of their
2nd or 3' order counterparts. In cases where the interpolation error can be mea-
sured, they do not maintain the 2" order convergence of the code spacial discreti-
sation scheme. In addition to generating larger errors, they produce more noise in
both space and time, which, with moving meshes, translates to the production of
high frequency variations of integral quantities that can be particularly detrimen-
tal when acoustic data is required (or absolute values of the pressure, in general).
However, the results from 15 order interpolation schemes should not be completely
discarded. On complex flows, such as the rudder-propeller interaction, comparing
time averaged integral quantities like force coefficients does not show a signifi-
cant difference with other, higher order, schemes. This is because, on such cases,
the discretisation error is higher than the overset interpolation error, and time

averaging reduces the effect of the high frequency oscillations.

e 2" and 39 order interpolation schemes are both viable options for overset in-
terpolation. The choice between them should then be directed by their different
accuracy-performance balance. The 2" order Nearest cell gradient, by using a
single donor cell, is the most affordable option as it requires only around 3-4%
performance overhead for the donor search and interpolation. However, it does
not perform as well as 3" order schemes at low Reynolds number and, in general,
shows slightly worse mass conservation properties. To overcome these limitations,
the 3" order Least squares scheme is the best option tested in this work. By us-
ing an overdetermined system with more donor cells than unknowns, it maintains
good robustness compared to other polynomial based approaches, especially when
the donor search cannot take advantage of the topology of a structured mesh.
Moreover, it is still a viable option with only about 8% performance overhead. It
also resulted in interpolation errors one order of magnitude lower than the dis-
cretisation error (for the recirculation bubble test case), making its impact on the

solution’s accuracy minimal.

e 41 order and higher interpolation schemes are not necessary for overset interpola-

2nd

tion when the solver’s discretisation is order, as they do not improve accuracy

4th

and are more expensive than 3" order schemes. Using the order Least squares

scheme, however, resulted in a slightly ‘smoother’ field.
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e Limiting the donor search to only the first layer of neighbours, as it is done in
most implementations, can be detrimental to the robustness of Least squares in-
terpolation. Allowing to gather more donor cells reduces the probability of high
errors without being much more expensive. Indeed, since the search for the first
donor cell is the bottleneck, subsequent new donor cells can be gathered using the

mesh’s topology at a minimal cost, even on unstructured grids.

e Parallel performance limitations of explicit hole cutting computations can be par-
tially circumvented by using a cache system when possible (e.g. on periodic mo-
tion). Otherwise, a well parallelised explicit approach or other bypass mechanism
(such as the lagged system presented in [115]) should be considered. Without scal-
ability, the DCI computation in this implementation can accounts for 30% runtime

overhead and increases with core count.

Help the research community by producing opensource tools to assist code
Verification and uncertainty quantifications.

Verification has been a core component of this research and the source of most of the
conclusion drawn. For this reason, the tools developed and used as part of it were
made open source to help future research, not necessarily aimed at the overset method.
This includes PyMMS [65], a python library that generates compilable code for the
source terms of manufactured solution. The Navier-Stokes equations, as well as Spalart-
Allmaras and one equation eddy viscosity model by Menter, are implemented, and the
architecture allows for easy addition of extra models. Then, PyTST [66] is a library
and interactive graphical interface that implements the Transient Scanning Technique

to assess statistical uncertainty and detect transient portion of a signal.

Push for higher error analysis standards in maritime CFD.

In addition to the findings and conclusions, this work also aims to showcase the benefits
and capabilities of Verification and Validation for CFD in the hope that more compara-
tive studies will be done in the future. Additionally to analysing errors, they help build
trust in the methods and provide a clearer path for further investigations as bottlenecks

and shortcomings are identified.

9.2 Future work

The findings of this work lead to several ways to continue the research. First, the
tool made to generate manufactured solution can be used more extensively. Following
the collaboration with Gomes et al. [45], which lead to the production of a wind tur-
bine manufactured solution, more realistic manufactured solution could be designed and
published to serve as baseline cases for the study of overset or CFD solvers in general.

Then, it would be worthwhile to investigate the use of an implicit coupling instead of an
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explicit one, as it should improve iterative convergence at the cost of more expensive in-
nerloops. An implicit coupling can reduce wall clock time and since most of the schemes

were designed to use interpolation weights, they would not need any adaptation.

The work on error analysis and the influence of different interpolation methods should
be continued for free surface flows. Manufactured solution could also be designed for
these cases and used to test the implementation and behaviours of the interpolation
schemes. The donor search might also require some adaptation as donor cells from
one phase should not be used for the interpolation of another phase. Constraining the
donor search to a single phase is a possibility to explore. Lastly, the large difference in
density between the different fluids (1000:1 for water-air free surface) means that mass
conservation can become a more important issue. Therefore, mass conservation methods

should be investigated for such cases.

Over the years, several method for conserving mass with overset computations have
been published, but no ubiquitous method seems to have emerged. Each publication
designing and testing a new method. A study comparing different methodologies in
terms of accuracy, spurious oscillation dampening, performance and ease of integration

into existing solvers should be undertaken.

As seen in Chapter 8 on performance, the parallelisation of the interpolation could be
improved with better load balancing at the cost of more inter-process communication.
A balance between load balance and communication could be found to improve overall
performance. Moreover, implicit hole cutting libraries should be further investigated or

developed as they benefit from better parallel performance.

Finally, Validation should be continued and performed on a larger variety of industrial

cases to potentially expand the conclusions of this work.
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Appendix A

Implicit formulation of

Polynomial schemes

To be able to use an implicit coupling, the interpolated value need to be a linear com-

bination of the donor cell values, therefore under the form:

N
d(z) = 3 wid(@i), (A.1)
=1

with w; the interpolation weights.

A.1 Polynomial and Polynomial Tensor schemes

In section 4.4.4.1, the system to be solved is:

[Agm]lax] = [rhsp], 1< k,m<N. (A.2)
With
rhsy = ¢(k)

By inverting the matrix A, one can get explicitly the « coefficients:

N
ap =Y Alo(xi) (A.4)
=1
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And reconstruct the polynomial function:

With
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A.2 Least Squares scheme

In section 4.4.5, the Nierms X Nierms System needed to be solved is:

[Alym“al] = [rhle 1 S la m S Nterms

With:
N
Ay = Fi(@i)F,
i=1
N
rhs; = Zﬂ(wz)gt(azz)
i=1

By inverting the matrix A, one can get explicitly the « coefficients:

Nte'r'ms

Z A];llrhsl
Nte'lms
Z Akl (ZFl ;) )

Then the complete polynomial function can be reconstructed:

Nterms

d@) = Y opFi(w)

k=1

Nterms [ Nterms
-3 S (3 ateetn)

1

]I\c[: Nierms Nierms
S Ema( )

k=1 =1

Fi.(x)

With
Nte’rms Nterms

=1

(A.9)

(A.10)

(A.11)
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Appendix B

Recirculation bubble

manufactured solution equations

This appendix presents the manufactured solution designed by Ega et al. [35] for a high

reynolds recirculation bubble.

The domain is an empty box, with a wall at the bottom (y = 0) and the flow going in
the x direction. The inlet is at z = 0.1 and outlet at x = 1. The domain expands in
the z direction from z = 0 to z = 1. Each quantity is composed of two parts, a base
flow, and a perturbation flow. The base flow defines a typical turbulent boundary layer
flow and stays constant over time and throughout the domain in the z direction while
the perturbation flow represents the recirculation bubble, and evolves in time and in the

z-direction.

ftime defines the time variation of each quantity. As presented in Equation B.1, it is a

sine wave oscillating between 0.2 and 1 with a period T

Frime () = 0.2+ 0.4 (1 + sin <7r <2Tt - 0.5))) : (B.1)

The base flow for the z component of the velocity is defined in u? (Equation B.2) and
represents a boundary layer flow. The shape of the recirculation bubble itself is defined
using three parameters, ai, as and as describing respectively the magnitude of the
bubble, the location of centre of the bubble (x = 0.5, y = 1/a2) and finally the decay
of the bubble with distance to x = 0.5. uf (Equation B.3) defines this 2D recirculation
bubble.

3
ul (z,y) = Z aj' - tanh (a;‘yx_b?Rel_b?) (B.2)
i=1
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ub (z,y) = (1 — tanh (a3 (xz —x+0.25))) arye %Y (B.3)

The x component of the velocity u, is defined in Equation B.4. wu, is defined in Equation
B.5. And finally, u, (Equation B.6) is defined from u, and u, to satisfy the continuity

equation.

ux(xvya 2, t) = u?e(xvy) + uﬁ(w,y) ’ SinQ(ﬂ'Z) : ftime(t) (B4)

oul  sin*(27z)

o : A : ftimE(t) (B5)

uz(:l:)y? th) =

Y ou, Ou,
0 aﬂf 82’

uy(xayaz7t) = - dy (B6)

The pressure field is defined in order to have a zero gradient normal to each domain
boundary, and a pressure of 0 at the outlet (z = Zq42). Equation B.9 defines C),

similarly to u,, a base flow is added to a fluctuating in time and in the z direction

component.

X Tmin T Tmax x?nam ‘/Eminl‘%mm

P(z)=z|z| s ————— | + TminTmaz | + 1+ — (B.7)
3 2 6 2
3
P 2 (g _ ymax) 1 M B.S
() =y (4 - o) 14 U (B3)
Cp(x7y7zat) =P log(Px) : ZOQ(Py)+
3T T — Toin )2 9 <7T Y ) .9

Py-cos| — ———— | -cos”| —=- csin(mz) - frime(t B.9

Finally, the eddy viscosity is defined to have a near wall behaviour close to the wall
(y = 0) and decays exponentially in the outer region as defined in Equation B.12. One
can note that Equation B.12 is different from the one found in Eca et al. [35]. The one

implemented in this work follows the source code used by the solution’s authors.

L (1 + (a‘f + ad - tanh (ag (332 —z+ 0.25)) — 1)) Wftime (t) (B.10)
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Oouy
Jdy

y+(x,y,z,t) =4/ Re- O.y (Bll)
y:

eiy.pfm_REOQ

o (B.12)

vz, y,z,t) = ((ky" = Pout) + Pou

The different variables being used in the current study are shown in Table B.1, they
follow case A from [35].

TABLE B.1: Variables being used in the recirculation bubble manufactured solution (case A

from [35])
Variable Value
T 5
Re 107 i 1 2 3
]13 30205 a;  -140 40 16
xb. 0'1 a? 0.35 0.4 0.25
xmm 1' ai 0.0792 0.000063 0.005
ymax 0 by 0.2 0.2 0.2
Ymaz 0.4 :
ﬁout 1
K 0.41

The following source code implements the equations presented in this section in Sympy
and runs PyMMS [65] to generates the fortran source file containing the source terms of

this manufactured solution.

from sympy import *
from PyMMS import PyMMS

i = symbols(’i’, integer = True)

X, ¥y, 2, t = symbols(’x y z t’)

HHHHHHHAHRHH AR R R AR R R AR R B AR R BB R R AR R S
# Case initialisation
HAeHHHSHHHASHBHSHHH AR B RS HH R SR B RS SHHH SRS
# user defined variables:

T = symbols(’Period’)

Re = symbols(’Re’)

3 As_1, As_2, As_3 = symbols(’As_1 As_2 As_3’)

Acp_1, Acp_2 = symbols(’Acp_1 Acp_2’)
rho = symbols(’Rho’)

7 # Definition of default values

global_vars = [(Re, 10%%7),
(As_1, -140),
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20 (As_2, 40),

21 (As_3, 16),

22 (Acp_2, 0.25),
23 (Acp_1, 500),
24 (T, 5),

25 (rho, 1)1

27 # Common variable for the test case
28 Nu = 1/Re # L=1 and V=1

30 # Domain start

31 Xmin = 0.1

33 # Domain end

34 Xmax = 1

36 # Domain height (Ymin=0)
37 Ymax = 0.4

39 # Eddy viscosity at outlet

410 Emext = 1

12 As = [As_1, As_2, As_3]

43 Al = Array ([0.0792, 0.000063, 0.005])
44 B1 = Array([0.2, 0.2, 0.2])

45 Alf = Array([0.35, 0.4, 0.25])

16 Aem = Array([0.4, 0.6, 10])

47 A1l = A1[i]l*Rex**x(1-B1[i])

49 HHHHASHEHASHEHEHHEH AR HLEH AR B S H AR B HEHHSHE
50 # Definition of field functions
51 HRHHSHAHHEHAH BB AR BB AR AL H AR BB SR BB EHE#H

53 H#HHHHHAHHHHH AR AR AR HAHAHRBHAHAS
54 # time component
55 Ftime = 0.2 + 0.4*(1+sin(pi*(2*t/T-0.5)))

57 HHEHHHHHAAHFHAAHSHAAHSHAAHHHARAHS
58 # Ums

50 Al = Al[il*Rex**(1-B1[il)

60 T1 = Alxy/x**B1l[i]

61 Upms = tanh(T1)

62 Byus = As[0]*y/exp(As[11*y)

63 Bxus = 1-tanh(As[2]*(x**2-x+0.25))
64 Usms = Bxus*Byus

66 Ums = Sum(ALlf[i]*Upms, (i, O, 2)) + Usms*sin(pi*z)**2*xFtime

68 HHHHHASHSHHSHSH UG H S U H AR HSHARH
69 # Wms

70 Wms = Derivative (Usms, x)#*sin(2*pi*z)**2/(4*pi)*Ftime
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HHHAHHHAAH AR AAHHHRAR S B RAHHHRRHS

# Vms = - Integral(Derivative(Ums, x)+ Derivative(Wms, z), (y, 0, y))

Byvs

Vsms

Vpms

As [01*(y+1/As[1])/As[1]/exp(As[1]*y)
(Byvs-As [0]/As[1]**2) *Derivative (Bxus, x)
Bl[i]*x**(B1[i]l-1)/Al1*log(Upms+1) + Bl[il*xy*(Upms-1)/x

Vms = Sum(Alf [i]*Vpms, (i, O, 2)) + Vsms*(sin(2*pi*z)*cos (2*pi*z)+sin(pix*

z) **x2) *Ftime

HEHHAHBHHAHBA B AR BB AR BB RS RS HAH

# Cp
Pcpx
Pcpy
Pcpsx

1.5*%(x

Pcpsy

x*(x*(x/3-(Xmin+Xmax) /2) +Xmin*Xmax) +1+Xmax**3/6-0.5*xXmin*Xmax **2
y*y*(y/3-0.5*xYmax)+1+Ymax**3/6

-Xmin) *pi/(Xmax-Xmin)

0.5xpi*y/Ymax

; Cpms = Acp_1*log(Pcpx)*log(Pcpy) + Acp_2*(cos(Pcpsx)**2 x cos(Pcpsy) **2)*

sin(pix*z)**2*Ftime

# Nu_t_tild

 HHHARHHHAAHHHARAH AR SR AAR SR AAHHS

Gx = tanh(Aem[2]*(x*%*2-x+0.25))
Fx = (1+(Aem[0]+Aem[1]*Gx-1)*Ftime*sin (pi*z)**2)/x**0.8

2 Pdl = Fx*y*Rex**0.2

TWMS = diff (Ums, y).subs([(y, 0)])
Yplms = sqrt(Re)*sqrt (TWMS)*y

Nu_t_tildms =

(exp(-Pdl)*(0.41*Yplms -Emext)+Emext)/Re

HAHBAHHABABRAHAH AR R AR AR B RSB B RSB H RS RS RS

# MMS generation and export
HURBHAFAHABHAR AR BHARAH AR R AR AR AR HAHAH R RS

mms = PyMMS (Nu

=Nu,

rho=rho,
U=Unms,
V=Vms,
W=Wms,

P=Cpms,
Nu_t_tild=Nu_t_tildms,

wall_dist=y,
turbulence_model="SA-noft2")

> mms.compute_sources ()

mms . export_module ("MMS-SA-noft2.F90",

global_vars=globa1_vars)

ALGORITHM B.1:

Source code for the definition of the recirculation bubble manufactured
solution using PyMMS [65].
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