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Abstract—Simultaneously transmitting and reflecting reconfig-
urable intelligent surface (STAR-RIS) assisted non-orthogonal
multiple access (NOMA) communication systems are investi-
gated in its vicinity, where a STAR-RIS is deployed within
a predefined region for establishing communication links for
users. Both beamformer-based NOMA and cluster-based NOMA
schemes are employed at the multi-antenna base station (BS).
For each scheme, the STAR-RIS deployment location, the passive
transmitting and reflecting beamforming (BF) of the STAR-RIS,
and the active BF at the BS are jointly optimized for maximizing
the weighted sum-rate (WSR) of users. To solve the resultant
non-convex problems, an alternating optimization (AO) algo-
rithm is proposed, where successive convex approximation (SCA)
and semi-definite programming (SDP) methods are invoked for
iteratively addressing the non-convexity of each sub-problem.
Numerical results reveal that 1) the WSR performance can
be significantly enhanced by optimizing the specific deployment
location of the STAR-RIS; 2) both beamformer-based and cluster-
based NOMA prefer asymmetric STAR-RIS deployment.

Index Terms—Beamforming design, deployment design, multi-
antenna NOMA, STAR-RIS.

I. INTRODUCTION
Next-generation wireless networks are expected to cope

with the explosive proliferation of wireless devices in a
spectral- and energy-efficiency manner, which requires the de-
velopment of revolutionary techniques [1]–[3]. Among others,
as a planar meta-surface having a large number of recon-
figurable passive elements, reconfigurable intelligent surfaces
(RISs) constitute a promising technology, which is capable
beneficially ameliorating the propagation of the incident signal
by adjusting the phase and amplitude of each element, hence
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facilitating the creation of conducive environments [4]–[8].
However, conventional RISs are only capable of reflecting
signals, hence only users roaming in the 180◦ half-plane can
be supported at the same side of RISs [9], [10]. As a remedy,
a novel category of RISs, known as simultaneously transmit-
ting and reflecting RISs (STAR-RISs) have been proposed,
where the incident signals can be simultaneously transmitted
and reflected towards users roaming at both sides of RISs
[11]. Therefore, compared to reflecting-only RISs, STAR-
RISs are capable of achieving full-space coverage as well as
introducing new degrees-of-freedom (DoFs) for enhancing the
performance [12].

On the other hand, the power-domain (PD) non-orthogonal
multiple access (NOMA) has been widely advocated for
enhancing the spectral efficiency (SE) and connectiv-
ity [13]–[16]. By serving multiple users in the same
time/frequency/code resource block, both beamformer-based
and cluster-based NOMA improves an efficient use of the
spectrum efficiency beyond that of conventional orthogonal
multiple access (OMA) techniques [17]–[19]. Depending on
whether a beamformer is used to serve a single or multi-
ple users, the current multiple-antenna NOMA transmission
schemes can be classified into two categories: beamformer-
based NOMA and cluster-based NOMA strategy [20], [21].
To be specific, the beamformer-based NOMA allocates a
beamforming vector to each user, and users with high decoding
order have to decode the low-order users’ signals, which
results in a high successive interference cancellation (SIC)
complexity, as well as a performance degradation [22]. There-
fore, the beamformer-based strategy is effective for serving
a moderate number of users having similar channel quality.
Cluster-based NOMA separates users into multiple clusters,
where each cluster is allocated the same beamforming vector
and SIC is carried out within each cluster [23]. Therefore, it is
capable of supporting a large number of users by appropriately
assigning users into clusters. As a further advance, the appli-
cation of NOMA strategies in STAR-RIS assisted networks
has been envisioned as a promising network structure, where
substantial benefits can be achieved: NOMA makes efficient
use of the spectrum in STAR-RISs aided networks; STAR-
RISs are beneficial to NOMA for offering full-space cover-
age, while improving diversity gain and the decoding order
flexibility of NOMA [24].
A. State-of-the-art

1) Studies on STAR-RISs: Recently, STAR-RISs and their
diverse variants have emerged as promising techniques for
networking performance improvement [25]–[29]. In [27], Mu
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et al. studied the power consumption minimization problem of
STAR-RIS aided uni-cast and multi-cast transmission systems.
In [28], Xu et al. proposed a pair of channel models for the
near- and far-field regions of STAR-RIS assisted networks
and the corresponding outage probability expressions were
derived. In [29], Niu et al. proposed a joint passive and
active beamforming (BF) design in the downlink of STAR-RIS
assisted networks for the maximization of the weighted sum
secrecy rate. Due to their nearly-passive mode of operation,
channel estimation in STAR-RIS assisted wireless systems is
a challenging task. To address this issue, numerous efficient
channel estimation schemes have been proposed for conven-
tional RISs [30]–[32], which can also be readily employed for
STAR-RISs. As a further advance, in [33], Wu et al. studied
an efficient uplink channel estimation design conceived for
STAR-RIS-assisted systems, where the pilot sequences, power
splitting ratio, and training patterns are jointly designed to
minimize the channel estimation error.

2) NOMA in RIS/STAR-RIS-assisted Networks: The perfor-
mance gains of combining NOMA and RIS/STAR-RIS have
been intensively investigated [34]–[39]. In [34], Liu et al.
investigated the advantages of employing both beamformer-
based and cluster-based NOMA strategies in RIS-aided multi-
user networks, where both distributed and centralized RIS
deployment were considered. In [35], Zhang et al. derived
the closed-form coverage probability expressions of RIS-aided
NOMA networks, quantifying the performance enhancement
of employing RISs. In [36], Zhang et al. considered the
energy efficiency maximization problem of the RIS-NOMA
downlink by alternately optimizing the BF at both the BS
and the RIS. As a brand-new topic, the combination of
STAR-RISs and NOMA has the potential of outperforming
RIS-NOMA networks in terms of SE [37]–[39]. Ni et al.
[37] investigated the STAR-RIS-aided uplink of heterogeneous
networks employing NOMA schemes, where a new successive
signal processing design was proposed for uplink interference
cancellation. In [38], Hou et al. proposed a STAR-RIS-aided
coordinated multi-point transmission (CoMP) assisted NOMA
system, where the active BF, passive BF, and detection vectors
are jointly designed for signal power enhancement and inter-
ference cancellation. In [39], Zuo et al. alternately optimized
the power allocation, the active and passive BF at the BS and
the STAR-RIS in the downlink of STAR-RIS-NOMA systems
for sum-rate maximization.
B. Motivations and Contributions

Although some authors have focused their attention on
the optimization of STAR-RIS assisted NOMA systems, the
positioning problem of STAR-RIS has not been considered. In
STAR-RIS assisted networks, the received signal suffers from
the propagation loss of both the BS-STAR-RIS link and of the
STAR-RIS-user link, often referred to in jargon as the “double
fading” [9], which is closely related to the location of the
STAR-RIS. Additionally, in contrast to the reflection-only RIS
whose total power is reflected regardless of its location, the
specific position of STAR-RIS is the main factor influencing its
transmission/reflection phase-shift matrix design. Hence it is
essential to optimize the location of the STAR-RIS for getting
the most out of its advantages.

Therefore, we focus our attention on the location design of
the STAR-RIS, and also take into account the joint active and
passive BF optimization for maximizing the weighted sum-
rate (WSR) of STAR-RIS assisted NOMA systems. The main
contributions of this paper are detailed as follows:
• We investigate a STAR-RIS assisted NOMA communi-

cation system, in which the STAR-RIS is deployed for
assisting the communication between the BS and users.
Depending on whether a beamformer serves a single or
multiple users, the beamformer-based and cluster-based
NOMA strategies are considered, respectively. Accord-
ingly, we formulate the joint beamforming and position
design for our WSR maximization problem of both
strategies, subjected to the specific SIC decoding order,
transmission/reflection power constraints, and minimal
required rates of users.

• For the beamformer-based NOMA, we decompose the
NP-hard WSR maximization problem into several sub-
problems, and develop an alternating optimization (AO)
based algorithm for jointly optimizing the deployment
location of the STAR-RIS, the active BF at the BS, and
the passive BF at the STAR-RIS. Specifically, the succes-
sive convex approximation (SCA) and semi-definite pro-
gramming (SDP) methods are employed for addressing
these sub-problems, and a two-step iterative algorithm is
designed for determining the STAR-RIS location.

• For the cluster-based NOMA strategy, the users in a
cluster are served by a common beamformer, and they are
distinguished by their different power allocation factors
(PAFs), which have to be optimized in addition to the
active BF, the passive BF, and the deployment location.
Then our WSR maximization problem is formulated, an
AO based algorithm is proposed for solving the resultant
non-convex problem, while taking the decoding order
design into account.

• Our numerical results demonstrate that 1) our proposed
STAR-RIS assisted NOMA system outperforms both its
OMA and reflection-only RIS counterparts; 2) the deploy-
ment optimization of STAR-RIS enhances the WSR; 3)
the STAR-RIS deployment location strategy varies from
different multiple access schemes. To be specific, OMA
prefers symmetric while NOMA prefers asymmetric de-
ployment1 among users.

C. Organization and Notation
The rest of this paper is organized as follows. The system

model and problem formulations are introduced in Section II.
The joint optimization design of both beamformer-based and
cluster-based NOMA is detailed in Section III and Section
IV, respectively. In Section V, our numerical results are dis-
cussed, demonstrating the performance enhancements attained.
Finally, Section VI concludes the paper.

Notation: Scalars are denoted by lower-case letters. Vec-
tors and matrices are denoted by bold-face lower-case and
upper-case letters. (·)T , (·)†, Tr(·) and Rank(·) stand for the
transpose, Hermitian transpose, trace and rank of a matrix, ‖·‖
and |·| denote the Euclidean norm and absolute value, CM×N

1deployed near a specific user.
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defines the complex space of M × N , while A � 0 means
that matrix A is a positive semi-definite matrix.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider the STAR-RIS assisted NOMA downlink illus-
trated in Fig. 1, where N single-antenna users are served by
an Nt-antenna BS. Specifically, as shown in Fig. 1, each user
is served with a BF in beamformer-based NOMA, while in
cluster-based NOMA, N users are assigned into Nc clusters
and the users in each cluster are served by a common BF. Since
we focus our attention on the location of the STAR-RIS, we
define the location of the BS at xB = (xb, yb, zb), the location
of the STAR-RIS at xs = (xs, ys, zs), and the location of the
i-th user at xi = (xi, yi, zi). The predefined deployment region
of the STAR-RIS is defined as xmin ≤ xs ≤ xmax, ymin ≤
ys ≤ ymax and zmin ≤ zs ≤ zmax. Furthermore, we assume
an energy splitting (ES) STAR-RIS composed of M =MvMh

elements, where Mv and Mh denote the number of elements
along rows and columns, respectively. The transmission and
reflection matrices are defined as Θt = diag (vt) and Θr =
diag (vr), where vt = [

√
βt1e

jθt1 ,
√
βt2e

jθt2 , . . . ,
√
βtMe

jθtM ],
vr = [

√
βr1e

jθr1 ,
√
βr2e

jθr2 , . . . ,
√
βrMe

jθrM ], {
√
βtm,

√
βrm}

and {θtm, θrm} denote the transmission/reflection amplitudes
and phase shift adjustments of the m-th element, which satisfy
βtm, β

r
m ∈ [0, 1], βtm + βrm = 1, and θtm, θ

r
m ∈ [0, 2π),∀m ∈

M ∆
= {1, 2, ...,M}2. In order to achieve the maximum

performance gain, the perfect channel state information (CSI)
knowledge of all channels is assumed to be available at the
BS.
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Figure 1: The STAR-RIS assisted NOMA system.

The channels of the BS-STAR-RIS link and the STAR-RIS-
user link are modeled as Rician fading channels, which can
be expressed as [9]

G =

√
ωB−S

1 + ωB−S
GLoS +

√
1

1 + ωB−S
GNLoS,

ri =

√
ωS−U

1 + ωS−U
rLoS
i +

√
1

1 + ωS−U
rNLoS
i ,

(1)

where ωB−S and ωS−U are the Rician factors of the
BS-STAR-RIS link and the STAR-RIS-user link, G ∈
CM×Nt is the channel between the BS and the STAR-
RIS. Furthermore, ri ∈ CM×1 denotes the channel between
the STAR-RIS and the i-th user, GLoS ∈ CM×Nt and
rLoS
i ∈ CM×1 represents the deterministic LoS compo-

nents, GNLoS ∈ CM×Nt and rNLoS
i ∈ CM×1 denotes the

Rayleigh distributed non-line-of-sight (NLoS) components [9].

2In conventional reflection-only RIS-assisted networks, a single reflection
phase shift adjustment for the m-th element is generated, which can be
expressed as θRISm ∈ [0, 2π), and the amplitude for each element is set
to 1.

In (1), GLoS can be expressed as a
(
φB−SA ϕB−SA

)
a†L
(
φB−SA

)
,

and rLoS
i can be expressed as rLoS

i = a
(
φS−UiA ϕS−UiA

)
,

where the array response vector (ARV) can be expressed

as a(φA, ϕA) =
[
1, . . . , e−j

2πdI
λ (Mv−1) sinφA cosϕA

]T
⊗[

1, . . . , e−j
2πdI
λ (Mh−1) sinφA sinϕA

]T
, and the array steer-

ing vector aL (φA) can be expressed as aL (φA) =[
1, . . . , e−j

2πdL
λ (Nt−1) sinφA

]T
[40]. In these equations, dI

and dL are the inter-element spacing, λ denotes the signal
wavelength, φA and ϕA denote the elevation angle-of-arrival
(AoA)/angle-of-departure (AoD) and the azimuth AoA/AoD,
which can be expressed as φB−SA = arcsin

(
zb−zs
‖xb−xs‖

)
,

φS−UiA = arcsin
(

zi−zs
‖xi−xs‖

)
, ϕB−SA = arccos

(
xb−xs

‖(xb−xs)1:2‖

)
,

and ϕS−UiA = arccos
(

xi−xs
‖(xi−xs)1:2‖

)
, where (·)1:2 denotes the

first two elements of a vector [9]. Furthermore, the large-
scale path-loss between the BS the i-th user is expressed
as Li = d−αB−Sd

−α
S−Ui [41], α is the path-loss component,

dB−S and dS−Ui denote the distance between the BS and
the STAR-RIS as well as between the STAR-RIS and the i-
th user, which can be expressed as dB−S = ‖xs − xb‖ and
dS−Ui = ‖xs − xi‖, respectively. Furthermore, we detail the
symbols used in this paper in Table I at a glance.

Table I: DESCRIPTION OF SYMBOLS

Symbol Definition

Nt Number of antennas at the BS

N Number of users

Nc Number of clusters in the cluster-based NOMA

M Number of RIS elements

xb Location of the BS

xi Location of the i-th NOMA user

xs Location of the STAR-RIS

βtm, βrm Transmission/reflection power of the m-th element

θtm, θrm Transmission/reflection phase shift of the m-th element

vt, Θt Transmission passive beamforming vector/matrix

vr , Θr Reflection passive beamforming vector/matrix

G Channel between the STAR-RIS and the BS

ωB−S , ωS−U Rician factor

ri, rn,i
Channel between the STAR-RIS and the i-th user/
the i-th user in the n-th cluster

Li, Ln,i
Large-scale path-loss between the BS and the i-th user/
the i-th user in the n-th cluster

wi, wn Beamforming vector to the i-th user/n-th cluster

π (i) SIC decoding order of the i-th user

π (n, i) SIC decoding order of the i-th user in the n-th cluster

pn,i PAF to the i-th user in the n-th cluster

σ2
i , σ2

n,i Noise power

A. Problem Formulation of Beamformer-based NOMA
In beamformer-based STAR-RIS-NOMA, the BS serves

each user by a beamformer and the STAR-RIS is employed
to transmit/reflect the BS’s downlink signals to users. The i-th
user’s received signal can be expressed as

yi =

N∑
i=1

(√
Lir
†
iΘi,pG

)
wisi + ni, (2)
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where Θi,p, p ∈ {t, r} denotes the transmission/reflection
matrix between the STAR-RIS and the i-th user, we have
Θi,p = Θt when the i-th user is located in the transmission
area, and Θi,p = Θr when the i-th user is in the reflection
area, si denotes the i-th user’s signal, ni ∼ CN

(
0, σ2

i

)
is the

additive white Gaussian noise (AWGN), and wi is the active
BF vector of the i-th user. According to the NOMA principle,
successive interference cancellation (SIC) is employed by the
users to remove all other users’ interference in order. We define
the decoding order of the i-th user by π(i), and π(k) > π(i)
indicates the user k will first detect the signal of user i before
detecting its own signals. Let Ji

∆
= {k|π(k) > π(i)} denotes

the set of users detected after the i-th user. Then the achievable
rate of the i-th user in decoding its own signal is given by

Ri→i = log2

1 +
Li

∣∣∣r†iΘi,pGwi

∣∣∣2∑
j∈Ji

Li

∣∣∣r†iΘi,pGwj

∣∣∣2 + σ2
i

 , (3)

and the rate for the k-th user (k ∈ Ji) in detecting the i-th
user’s signal can be expressed as

Rk→i = log2

1 +
Lk

∣∣∣r†kΘk,pGwi

∣∣∣2∑
j∈Ji

Lk

∣∣∣r†kΘk,pGwj

∣∣∣2 + σ2
k

 . (4)

The WSR maximization problem can be formulated by jointly
designing the active BF at the BS, the passive BF and the
location of the STAR-RIS as

max
wi,Θi,p,xs

N∑
i=1

ηiRi→i (5a)

s.t. Ri→i ≥ Rmin, ∀i ∈ I, (5b)
Rk→i ≥ Ri→i, ∀i ∈ I, k ∈ Ji, (5c)

Lĩ

∣∣∣r†
ĩ
Θĩ,pGwi

∣∣∣2 ≥ Lĩ∣∣∣r†ĩΘĩ,pGwj

∣∣∣2,
∀i, ĩ ∈ I, j ∈ Ji,

(5d)

N∑
i=1

‖wi‖2 ≤ Pmax, (5e)

xs (xs, ys) ∈ X × Y, (5f)
βpm ∈ [0, 1], θpm ∈ [0, 2π) , ∀m ∈M, p ∈ {t, r},

(5g)
βtm + βrm = 1, ∀m ∈M, (5h)

where I = {1, 2, ..., N}, xs (xs, ys) defines the x- and y-axis
location of the STAR-RIS, while ηi denotes the rate weight of
the i-th user. As seen in (3) of the paper, the objective function
(5a) depends not only on variables wi and Θi,p, but also on
the deployment location of the STAR-RIS, which determines
the values of Li, ri and G in Ri→i. Constraint (5b) is the
minimal rate requirement of the i-th user, (5c) guarantees that
the SIC can be successfully performed, (5d) is to guarantee
that not all the power is allocated to the higher decoding order
users, hence maintaining rate fairness among users [42], (5e)
is the maximum transmit power constraint of the BS, (5f) is

the STAR-RIS deployment constraint, while (5g) and (5h) are
the transmission and reflection power constraints of the STAR-
RIS.

B. Problem Formulation of Cluster-based NOMA

In this part, the signal model and the WSR maximization
problem of the cluster-based NOMA are formulated. The
received signal of the i-th user in the n-th cluster can be
expressed as

yn,i =

Nc∑
n=1

(√
Ln,ir

†
n,iΘn,pGwn

) K∑
i=1

√
pn,isn,i+nn,i, (6)

where N users are assigned into Nc clusters with K users
in a cluster, Ln,i denotes the propagation path-loss of the i-
th user in the n-th cluster. Furthermore, rn,i is the channel
between the STAR-RIS and the i-th user in the n-th cluster,
Θn,p, p ∈ {t, r} is the transmission and reflection matrix,
which can be expressed as Θn,p = Θt when the n-th cluster
is located in the transmission area, and Θn,p = Θr when the
n-th cluster is in the reflection area. Still referring to (6), wn

is the BF vector of the n-th cluster, pn,i and sn,i are the PAF
and the desired signal of the i-th user in the n-th cluster, and
nn,i ∼ CN

(
0, σ2

n,i

)
denotes the AWGN. For any two users k

and i in the cluster n, π(n, k) > π(n, i) indicates that user i
is detected before user k. Then the achievable rate of the i-th
user in the n-th cluster is given by (7), where Jn,i denotes
the set consists of users detected after the i-th user in the n-th
cluster. For all k ∈ Jn,i, the rate for the k-th user to detect
the i-th user’s signal can be expressed as (8).

The WSR maximization problem can be formulated as

max
pn,i,β

p
m,

θ
p
m,xs,wn

Nc∑
n=1

K∑
i=1

ηn,iR̃n,i→i (9a)

s.t. xs (xs, ys) ∈ X × Y, (9b)

R̃n,i→i ≥ Rmin
n,i→i, (9c)

R̃n,k→i ≥ R̃n,i→i, (9d)
K∑
i=1

pn,i = 1, (9e)

Nc∑
n=1

‖wn‖2 ≤ Pmax, (9f)

βpm ∈ [0, 1], θpm ∈ [0, 2π) , m ∈M, p ∈ {t, r},
(9g)

βtm + βrm = 1, m ∈M, (9h)

where ηn,i is the weight of the i-th user in the n-th cluster,
(9b) is the deployment constraint, (9c) is the users’ minimal
rate constraint, (9d) is to guarantee successful SIC detection,
(9e) is the power allocation constraint in a cluster, (9f) is the
maximum transmit power constraint at the BS, while (9g) and
(9h) are constraints of the passive BF at the STAR-RIS.

Observe from (5) and (9), that the coupled amplitudes used
for transmission and reflection are jointly optimized, whereas
only the phase shifts are optimized with unit amplitudes in
reflection-only RIS-assisted systems.
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R̃n,i→i = log2

1 +
pn,iLn,i|r†n,iΘn,pGwn|2∑

j∈Jn,i
pn,jLn,i|r†n,iΘn,pGwn|2 + Ln,i

∑
n′ 6=n

|r†n,iΘn,pGwn′ |2 + σ2
n,i

 . (7)

R̃n,k→i = log2

1 +
pn,iLn,k|r†n,kΘn,pGwn|2∑

j∈Jn,i
pn,jLn,k|r†n,iΘn,pGwn|2 + Ln,k

∑
n′ 6=n

|r†n,kΘn,pGwn′ |2 + σ2
n,k

 . (8)

III. PROPOSED OPTIMIZATION ALGORITHM FOR
BEAMFORMER-BASED NOMA

In this section, we proposed an AO based algorithm to
solve the WSR maximization problem (5). The active BF at
the BS, the passive BF, and the location of the STAR-RIS
are alternately optimized with all the other variables fixed.
Although exhaustive search is capable of finding the optimal
decoding order, its complexity increases upon increasing the
number of users. Therefore, we proposed a pair of low-
complexity decoding order designs, i.e., the distance-based
design where the users closer to the BS are assigned a higher
decoding order, and the fixed order where the SIC order is
predefined. For the given user order, the original problem (5)
can be decomposed into several sub-problems as follows.

A. The Sub-problem of Active BF Design

The problem of optimizing the active BF at the BS with the
fixed STAR-RIS location and the passive BF is formulated as

max
wi

N∑
i=1

ηiRi→i (10a)

s.t. Lĩ|r
†
ĩ
Θĩ,pGwi|2 ≥ Lĩ

∣∣∣r†
ĩ
Θĩ,pGwj

∣∣∣2, ∀i, ĩ ∈ I, j ∈ Ji,
(10b)

Rk→i ≥ Ri→i, ∀i ∈ I, k ∈ Ji, (10c)
Ri→i ≥ Rmin, ∀i ∈ I, (10d)
N∑
i=1

‖wi‖2 ≤ Pmax. (10e)

Then the optimization problem can be formulated by em-
ploying the semi-definite programming (SDP) method. Define
Wi = wiw

†
i , which satisfies Rank(Wi)= 1, Wi � 0, the

problem can be reformulated as

max
Wi

N∑
i=1

ηiRi→i (11a)

s.t. Tr
(
WiH

b
ĩ

)
≥ Tr

(
WjH

b
ĩ

)
, ∀i, ĩ ∈ I, j ∈ Ji, (11b)

N∑
i=1

Tr (Wi) ≤ Pmax, (11c)

Rank (Wi) = 1, ∀i ∈ I, (11d)
Wi � 0, ∀i ∈ I, (11e)
(10c), (10d), (11f)

where hb
ĩ

=
√
Lĩr
†
ĩ
Θĩ,pG, Hb

ĩ
= (hb

ĩ
)†hb

ĩ
, Ri→i =

log2

(
1 +

Tr(WiH
b
i)∑

j∈Ji
Tr(WjHb

i)+σ2
i

)
. To address the non-convex

problem (11), we introduce the slack variables {xi,z} and
{yi,z} so that

1

xi,z
=Tr

(
WiH

b
z

)
, ∀i ∈ I, z ∈ {Ji, i}, (12)

yi,z =
∑
j∈Ji

Tr
(
WjH

b
z

)
+ σ2

z , ∀i ∈ I, z ∈ {Ji, i}. (13)

Then Ri→i can be expressed as Ri→i = log2

(
1 + 1

xi,iyi,i

)
.

Furthermore, by introducing constraints for the slack variables
1
xi,z

≤ Tr
(
WiH

b
z

)
and yi,z ≥

∑
j∈Ji

Tr
(
WjH

b
z

)
+ σ2

z , as

well as Ri→i ≤ log2

(
1 + 1

xi,iyi,i

)
, the optimization problem

can be formulated as (14).

max
Wi,Ri→i,
xi,z,yi,z

N∑
i=1

ηiRi→i (14a)

s.t. Ri→i ≤ log2

(
1 +

1

xi,iyi,i

)
, ∀i ∈ I, (14b)

1

xi,z
≤ Tr

(
WiH

b
z

)
, ∀i ∈ I, z ∈ {Ji, i}, (14c)

yi,z ≥
∑
j∈Ji

Tr
(
WjH

b
z

)
+ σ2

z ,∀i ∈ I, z ∈ {Ji, i},

(14d)

Ri→i ≤ log2

(
1 +

1

xi,kyi,k

)
,∀i ∈ I, k ∈ Ji,

(14e)
Ri→i ≥ Rmin, ∀i ∈ I, (14f)
(11b)− (11e). (14g)

However, problem (14) is non-convex due to the non-convexity
of the constraints (11d), (14b), and (14e). As proved in [42],
log2

(
1 + 1

xy

)
is a convex function with respect to x and y

when x > 0, y > 0, hence, a linearized lower bound of
the right-hand-side of (14b) and (14e) can be obtained by
employing the first-order Taylor expansion at the feasible point
(x̃i,i, ỹi,i) as

log2

(
1 +

1

xi,iyi,i

)
≥ R̃i→i

∆
= log2

(
1 +

1

x̃i,iỹi,i

)
− log2e (xi,i − x̃i,i)

x̃2
i,iỹi,i + x̃i,i

− log2e (yi,i − ỹi,i)
x̃i,iỹ2

i,i + ỹi,i
, ∀i ∈ I.

(15)
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Therefore, the optimization problem can be reformulated as

max
Wi,Ri→i,xi,z,yi,z

N∑
i=1

ηiRi→i (16a)

s.t. Ri→i ≤ R̃i→i, ∀i ∈ I, (16b)

Ri→i ≤ R̃k→i, ∀i ∈ I, k ∈ Ji, (16c)
Ri→i ≥ Rmin, ∀i ∈ I, (16d)
(11b)− (11e), (14c), (14d). (16e)

Note that the rank-one constraint (11d) is provably satisfied,
hence we drop it in order to obtain a relaxed version. After
introducing slack variables and reformulations, (16) becomes
tractable and can be solved by CVX [39].

Remark 1. The optimal solution Wi
∗ of (16) obtained

without the rank-one constraint always satisfies the rank-one
constraint. The proof is similar to that in [39], hence we omit
it for brevity.

According to (16), our algorithm proposed for obtaining the
active BF is summarized in Algorithm 1, where κ denotes the
iteration index of the AO procedure, in which the solution of
the (κ−1)-st iteration is used as the input of the κ-th iteration,
κb is the iteration index of Algorithm 1 for obtaining a locally
optimal solution.

Remark 2. Feasible Initial Point Search: We study a feasible
initial point search algorithm to avoid the infeasibility of prob-
lem (16) by introducing a variable δ. Then the initialization
can be expressed as [43]

min
Wi,Ri→i,xi,z,yi,z

δ (17a)

s.t. (16b)∗ − (16e)∗, (17b)

where (16b)∗−(16e)∗ can be obtained by reformulating the
constraints (16b)−(16e) as f ≤ 0, and then replace 0 with δ.
Feasible initial point can be obtained by solving (17).

Algorithm 1: Proposed Algorithm for Optimizing the
Active BF in the κ-th AO Iteration.

Input: The passive BF v
(κ−1)
t and v

(κ−1)
r , the

optimized location of STAR-RIS x
(κ−1)
s .

1 Set the tolerance of iteration accuracy δ̃1, max
iteration time Imax

1 , initial iteration number κb = 0,
and initial feasible points {x̃i,z}, {ỹi,z};

2 while κb ≤ Imax
1 and δ > δ̃1 do

3 κb = κb + 1;
4 Solve (16) to obtain the solution W

(κb)
i ;

5 Update {x̃i,z}, {ỹi,z}, and objective value F (κb),

δ =
∣∣∣F (κb)
tr − F (κb−1)

tr

∣∣∣.
6 end

Output: W
(κ)
i .

B. The Sub-problem of Passive BF Design
In this part, we optimize the passive BF vp, p ∈ {t, r}

at the STAR-RIS with given wi and location xs. Let us
define Vi,p = v†i,pvi,p, which satisfies Vi,p � 0 and
Rank(Vi,p) = 1, where Vi,p = Vt when the i-th user is
located in the transmission area, and Vi,p = Vr when the
i-th user is deployed in the reflection area. Hence, Ri→i can

be formulated as Ri→i = log2

(
1 +

Tr(Vi,pH
v
i,i)∑

j∈Ji
Tr(Vi,pHv

i,j)+σ2
i

)
,

where hvz,i =
√
Lzdiag(r

†
z)Gwi, hvz,j =

√
Lzdiag(r

†
z)Gwj ,

H†z,i = hvz,i(h
v
z,i)
†, and Hv

z,j = hvz,j(h
v
z,j)
†. Furthermore,

according to (5g), we have [Vp]m,m = βpm, where βpm satisfies
βtm + βrm = 1 and 0 < βpm < 1, p ∈ {t, r}. The optimization
problem can be formulated as

max
Vt,Vr

N∑
i=1

ηiRi→i (18a)

s.t. Ri→i ≥ Rmin, ∀i ∈ I, (18b)
Rk→i ≥ Ri→i, ∀i ∈ I, k ∈ Ji, (18c)

Tr
(
Vĩ,pH

v
ĩ,i

)
≤ Tr

(
Vĩ,pH

v
ĩ,j

)
, ∀i, ĩ ∈ I, j ∈ Ji,

(18d)
Vp � 0, p ∈ {t, r}, (18e)
[Vp]m,m = βpm, p ∈ {t, r},∀m ∈M, (18f)

0 < βpm < 1, p ∈ {t, r}, ∀m ∈M, (18g)
βtm + βrm = 1, ∀m ∈M, (18h)
Rank (Vp) = 1, p ∈ {t, r}. (18i)

Similar to Section III-A, we introduce slack variables {Ai,z}
and {Bi,z} to transform the original problem (18) into

max
Φv

N∑
i=1

ηiRi→i (19a)

s.t.
1

Ai,z
≤ Tr

(
Vi,pH

v
z,i

)
, ∀i ∈ I, z ∈ {Ji, i}, (19b)

Bi,z ≥
∑
j∈Ji

Tr
(
Vi,pH

v
z,j

)
+ σ2

z , ∀i ∈ I, z ∈ {Ji, i},

(19c)
Ri→i ≥ Rmin, ∀i ∈ I, (19d)

Ri→i ≤ log2

(
1 +

1

Ai,iBi,i

)
, ∀i ∈ I, (19e)

Ri→i ≤ log2

(
1 +

1

Ai,kBi,k

)
, ∀i ∈ I, k ∈ Ji, (19f)

(18d)− (18i). (19g)

To address the non-convex constraints (19e) and (19f), we
give the linearized lower bound of their right-hand-side at the
feasible point

(
Ãi,i, B̃i,i

)
as

RLBi→i
∆
=log2

(
1 +

1

Ãi,iB̃i,i

)
−

log2e
(
Ai,i − Ãi,i

)
Ã2
i,iB̃i,i + Ãi,i

−
log2e

(
Bi,i − B̃i,i

)
Ãi,iB̃2

i,i + B̃i,i
, ∀i ∈ I.

(20)

Furthermore, to relax the rank-one constraint (18i), the se-
quential rank-one constraint relaxation is employed as [9]

max (eig (Vp)) ≥ εTr (Vp) , p ∈ {t, r}, (21)

where max(eig (Vp)) denotes the largest eigenvalue of Vp,
while ε ∈ [0, 1] is a tightness parameter.
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Finally, we have

max
Φv

N∑
i=1

ηiRi→i (22a)

s.t.
umax

(
V(κv)
p

)†
Vpumax

(
V(κv)
p

)
≥ ε(κv)Tr (Vp) ,

p ∈ {t, r},
(22b)

Ri→i ≤ RLBi→i, ∀i ∈ I, (22c)

Ri→i ≤ RLBk→i, ∀i ∈ I, k ∈ Ji, (22d)
(18d)− (18h), (19b)− (19d), (22e)

where Φv , {Vt,Vr, {Ai,z}, {Bi,z}, {Ri→i}}, V
(κv)
p is

the obtained solution after the κv-th iteration, umax

(
V

(κv)
p

)
denotes the eigenvector of V

(κv)
p with largest eigenvalue, and

the value of ε(κv) can be updated by [9] after each iteration.
We finally arrive at the convex problem (22), which can be
solved by CVX.

C. The Sub-problem of Deployment Location Design

In this part, we focus on optimizing the deployment location
of the STAR-RIS based on the active and passive BF obtained.

Note that in the deployment location optimization proce-
dure, the angle-of-arrival (AoA)/angle-of-departure (AoD) is
related to the location, hence the channel ri and G cannot be
regarded as constants during the optimization. Therefore, we
develop a two-step iterative algorithm, where the location is
roughly optimized by only considering the large-scale fading
to obtain an initial optimized location first. Then the location
is further optimized in vicinity, in which the AoA/AoD can
be regarded as constants. We define ui,i = |r†iΘi,pGwi|2
and ui,j = |r†iΘi,pGwj |2, Ri→i can be reformulated as
Ri→i = log2(1+

ui,i∑
j∈Ji

ui,j+
σ2
i
Li

). The optimization problem can

be formulated as

max
xs

N∑
i=1

ηiRi→i (23a)

s.t. Ri→i ≥ Rmin, ∀i ∈ I, (23b)
Rk→i ≥ Ri→i, ∀i ∈ I, k ∈ Ji, (23c)
xs (xs, ys) ∈ X × Y. (23d)

To address the non-convex problem (23), we first introduce
the slack variable τi = 1

Li
. Then the linearized lower bound

of Ri→i can be found by employing the first-order Taylor
expansion at the local point τ̃i as

Rsi→i , log2

1 +
ui,i∑

j∈Ji
ui,j + τ̃iσ2

i


− ui,iσ

2
i log2e (τi − τ̃i)(

ui,i +
∑
j∈Ji

ui,j + τ̃iσ2
i

)( ∑
j∈Ji

ui,j + τ̃iσ2
i

) , ∀i ∈ I.
(24)

Then (23) can be reformulated as

max
xs,τi,Ri→i

N∑
i=1

ηiRi→i (25a)

s.t. Ri→i ≥ Rmin, ∀i ∈ I, (25b)
Ri→i ≤ Rsi→i, ∀i ∈ I, (25c)
Ri→i ≤ Rsk→i, ∀i ∈ I, k ∈ Ji, (25d)
xs (xs, ys) ∈ X × Y, (25e)

τi ≥
1

Li
, ∀i ∈ I. (25f)

However, the problem is still non-convex due to the non-
convexity of constraint (25f). To address it, we introduce the
variables φ, ϕi as

φ ≥ dB−S , (26)
ϕi ≥dS−Ui , ∀i ∈ I, (27)

and the constraint (25f) can be replaced by

τ
1
α
i ≥ φϕi, ∀i ∈ I, (28)

where the right-hand-side can be reformulated as φϕi
∆
=

(φ+ϕi)
2

2 − φ2−ϕ2
i

2 . Then by obtaining its lower bound at the
local point (φ̃, ϕ̃i), (25f) can be finally replaced by

τ
1
α
i ≥

(φ+ ϕi)
2 − φ̃2 + ϕ̃2

i

2
− φ̃

(
φ− φ̃

)
− ϕ̃i (ϕi − ϕ̃i) .

(29)
Finally, the optimization problem can be rewritten as

max
Φs

N∑
i=1

ηiRi→i (30a)

s.t. (25b)− (25e), (26), (27), (29), (30b)

where Φs , {xs, φ, {ϕi}, {τi}, {Ri→i}}. The STAR-RIS
location optimization algorithm is detailed in Algorithm 2.

Algorithm 2: Proposed Algorithm for Optimizing the
Location in the κ-th AO Iteration.

Input: The obtained active BF w
(κ−1)
i , and the

passive BF v
(κ−1)
t and v

(κ−1)
r , and the initial

feasible points Φ(0)
s .

1 Solve (30) in the predefined deployment region to
obtain an optimized location xinis ;

2 Repeat ;
3 Solve (30) in a small region near the xinis to obtain the

optimized location x
(κs)
s ;

4 Update Φ(κs)
s , calculate the objective value F (κs),

κs = κs + 1;
5 Until:

∣∣F (κ) − F (κ−1)
∣∣ ≤ δ;

Output: x
(κ)
s .

Based on the above sub-problems and their optimization
algorithms, an AO based algorithm is proposed to obtain the
active BF at the BS, the passive BF as well as the location
of the STAR-RIS. The details of our proposed algorithm are
summarized in Algorithm 3.
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Algorithm 3: Proposed AO based Algorithm for the
Beamformer-based STAR-RIS-NOMA.

Input: Initiailizing Locations of users and the BS, the
channel vectors ri and G.

1 Initialize the passive BF v
(0)
p , the active BF w

(0)
i , and

location of the STAR-RIS x
(0)
s ;

2 Set the tolerance of iteration accuracy δ̃;
3 Repeat ;
4 Update w

(κ)
i by solving (16) with v

(κ−1)
t , v

(κ−1)
r , and

x
(κ−1)
s ;

5 Update v
(κ)
t and v

(κ)
r by solving (22) with the

obtained w
(κ−1)
i and x

(κ−1)
s ;

6 Update x
(κ)
s by Algorithm 2 with v

(κ−1)
t , v

(κ−1)
r and

w
(κ−1)
i ;

7 Calculate the objective value F (κ);
8 Until:

∣∣F (κ) − F (κ−1)
∣∣ ≤ δ̃;

Output: Optimized vt, vr, wi, and xs.

D. Convergence Analysis

In our AO based algorithm, the solutions obtained by
solving (16), (22), and (30) are used as the input of the
other sub-problems. We first define F

(
w

(κ)
i ,v

(κ)
p ,x

(κ)
s

)
as

the objective value of (5) after the κ-th iteration, which may
be formulated as:

F
(
w

(κ)
i ,v(κ)

p ,x(κ)
s

)
(a)
= F lb

{w(κ)
i }

(
w

(κ)
i ,v(κ)

p ,x(κ)
s

)
(b)

≤ F lb
{w(κ)

i }

(
w

(κ+1)
i ,v(κ)

p ,x(κ)
s

)
(c)

≤ F
(
w

(κ+1)
i ,v(κ)

p ,x(κ)
s

)
,

(31)

where F lb
{w(κ)

i }
(·) denotes the objective value of (16) with the

obtained {w(κ)
i }. In (31), we have (a) follows from the fact

that the first-order Taylor expansion in (15) is tight, (b) holds
when {w(κ+1)

i } is optimized, and (c) is satisfied because (16)
is always the lower bound. Hence, the original problem is
non-decreasing, which can be expressed as

F
(
w

(κ)
i ,v(κ)

p ,x(κ)
s

)
= F lb

{v(κ)
p }

(
w

(κ)
i ,v(κ)

p ,x(κ)
s

)
≤ F lb

{v(κ)
p }

(
w

(κ)
i ,v(κ+1)

p ,x(κ)
s

)
≤ F

(
w

(κ)
i ,v(κ+1)

p ,x(κ)
s

)
,

(32)

and

F
(
w

(κ)
i ,v(κ)

p ,x(κ)
s

)
= F lb

{x(κ)
s }

(
w

(κ)
i ,v(κ)

p ,x(κ)
s

)
≤ F lb

{x(κ)
s }

(
w

(κ)
i ,v(κ)

p ,x(κ+1)
s

)
≤ F

(
w

(κ)
i ,v(κ)

p ,x(κ+1)
s

)
.

(33)

Finally, we arrive at

F
(
w

(κ)
i ,v(κ)

p ,x(κ)
s

)
≤ F

(
w

(κ+1)
i ,v(κ+1)

p ,x(κ+1)
s

)
. (34)

Remark 3. Equation (34) indicates that the objective value
of the original problem is non-decreasing in each iteration of

Algorithm 3, and our proposed algorithm is guaranteed to
converge due to the finite value of the WSR.

E. Complexity Analysis

Observe that the total complexity of the AO
based algorithm depends on the complexity of each
sub-problem. The complexity of solving (16) is
O1 = O

(
Imax
1 max

(
Nt, (2N + 1)4

√
Nt log2

1
δ̃1

))
,

the complexity of solving (22) is O2 =

O
(
Imax
2 max

(
M, (2N)4

√
M log2

1
δ̃2

))
, where δ1 and

δ2 represent the solution accuracy, while Imax
1 and

Imax
2 denote the number of iterations. The complexity

of the position optimization is O3 = O (2N + 4)
3.5. The

total complexity of our proposed AO based algorithm is
O
[
IAOmax (O1 +O2 +O3)

]
, where IAOmax is the number of

iterations in Algorithm 3. Specifically, the complexity of
exhaustively searching all possible combinations is O (N !).

IV. PROPOSED ALGORITHM FOR CLUSTER-BASED NOMA

In this section, an AO based algorithm is invoked by de-
composing the original problem (9) into several sub-problems
to address the coupled optimization variables, where the PAFs
and active BF at the BS as well as the passive BF and the
location of the STAR-RIS are alternately optimized. Further-
more, a low-complexity decoding order design based on the
equivalent-channel-gain of the users is employed [39].

Remark 4. Consider the decoding order of any users k and i
in any cluster, their equivalent-channel-gain is used to decide
the decoding order, where if

Ln,k|r†n,kΘn,pGwn|2

Ln,k
∑
n′ 6=n

|r†n,kΘn,pGwn′ |2 + σ2
n,k

≥

Ln,i|r†n,iΘn,pGwn|2

Ln,i
∑
n′ 6=n

|r†n,iΘn,pGwn′ |2 + σ2
n,i

,

(35)

we have π(n, k) > π(n, i) [39].

Remark 5. It may be readily shown that when we use
the equivalent channel gain for determining the decoding
order, the constraint (9d) can be satisfied [39]. However, the
equivalent-channel-gain of users is related to both the active
and passive BF as well as to the location. Hence the decoding
order has to be updated after each iteration.

According to Remark 4, (9d) can be released by employing
the detect order in (35), while the optimization problem (9) is
still non-convex due to the non-convex objective function as
well as constraints. Hence, we decompose the original problem
(9) into sub-problems and solve them iteratively as follows.

A. The Sub-problem of Active BF and PAFs Design

By denoting h̄n,i =
√
Ln,ir

†
n,iΘn,pG, H̄n,i = h̄†n,ih̄n,i,

and Wn = wnw†n to employ the SDP method, the optimiza-
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tion problem can be formulated as

max
pn,i,Wn

Nc∑
n=1

K∑
i=1

ηn,iR̃n,i→i (36a)

s.t. Wn � 0, (36b)

(pn,i − γn,i
∑
j∈Jn,i

pn,j)Tr
(
WnH̄n,i

)
−

γn,i
∑
n′ 6=n

Tr
(
Wn′H̄n,i

)
− γn,iσ2

n,i ≥ 0,
(36c)

K∑
i=1

pn,i = 1, (36d)

Nc∑
n=1

Tr (Wn) ≤ Pmax, (36e)

Rank (Wn) = 1, (36f)

where (36c) is equivalent to (9c), while
γn,i = 2R

min
n,i→i − 1, R̃n,i→i =

log2

 (pn,i+
∑

j∈Jn,i
pn,j)Tr(WnH̄n,i)+

∑
n′ 6=n

Tr(Wn′H̄n,i)+σ2
n,i∑

j∈Jn,i
pn,jTr(WnH̄n,i)+

∑
n′ 6=n

Tr(Wn′H̄n,i)+σ2
n,i

.

To tackle the non-convexity of the objective function (36a),
we introduce the slack variables {xn,i} and {yn,i} as

exn,i ≤(pn,i +
∑
j∈Jn,i

pn,j)Tr
(
WnH̄n,i

)
+
∑
n′ 6=n

Tr
(
Wn′H̄n,i

)
+ σ2

n,i,
(37)

eyn,i ≥
∑
j∈Jn,i

pn,jTr
(
WnH̄n,i

)
+
∑
n′ 6=n

Tr
(
Wn′H̄n,i

)
+ σ2

n,i.

(38)
Then the optimization problem can be formulated as

max
pn,i,Wn,
xn,i,yn,i

log2e

Nc∑
n=1

K∑
i=1

ηn,i (xn,i − yn,i) (39a)

s.t. (36b)− (36f), (37), (38). (39b)

Now, we turn our attention to the transform action of the non-
convex constraint (37) by introducing the variables {ςn,i} as

∑
j∈Jn,i

pn,j + pn,i ςn,i

ςn,i Tr
(
WnH̄n,i

)
 � 0. (40)

Then (37) can be reformulated by using the first-order Taylor
expansion of ς2n,i at the feasible point ς̃n,i as

2ς̃n,iςn,i − ς̃2n,i +
∑
n′ 6=n

Tr
(
Wn′H̄n,i

)
+ σ2

n,i ≥ exn,i . (41)

As for the non-convex constraint (38), we introduce the
variables {cn,i} and {dn,i} satisfying

cn,i ≥ Tr
(
WnH̄n,i

)
, (42)

1 ≥ dn,i ≥
∑
j∈Jn,i

pn,j , (43)

where we have∑
j∈Jn,i

pn,jTr
(
WnH̄n,i

)
≤ (cn,i + dn,i)

2

2
−
c̃2n,i − d̃2

n,i

2
−

c̃n,icn,i + c̃2n,i − d̃n,idn,i + d̃2
n,i.
(44)

The right-hand-side of (44) follows from the first order Taylor
expansion at a local point (c̃n,i, d̃n,i). Finally, constraint (38)
can be replaced by

(cn,i + dn,i)
2 − c̃2n,i + d̃2

n,i

2
− c̃n,icn,i + c̃2n,i − d̃n,idn,i+

d̃2
n,i +

∑
n′ 6=n

Tr
(
Wn′H̄n,i

)
+ σ2

n,i ≤ eỹn,i(yn,i − ỹn,i + 1),

(45)
where eỹn,i(yn,i− ỹn,i+1) is the lower bound of eyn,i at the
local point ỹn,i due to the convexity of eyn,i . Furthermore,
the optimization problem after relaxing the rank-one constraint
can be finally formulated as

max
Φ

log2e

Nc∑
n=1

K∑
i=1

ηn,i (xn,i − yn,i) (46a)

s.t. (36b)− (36e), (40)− (43), (45), (46b)

where Φ = {{pn,i},Wn, {xn,i}, {yn,i}, {cn,i}, {dn,i}, {ςn,i}}.
Now, problem (46) is convex and can be efficiently solved by
CVX. The detailed procedure is given as Algorithm 4.

Algorithm 4: Algorithm for Optimizing the Active BF
and the PAFs in the κ̃-th AO Iteration.

Input: Obtained v
(κ̃−1)
t , v

(κ̃−1)
r and x

(κ̃−1)
s .

1 Set the tolerance of iteration accuracy δ̃, max iteration
time Imax, initial iteration number κ̃b = 0, and
feasible point set Φ(0);

2 while κ̃b ≤ Imax and δ > δ̃ do
3 κ̃b = κ̃b + 1;
4 Solve (46) to obtain the solution W

(κ̃b)
n and

{p(κ̃b)
n,i } ;

5 Update Φ(κ̃b), where

y
(κ̃b)
n,i =

(
ln

∑
j∈Jn,i

p
(κ̃b)
n,j Tr

(
W

(κ̃b)
n H̄n,i

)
+
∑
n′ 6=n

Tr
(
W

(κ̃b)
n′ H̄n,i

)
+ σ2

n,i

)
;

Update objective value F (κ̃b) and calculate
δ = |F (κ̃b) − F (κ̃b−1)|;

6 end
Output: Optimal W

(κ̃)
n and p(κ̃)

n,i .

B. The Sub-problem of Passive BF Design

Similar to the procedure of Section IV-A, to tackle the non-
convexity of the problem, we define Vn,p = v†n,pvn,p, which
satisfies Vp � 0 and Rank (Vp) = 1, p ∈ {t, r}. Then
the problem of optimizing vp for a given wn and xs can
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R̃sn,i→i = log2

1 +
ũn,i∑

j∈Jn,i
ũn,j + un,i,n′ + τ̂n,i

− ũn,iσ
2
n,ilog2e (τn,i − τ̃n,i)

(ũn,i +
∑

j∈Jn,i
ũn,j + ũn,i,n′ + τ̂n,i)(

∑
j∈Jn,i

ũn,j + ũn,i,n′ + τ̂n,i)
. (50)

be formulated as

max
Vt,Vr,
Ac
n,i

,Bc
n,i

Nc∑
n=1

K∑
i=1

ηn,iR̃
PB
n,i→i (47a)

s.t.
1

Acn,i
≤ pn,iTr

(
Vn,pĤn,i

)
, (47b)

Bcn,i ≥
∑
j∈Jn,i

pn,jTr
(
Vn,pĤn,i

)
+

∑
n′ 6=n

Tr
(
Vn,pĤn,n′,i

)
+ σ2

n,i,
(47c)

(pn,i − γn,i
∑
j∈Jn,i

pn,j)Tr
(
Vn,pĤn,i

)
−

γn,i

∑
n′ 6=n

Tr
(
Vn,pĤn,n′,i

)
+ σ2

n,i

 ≥ 0,

(47d)

(18e)− (18h), (22b), (47e)

where R̃PBn,i→i = log2

(
1 + 1

Ãcn,iB̃
c
n,i

)
− log2e(Acn,i−Ã

c
n,i)

(Ãcn,i)
2
B̃cn,i+Ã

c
n,i

−
log2e(Bcn,i−B̃

c
n,i)

Ãcn,i(B̃
c
n,i)

2
+B̃cn,i

, ĥn,i =
√
Ln,idiag(r

†
n,i)Gwn, ĥn,n′,i =√

Ln,idiag(r
†
n,i)Gwn′ , Ĥn,i = ĥn,iĥ

†
n,i, and Ĥn,n′,i =

ĥn,n′,iĥ
†
n,n′,i, A

c
n,i and Bcn,i are the slack variables introduced,

Ãcn,i and B̃cn,i denote the feasible point. Therefore, (47a) is the

lower bound of
Nc∑
n=1

K∑
i=1

R̃n,i→i. It may be readily seen that

problem (47) is similar to problem (22), hence we omit the
detailed algorithm for brevity.

C. The Sub-problem of Deployment Location Design

Similar to (30), the deployment location sub-problem can
be formulated as

max
xs

Nc∑
n=1

K∑
i=1

ηn,iR̃n,i→i (48a)

s.t. xs (xs, ys) ∈ X × Y, (48b)

R̃n,i→i ≥ Rmin
n,i→i. (48c)

To address the non-convexity objective function in (48a), we
introduce

τn,i ≥
1

Ln,i
, (49)

and the linearized lower bound of R̃n,i→i is given by em-
ploying the first-order Taylor expansion at the local point
τ̃n,i as (50), where ũn,i = pn,i|r†n,iΘn,pGwn|2, ũn,i,n′ =∑
n′ 6=n

|r†n,iΘn,pGwn′ |2, and τ̂n,i = τ̃n,iσ
2
n,i. Similar to (26),

(27) and (29), by introducing

ϕn,i ≥ dS−Un,i , (51)

where dS−Un,i denotes the distance between the STAR-RIS
and the i-th user in the n-th cluster, the non-convex constraint
(49) can be replaced by

τ
1
α
n,i ≥

(φ+ ϕn,i)
2 − φ̃2 + ϕ̃2

n,i

2
− φ̃φ+ φ̃2− ϕ̃n,iϕn,i+ ϕ̃2

n,i,

(52)
where the definition of φ is the same as in (26).

Finally, problem (48) can be equivalently written as

max
xs,τi,ϕn,i,φ

Nc∑
n=1

K∑
i=1

ηn,iR̃
s
n,i→i (53a)

s.t. xs (xs, ys) ∈ X × Y, (53b)

R̃sn,i→i ≥ Rmin
n,i→i, (53c)

(26), (51), (52), (53d)

Since the optimization problem (53) is similar to problem
(30), the procedure of solving it is similar to Algorithm 2. By
Recalling the procedure given in Algorithm 3, the AO based
algorithm of obtaining the PAFs and the active BF at the BS
as well as the passive BF and the location of the STAR-RIS
can be formulated by alternately solving problems (46), (47),
and (53). However, the detailed algorithm is omitted here for
brevity.
D. Convergence Analysis

Let us now consider the sub-problem (46) and define
the solution obtained at the κ̃b-th iteration as Φ(κ̃b) =
{W(κ̃b)

n , p
(κ̃b)
n,i , x

(κ̃b)
n,i , y

(κ̃b)
n,i , c

(κ̃b)
n,i , d

(κ̃b)
n,i , ς

(κ̃b)
n,i }. Note that y(κ̃b)

n,i

is the feasible solution of (46). Hence it may be readily shown
that the solution ỹ(κ̃b)

n,i obtained must satisfy ỹ(κ̃b)
n,i ≤ y

(κ̃b)
n,i due

to the specific form of the objective function. Then, according
to [43], we have

ey
(κ̃b+1)
n,i = eỹ

(κ̃b)
n,i

(
ỹ

(κ̃b)
n,i − y

(κ̃b)
n,i + 1

) (d)

≤ eỹ
(κ̃b)
n,i , (54)

where (d) holds due to the first-order Taylor expansion. Hence
it is readily seen that y(κ̃b+1)

n,i ≤ y
(κ̃b)
n,i . Furthermore, we have

σ2
n,i ≤ y

(κ̃b)
n,i ≤ ∞. Therefore, y(κ̃b)

n,i is a bounded monotonic
function, which converges as the iteration index κ̃b increases.
Meanwhile, ỹ(κ̃b)

n,i also converges due to the convergence of
y

(κ̃b)
n,i . Therefore, the objective value obtained converges to a

stable value.

Remark 6. Similarly, the convergence of our proposed AO-
based algorithm can be proved as in Section III-D.

E. Complexity Analysis

The complexity of solving the SDP problem is
O
(
msdpn

3.5
sdp +m2

sdpn
2.5
sdp +m3

sdpn
0.5
sdp

)
, where msdp is

the number of semi-definite constraints and nsdp denotes
the dimension of the associated semi-definite cone. For
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Table II: SIMULATION PARAMETERS [27], [39]

Beamformer-based NOMA Cluster-based NOMA

Number of users N 2 4

Number of clusters Nc - 2

Path-loss exponent α 2.5 2.5

Mh 5 5

Rician factor ωB−S , ωS−U 3dB 3dB

Minimal required rate 1 bps/Hz 1 bps/Hz

Noise power -90dBm -90dBm

BS’s location [0,0,4]T [0,0,4]T

Users’ location [10,8,2]T , [15,0,2]T [11,8,2]T , [13,8,2]T , [16,0,2]T , [18,0,2]T

problem (46), we have msdp = 8, nsdp = N2
t . Similar to

Section III-E, the complexity of obtaining the passive BF
is Opb = O

(
Imax
pb max

(
M, (2Nc)

4
√
M log2

1
δ̃pb

))
, where

Imax
pb is the number of iterations and δpb is the solution

accuracy. The complexity of optimizing the deployment
location is Os = O (2N + 4)

3.5. The total complexity is
O
[
Imax

(
8N7

t + 64N5
t + 512Nt +Opb +Os

)]
, while Imax

is the number of iterations in the AO based algorithm.

V. NUMERICAL RESULTS

In this section, numerical results are provided for character-
izing the effectiveness of our proposed designs. The simulation
parameters of the beamformer-based and the cluster-based
systems are given in Table II.

A. Beamformer-based NOMA

1 2 3 4 5
Iteration Index

17.5

18

18.5

19

19.5

20

20.5

W
S

R
 (

b
p
s/

H
z)

N=4, M=20

N=8, M=20

N=8, M=30

Figure 2: Convergence of the AO based algorithm for
beamformer-based NOMA (Pmax = 30dBm, η =[0.5,0.5]).

The convergence of our AO based algorithm proposed
for the beamformer-based system is plotted in Fig. 2. The
maximum transmit power is set to Pmax =30dBm. The final
solution is obtained by alternately solving each sub-problem,
and the obtained solution for each sub-algorithm is used as the
input of other algorithms. Our simulation results illustrate that
the proposed algorithm converges within 3 iterations, which
is consistent with Remark 3.

Fig. 3 depicts the WSR of the beamformer-based NOMA
versus the number of antennas at the BS, where the number of
STAR-RIS elements is set to M = 20, the maximal transmit

4 6 8 10 12 14 16

Number of antennas
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18

19

20

W
S

R
 (

b
p
s/

H
z)

STAR-RIS-OMA, AO

STAR-RIS-NOMA, AO

RIS-NOMA, AO

STAR-RIS-NOMA, FL

NOMA gain

STAR-RIS gain
Deployment

gain

Figure 3: WSR versus the number of antennas Nt.

power is set to Pmax = 30dBm, and the users’ weight η is
set to [0.5,0.5]. As seen from Fig. 3, the WSR increases with
Nt. This is expected since the increasing number of antennas
leads to a higher BF gain, which improves the signal power.
This trend can be readily explained as follows. Compared
to the reflecting-only RIS which can only support the users
roaming within the 180◦ half-plane, STAR-RIS is capable of
supporting all users due to its simultaneous transmission and
reflection capability. Furthermore, NOMA outperforms OMA
in STAR-RIS assisted systems3, and the performance gain of
NOMA over OMA becomes more pronounced upon increasing
the number of antennas. Furthermore, the performance gap be-
tween the optimized and fixed location (FL) of the STAR-RIS
highlights the significance of STAR-RIS location optimization.

Fig. 4 shows the WSR versus the maximal transmit power
of the BS, where the number of BS antennas is set to Nt = 8,
the number of STAR-RIS elements is set to M = 20, and
the users’ weight is set to η =[0.5,0.5]. Observe that the
WSR of all schemes linearly increases as Pmax increases.
Similar to Fig. 3, our proposed STAR-RIS-NOMA has the

3We employ frequency division multiple access (FDMA) as a typical OMA
technique. Then the rate of the i-th user can be expressed as RFDMA

i =

1
N

log2

(
1 +

Li

∣∣∣r†iΘi,pGwi

∣∣∣2
1
N
σ2

)
, and the weighted sum-rate can be ex-

pressed as
N∑
i=1

ηiR
FDMA
i . By employing

N∑
i=1

ηiR
FDMA
i as our objective

function, the optimization problem of FDMA in STAR-RIS-assisted systems
can be formulated similar to that in [27], and the performance enhancement
of NOMA over OMA can be obtained by solving their optimization problems,
respectively.
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Figure 4: WSR versus transmit power Pmax.

best performance for the following reasons: 1) NOMA serves
multiple users within the same time- and frequency- resource
block, hence leads to the higher spectrum efficiency; 2) the
employment of STAR-RIS achieves full-space coverage and
provides additional DoFs for optimization. Furthermore, the
fixed STAR-RIS location leads to a degraded performance
compared to our proposed AO based algorithm. Moreover,
the performance comparisons of different SIC decoding orders
are plotted. Observe that our proposed distance-based order
approaches the performance of the exhaustive search in the
two-user case, whereas the fixed decoding order suffers from
a performance loss compared to the exhaustive search.
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Deployment
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Figure 5: WSR versus the number of RIS elements M .

In Fig. 5, we plot the WSR versus the number of RIS
elements M , where the number of antennas is set to Nt = 8,
the transmit power is set to Pmax = 30dBm, and η =
[0.5,0.5]. The WSR increases upon increasing the number of
RIS elements, which can be readily explained: the element-
wise amplitude control yields increased passive array gains
and extra DoFs for signal power enhancement and inter-
user interference mitigation. Furthermore, a considerable per-
formance loss is observed between our proposed AO based
algorithm and its fixed location counterpart, which underscores
the importance of STAR-RIS location design.

Fig. 6 shows the optimized location of the STAR-RIS of
both the OMA and of the beamformer-based NOMA schemes.
The deployment region of the STAR-RIS is set to xs ∈ [10,14],
ys ∈ [1,7], and the initial location of the STAR-RIS is set to
[12,2,2]. For the NOMA scheme, we assume a fixed decoding
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Figure 6: STAR-RIS deployment location for beamformer-
based NOMA and OMA.

order, where the transmission based user is detected before
the reflection based user. The optimized STAR-RIS location of
NOMA for η = [0.8,0.2] and η = [0.5,0.5] is almost the same.
It can be readily explained: once the decoding order is defined,
the STAR-RIS is deployed to guarantee the higher channel
gain of the reflection based user, despite its low weight. As
for the OMA scheme, the weights of users have a significant
impact on the STAR-RIS deployment location: the STAR-RIS
should be located near the high weight user for a higher WSR.

B. Cluster-based NOMA

We provided numerical results for the cluster-based system
in this part. The performance enhancement of our proposed
algorithm is demonstrated by employing the following bench-
marks for comparisons.
• Optimized active BF and power allocation (OBP): In

this case, only the active BF at the BS and the PAFs
are optimized, while the passive BF of STAR-RIS is
randomly generated and the location of the STAR-RIS
is fixed.

• ZF-RTARVs-FL: The active BF at the BS is obtained
by the zero-forcing (ZF) method, while the passive BF is
randomly generated and the location of the STAR-RIS is
fixed.
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Figure 7: Convergence of our proposed algorithm for cluster-
based NOMA (Pmax =30dBm, η = [0.25,0.25,0.25,0.25]).

In Fig. 7, the convergence behaviour of our proposed AO
based algorithm is investigated, where we set Pmax = 30dBm
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Figure 9: WSR versus the transmit
power.
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Figure 10: WSR versus the number of
RIS elements.

and η = [0.25,0.25,0.25,0.25]. Results are obtained for a single
random channel realization. Our results show that the proposed
algorithm converges within 5 iterations. The algorithm of the
cluster-based NOMA converges slower than the beamformer-
based strategy. This is because the cluster-based NOMA
involves more optimization variables and constraints due to
the power allocation optimization in clusters.

We plot the WSR versus the number of antennas Nt,
the maximal transmit power Pmax, and the number of RIS
elements M in Fig. 8, Fig. 9, and Fig. 10, respectively.
The minimal required rate is set to γ = 1 and the weight
vector is set to η = [0.25,0.25,0.25,0.25]. The WSR increases
as Nt, Pmax and M increase, and the performance gain
of NOMA over OMA becomes more pronounced for the
higher transmit power. Furthermore, the proposed AO based
algorithm outperforms the OBP and FL benchmarks in terms
of the WSR, which highlights the significance of passive BF
and deployment location optimization.
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Figure 11: Optimized STAR-RIS location for cluster-based
NOMA and OMA.

Fig. 11 portrays the deployment location obtained by our
proposed algorithms for cluster-based NOMA and OMA
schemes. The predefined STAR-RIS location region is xs ∈
[10,18], ys ∈ [1,7], and the initial STAR-RIS location is
[14,3,2]. Observe that the STAR-RIS is located near the cluster
having higher weights, which is in contrast to the beamformer-
based NOMA. This phenomenon can be explained by the

principle of cluster-based NOMA, where the SIC is only
adopted among users within a specific cluster, and the path-
loss of users in a cluster is approximately the same due to
their similar locations. Hence the location of the STAR-RIS
has less of an impact on their channel power as well as on
their SIC order. Therefore, the STAR-RIS is only deployed to
increase the channel gains of the cluster having high weights,
regardless of their decoding order. More particularly, for the
case of η = [0.25,0.25,0.25,0.25], the STAR-RIS is deployed
closer to the specific cluster, which has the highest channel
gain. Furthermore, it is interesting to find that the STAR-RIS
deployment strategy for OMA is more similar among users
than for NOMA, regardless of the weight, which provides a
useful guideline for location design.

VI. CONCLUSION

In this paper, the joint location and beamforming design
of the STAR-RIS assisted downlink of networks was in-
vestigated, where the beamformer-based and cluster-based
NOMA were employed as multiple access schemes. Both the
STAR-RIS deployment location, as well as the passive and
active BF were jointly designed for maximizing the WSR of
both strategies. To solve the resultant non-convex problems,
we decomposed them into several sub-problems, where the
SCA and SDP methods were conceived for converting these
intractable non-convex sub-problems into equivalent convex
ones. Then, AO based algorithms were proposed for alternately
obtaining solutions of the original problems. Our simulation
results validated the performance enhancements attained by
NOMA and STAR-RIS compared to the reflection-only RIS
assisted networks and STAR-RIS-OMA. More particularly, the
performance enhancement achieved by optimizing the STAR-
RIS location was demonstrated, and our results revealed that
different multiple access techniques prefer different location
strategies. Users’ weight is one of the main influencing factors
of the STAR-RIS’s location optimization.
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