流感疫情早期预警模型的研究进展
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**【摘要】** 流感是一种由流感病毒引起的急性呼吸道传染病，通常呈季节性流行。新型流感病毒可能导致大流行，一旦发生将对人群健康、社会经济造成严重影响。实现暴发疫情的早期预警是流感防控的重要策略和手段。本文在回顾国内外主要流感监测预警系统的基础上，总结常见的流感早期预警模型的原理、应用、优缺点和发展前景等，以期为流感以及其他急性呼吸道传染病疫情的预警技术研究与应用提供参考。
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**【Abstract】** Influenza is an acute respiratory infectious disease caused by influenza virus. It usually exhibits seasonal transmission, but the novel influenza strain can lead to a pandemic with severe human health and socioeconomic consequences. Early warning of influenza epidemic is an important strategy and means for influenza prevention and control. On the basis of reviewing the main influenza surveillance and early warning systems, this study summarizes the principles, applications, advantages and disadvantages, and development prospects of main emerging early warning models for influenza, in order to provide reference for research and application of early warning technology of influenza and other acute respiratory infectious diseases.
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流行性感冒简称流感，是由流感病毒引起的一种急性呼吸道传染病，一般呈年度季节性流行特点[1]，经常在学校、托儿所等人员密集场所引起聚集性疫情[2]。由于流感病毒易变异，传播速度快，一旦出现大范围的传播，可能会对人群健康、社会经济造成严重的影响。20世纪以来，流感病毒已引起四次流感大流行[3]。尽早发现流感异常发生、聚集或增加的苗头，在暴发疫情早期及时向相关部门和人员发出警报，以便迅速采取适宜的干预措施，是流感防控和降低疫情危害的重要策略和手段之一[4]。本文简要回顾了国内外主要流感监测预警系统，重点综述了常见的流感早期预警模型的原理、应用、优缺点和发展前景等，以期为流感以及其他呼吸道传染病的预警技术研究与应用提供参考。

一、流感监测预警系统

流感是第一个实施全球监测的传染病[5]，其监测系统应用时间较长、发展较为完善，是实现流感早期预警的重要平台基础和数据来源。为了降低季节性流感和流感大流行的健康危害[6]，WHO于1952年建成了全球流感监测和应对系统（the Global Influenza Surveillance and Response System, GISRS），又称全球流感监测网络（the Global Influenza Surveillance Network）[7]。除开展流感流行病学监测外，该系统也包括对病毒变异的监测，并于1972年建立了基于网络的全球流感病原学监测工具FluNet[8]，通过分析上传到FluNet的病原学数据来追踪全球流感病毒活动情况。

此外，为了积极应对流感大流行和季节性流感对人类健康造成的威胁，很多国家逐步建立和完善了适合本国国情的流感监测预警系统，其中比较有代表性的有美国疾病预防控制中心和其他部门协作建立的美国流感监测系统[9]，由WHO管理的欧洲流感网络（European- influenza,Euro-Flu）[10]，由欧盟疾病预防控制中心主导的欧洲流感监测网络（European Influenza Surveillance Network, EISN）[11]，澳大利亚的国家流感监测计划（the National Influenza Surveillance Scheme，the Scheme) [12]，英国[13]和日本[14]的流感监测系统，以及由554家哨点医院和410家网络实验室组成的中国流感监测网络[15]等。这些分布于全球和不同地区的流感监测系统，长期收集、分析和汇总流感流行病学与病原学的数据，为流感早期预警提供了重要的信息支撑。此外，随着近年来大数据收集与分析技术的发展与应用，基于新型数据源的传染病监测方法与系统得到不断研究与探索，逐渐成为了流感传统监测方式的重要补充，在流感疫情防控中发挥着越来越重要的作用[16]。

二、流感早期预警模型的原理和预警阈值的设定

流感早期预警的基本原理是在流感暴发或流行出现前，或发生早期发出警示信号，以提醒疫情可能发生或其发生的范围可能扩大的风险[17]。在公共卫生实践中，早期预警可以看作一个信息转化的过程，即将监测数据转换为预警信息，其中预警模型是该信息转化过程的最重要组成部分[18]。

实现流感的早期预警，关键技术环节之一是确定流行或疫情的基线或阈值[19]，但是目前国内外关于流感流行阈值的界定尚未有统一的标准，且制定阈值的方法也存在较大的地区差异。2012年，WHO提出了一种制定基线和阈值的简单方法，将流感活动水平分为3个级别：平均流行曲线（基线活动）、季节性阈值（流行阈值）和预警阈值[20]，其中平均流行曲线用来表示流感活动的一般流行水平；季节性阈值是指示每年流感季节开始和结束的活动水平；预警阈值是指高于既往大多数监测年度同期水平。2017年，WHO制定了大流行性流感严重程度评估(pandemic influenza severity assessment, PISA)指南，用于评估流感季节性流行和大流行的严重程度，并定义了3种流感严重程度指标：传播力、严重性和影响[21]，运用PISA中的计算方法可以定义流感流行的开始、设置流感传播、严重性和影响的阈值，从而为早期预警提供参照。WHO曾推荐使用年中位数法对流感活动强度（流感病例数或核酸检测阳性率）进行分级，具体是分别使用前几个流行季的季末值的平均数、平均数加上1个标准差和平均数加上3个标准差来确定中等、高等和非常高的疾病严重程度[20]。美国疾病预防控制中心制定流感流行阈值的方法,是将流感样病例（influenza-like illness，ILI）的基线定为过去3年非流感流行季节（周）门诊监测网络中的ILI%平均值加上2个标准差。此外，中国香港地区将季节性流感病毒检测阳性率基线水平，定为前4年非季节期间每周平均流感阳性率加上1.96个标准差[22]。此外，移动流行区间法（moving epidemic methods, MEM）在美国、西班牙、英国等国家[23-24]，已被广泛用于对流感的流行强度等级分类，具体是将实际的流感流行水平和5个流行强度阈值进行比较进而实现分级预警。近年来，国内有学者采用综合指数评价法建立流感分级评价系统[25-26]，并在北京、深圳等地开展了流感分级预警的尝试。

三、流感早期预警模型的主要类型及应用

目前流感预警模型的分类尚无统一标准，本文根据预警模型的基本原理和应用等，对主要的流感早期预警模型分类介绍如下：

1.时间序列分析法：由于早期的传染病监测数据主要是较大地域范围（如省、州或全国）的病例数量时间序列汇总数据，在疫情预警领域，时间序列数据分析技术得到较早的发展和应用。其中，应用最多的是统计过程控制方法，如移动百分位数法（movable percentile method, MPM）、累计和控制图法(cumulative sums,CUSUM）、指数加权移动平均法（exponentially weighted moving average,EWMA）等[17]。这些方法通过解析时间序列的波动特征，并与设定的预警阈值（如历史同期基线的第90个百分位数或与过去7 d平均病例数加2倍标准差）相比较，若当前的病例数达到或超过阈值，则发出预警[4]。统计过程控制法在传染病预警领域的应用已非常成熟和广泛，特别是CUSUM和EWMA已成为流感症状监测的常用预警算法。例如，由美国CDC开发的用于探测和分析公共卫生监测数据中的异常现象的工具早期预警报告系统（Early Aberration Reporting System，EARS)中，就包含了CUSUM等质量控制图算法[27-28]。一些国内的学者将EARS中的CUSUM算法，用于分析流感样病例和病原学监测数据，发现该模型能够准确且有效警示流感季节性流行高峰的来临[29-30]。此外，一项国内的研究运用CUSUM和易感者-暴露者-显性/隐性感染者-移出者模型，探索了基于学校的ILI监测具有较好的预警效果，体现了基于学校的流感症状监测预警的重要性[31]。

基于回归理论的模型，如Serfling方法[32]，通过排除时间序列中由于季节变动导致的流行周次或月份，然后用循环回归的方法分析非流行期的数据并建立模型，进而做出是否进行疫情预警的判断。为避免根据经验人为剔除流行期可能造成的偏倚，有学者在经典Serfling回归模型的基础上，通过循环迭代的方法逐步探索流感的流行阈值，建立优化的Serfling回归模型，并在预警灵敏度、特异度和及时性方面均有所提升[33]。另外，其他的一些回归模型，如简单回归模型、动态线性模型等也运用于流感预警模型的构建和阈值的设置[34]。

其他经典的时间序列分析方法，如差分自回归移动平均模型（autoregressive integrated moving average, ARIMA），通过解析病例时序数据变动的各种特征（如长期趋势、周期性和季节性等）建立模型，计算出预期值和预警限，据此做出预警判断[35-36]。另外，马尔可夫模型（Markov Model）和隐马尔可夫模型[37-38]（hidden Markov model ,HMM）等可以将流感监测数据分解为流行期和非流行期，解决已有模型和人工方法无法剔除基线数据中的暴发的问题。

2.传播动力学模型：1927年由Kermack和McKendrick提出经典的SIR仓室模型，即利用一系列的微分方程动态模拟传染病流行过程中的易感者(Susceptible,S), 患病者(Infectious,I)和移出者 (Removal,R)[39-40] 3类人群数量的变化。在该模型的基础上，后续的研究者们根据不同疾病的自然史特征，提出了许多分类更加精细的模型，如易感者-暴露者-感染者-移除者（susceptible-exposed-infectious-recovered, SEIR）模型，易感者-暴露者-感染者-易感者（susceptible-infectious-recovered-susceptible, SIRS）模型，易感者-感染者-隔离者-易感者（susceptible-infectious-quarantined-susceptible, SIQS）模型等。传染病动力学模型侧重于疾病传播机理的研究，能够反映疾病传播的内在规律--预测疾病的发展趋势，分析影响因素，评估不同干预措施和策略的效果等[41-42]。通过将SIR、SEIR等模型预测的流感流行水平，与历史平均水平或预先设定的流行阈值相比较，可以实现不同干预情景下的流感疫情流行趋势的早期预警。

例如，一项发表2015年的研究中，为了预测热带或亚热带的流感流行高峰，美国和香港学者共同开发了两套模型，分别是集成调整卡尔曼滤波器(ensemble adjustment Kalman filter)和改进后的粒子过滤器和SIR相结合的模型(modified particle filter in conjunction with a susceptible-infected-recovered (SIR) model)，结果显示，这些模型至少可以提前3周预测流感流行高峰和规模[43]，提示可将其方法和结果运用于亚热带地区的流感早期预警当中。再如，中国学者在2021年通过构建SEIR模型分析新型冠状病毒肺炎（简称“新冠”）大流行期间人群行为的变化对流感传播风险的影响，发现人群密切接触的大幅度减少导致流感的有效再生数降低了63.1%，该研究对于新冠大流行期间流感流行趋势的预测及预警有重要的提示作用[44]。

3.疫情时空聚集性探测预警模型：主要包括疫情空间聚集性探测、时空异常聚集分析与联合预警等[18]。相比单一的时间序列分析模型，综合时间和空间2个维度构建的时空预警模型的原理是，通过特定的方法探测短时间、特定的区域范围内，传染病病例尤其是新发传染病病例的异常增加现象（与历史基线水平或临近地区相比较），即时空聚集性，从而对疫情发生的时间范围和地理区域进行早期预警[45]。近来空间信息技术的快速发展也为流感时空预警模型的实现提供了技术支撑。

在该领域最受关注的方法之一是Kulldorff[46]于1998 年提出的时空扫描统计量（space-time scan statistic），以及在2001年提出的前瞻性时空重排扫描统计量（prospective space-time permutation scan statistic），进而提出的不受扫描大小和形状限制的最大连接时空排列扫描统计量（maximum linkage space-time permutation scan statistics）[47]，在传染病聚集性分析与暴发早期预警领域得到较多的探索与应用。

随着时空聚集性探测技术的发展，时空联合预警方法，如基于近期异常事件探测（what’s strange about recent events, WSARE）方法，逐渐显现出自身优势。如一项以色列学者在2007年发表的研究中，运用WSARE算法回顾性得实现了一起学校夏季乙型流感病毒聚集性疫情的早期探测，证明了该算法可以早期提示此类发生在机构内部的、快速进展的疫情以及相关高危人群、时间和地点等信息[48]。20世纪60年代以来，空间自相关分析方法逐渐兴起并得到广泛应用。一项由香港学者发表于2011年的研究中，研究者综合运用Global Moran’s I，Local Moran’s I和SatScan三种时空聚集性探测方法，对2009年中国香港特别行政区流感大流行的聚集性和传播动态开展研究，结果展示了大流行期间H1N1的时空聚集性的异质性，提示可以为流感的标准监测提供重要价值[49]。此外，Ripley’s K[50]，Cuzick–Edwards’ k-nearest neighbour[51]等全局或局部时空聚集性探测方法也逐渐广泛得运用于流感动态传播规律和预测预警的探索中。

4.疫情影响因素分析：流感的传播和流行受很多因素的影响，如气象、人口流动、人群免疫状况、社会经济，以及2020年以来的新冠大流行及其防控措施等。探索这些因素与流感疫情发生之间的关联，并将这些因素纳入流感预测预警模型中，能够为流感疫情风险评估、早期预警和干预提供重要信息。

例如，一项在武汉开展的关于环境因素对流感发病率的短期影响的研究，综合运用广义相加模型（GAM）和分布滞后非线性模型（DLNM）分析了外界日平均气温包括极高极低气温与流感发病风险的非线性关系，揭示了他们之间的暴露滞后效应，为经空气传播的传染病的早期预警系统的构建提供了科学证据[52]。传播动力学模型也是流感影响因素研究的热点方法，如一项美国学者开展的研究中，研究者运用SIRS模型探索绝对湿度和流感季节性流行的关系，结果提示在温带地区，绝对湿度驱动了流感季节性传播的变异和冬季流感的暴发[53]。此外，分层贝叶斯模型[54]、回归树[55]等方法也常用于探索流感季节性流行的影响因素。

5.基于多源大数据的预警模型：

大数据一般指一种规模大到在获取、存储、管理、分析方面大大超出了传统数据库软件工具能力范围的数据集合[56]。随着互联网信息技术和大数据技术的快速发展，集合多源大数据如搜索引擎、社交媒体、气象、人口流动、社会经济因素等的传染病综合预测预警模型与应用，已成为新的研究热点。

互联网大数据已经广泛渗透到各个行业领域，且社交媒体和搜索引擎早已成为人们发布和获取信息的重要渠道，这使得利用互联网大数据对流感进行预警成为可能[57]。2009年谷歌首次将搜索引擎大数据运用于预测流感疫情趋势，并设计了中文（Google Flu Trends，GFT）[58]。该系统最初预测效果良好，但后来随着时间推移，越来越多的研究发现GFT与传统监测相比，预测准确性较差，且即使经过修补仍然难免误差[59-60]。近年来，有学者提出并尝试将互联网大数据和传统监测数据等多源数据相结合的思路，结果表明可显著改善预警效果，兼顾了及时性和准确性需求[61-64]。例如，一些美国学者运用多重线性回归的多层次框架模型，探索寻求一种传统监测数据、搜索引擎数据、电子健康档案和社交媒体数据的最佳组合形式，以实现提高流感预测预警的准确性和及时性，研究结果证明了多源数据的独特优势[62]。除GFT外，美国学者在2008年运用雅虎搜索引擎记录对流感流行趋势进行预测，发现与病毒培养阳性率和流感病死率比较，可提前1~5周不等，提示可以成为传统监测预警的补充手段[65]。此外，许多国内外学者也将百度指数和其他数据源结合，对流感的流行趋势进行了预测预警的探索。如为了探索早期预警系统是否可以预测流感流行期，来自澳大利亚、英国和美国的学者运用澳大利亚的流感监测数据和英国、美国及中国的搜索引擎数据（其中英国和美国的数据来自GFT，中国的数据来自百度指数）建立了多元季节性ARIMA模型，发现英国、美国和中国的模型参数估计结果与实际的监测数据一致性较高，且搜索引擎数据的加入改善了模型的预测表现[66]。

将传统监测数据或卫生健康大数据，与多源大数据相结合进行综合分析，是流感监测预警领域新兴的研究方向之一。中国学者利用流感监测系统数据，及气象、社会经济和人口流动等大量数据，对我国不同地区流感季节性分布特征进行了深入分析，为流感预测预警和疫苗接种政策提供了重要科学证据[54]。再如美国学者在2018年分析了1.5亿美国人近10年的疾病资料，结合可能驱动流感暴发的大数据集，分析得出人口社会、气象、病毒变异、人口陆路流动等均是驱动流感波动的重要因素[67]，并且他们之间的共同作用能够对流感预警提供新思路、新方法。

机器学习是人工智能的一个分支学科，主要研究方向包括决策树、随机森林、人工神经网络、贝叶斯学习等[68]。目前机器学习以其在大数据领域独特的算法优势，正越来越广泛得应用于传染病监测预警系统的构建优化和具体疾病的预测预警中[69]。例如，在一项由美国学者开展的，关于通过机器学习加强禽流感病毒的主动监测的研究中，作者运用机器学习—梯度提升决策树的方法，估计野禽样本中的禽流感病毒检出率，结果显示机器学习模型可以通过极少的预测因子和极低的资源消耗，实现最大化得提高病毒分离率的目标，给流感、尤其是禽流感病毒的主动监测预警带来了全新的思路[70]。随着计算机技术的迅猛发展，根据贝叶斯原理建立的时空模型在疾病预测预警中得到了长足发展与应用。如一项由美国学者发表于2014年的研究中，为了开展对暴发疫情信号的准确探测，作者运用了贝叶斯多水平模型对大量高精度的流感样病例等时空数据进行建模分析，并将结果可视化后举例应用于公共卫生政策决策，这次成功的探索提示贝叶斯时空模型对于权衡监测数据中的假阳性和滞后性进而实现准确预警有重要的实践价值[71]。再如，一项由美国匹兹堡大学的学者开展的相关研究结果表明，基于贝叶斯理论的算法可以给非时空分布的传染病暴发监测系统加入额外的时空动态信息、形成统一框架以确定每个参数的不确定性，在探测暴发疫情（包括流感）方面有明显的优势[72]。

以上各模型的优缺点和应用场景总结，见表1。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 表1 主要预警模型的优点、局限性及应用场景  模型 | 举例 | 优点 | 局限性 | 应用场景 |
| 时间序列分析法 | 统计过程控制法（如MPM、CUSUM、EWMA等） | 症状监测的标准算法；计算较简单 | 易受季节性、暴发疫情等的影响[17]；无法兼顾空间分布 | 应用最早、最广泛的预警模型 |
| 回归法（如Serfling 、ARIMA等） | 排除监测数据中的暴发流行、季节性等导致的序列波动，构建阈值 | Serfling需要根据经验人工区分流行期和非流行期[32]； ARIMA模型构建比较复杂[73] | 适合处理计数类或季节性波动的监测数据 |
| 其他时间序列分析法（如Markov Model，HMM等） | HMM可以将流感监测数据分解为流行期和非流行期数据 | 无法兼顾空间分布 | 常用于传染病近期和中期预测 |
| 传播动力学模型 | 如SIR、SEIR、SIRS等 | 能够利用监测数据预测流行趋势、分析影响因素、评价干预措施效果等 | 需要考虑其他因素，如人口的出生与死亡，迁入和迁出等，人群流动速度等 | 该模型已成为流感影响因素、干预措施效果及预测预警领域的热门方法 |
| 时空聚集性探测和预警模型 | Kulldorff时空扫描统计量（如最大连接时空排列扫描统计量等） | 采用了重排算法，在建模过程中不需要使用人口数据 |  | 经典的时空分析方法 |
| 时空联合预警（如WSARE算法等） | 早期探测疾病暴发；适用于非连续、多维时序数据集 |  | 是一种融合了规则算法、贝叶斯网络、随机化效应等多种思想的探测预警方法，具有较强的实用性[18] |
| 空间自相关分析（如Global Moran’s I, Local Moran’s I等） | 通过定量的指标来反映疾病在空间上的分布信息，同时反应疾病发生与周围疾病发生的关联程度[18] |  | 认识疾病的地理位置特征、空间分布特征、空间格局成因等方面有自身优势 |
|  |  |  |  |
| 疫情影响因素分析 | 如DLNM、GAM、SIRS、回归树等 | 综合分析气象、人口流动、人群免疫状况、社会经济等对流感流行的影响 |  | 探索各种因素与流感疫情发生之间的关联，进而将这些因素纳入预测预警模型中 |
| 基于多源“大数据”的预警模型 | 搜索引擎（如谷歌、雅虎、百度指数等） | 预警及时性较好 | 有些数据预警准确性较差 | 利用多源/开源“大数据”，结合传统监测数据进行流感早期预警[74] |
| 贝叶斯算法 | 较好得解决了疾病分布的空间异质性、相关性问题 |  | 修正了传统统计方法在区域人口数极少或发病（死亡）数极低时的弱点，在疾病空间格局研究中具有独特优势[18] |

表注：MPM，移动百分位数法。CUSUM，累积和法。EWMA，指数加权移动平均法。ARIMA，自回归移动平均法。Markov Model，马尔可夫模型。HMM，隐马尔可夫模型。SIR，易感者-感染者-移除者。SEIR，易感者-暴露者-感染者-移出者。SIRS，易感者-感染者-移出者-易感者。WSARE，近期异常事件探测。Global Moran’s I，全局Moran’I。Local Moran’s I，局部Moran’s I。DLNM，分布滞后非线性模型。GAM，广义相加模型。 Kulldorff时空扫描统计量、时空联合预警、空间自相关分析、疫情因素因素等方法的局限性目前缺乏比较统一的说法。

四、总结与展望

流感的流行、暴发甚至大流行始终威胁着人类健康和社会经济的发展。开展流感流行病学、病原学和重要影响因素监测，及时进行数据分析、研判与预警，对于预防和控制流感，减轻流感对人类健康和社会经济的危害意义重大。实践中，除继续开展法定报告传染病的病例报告、基于突发公共卫生事件的流感疫情报告、以及基于哨点医院和网络实验室等流感样病例与病原学监测外，疫情相关大数据收集与分析技术的快速发展和应用，使其成为流感疫情传统监测预警系统以外的重要补充。综合当前的研究进展，未来流感疫情早期预警技术的发展与应用创新需要考虑以下几点：

首先，加强流感预警理论与方法的研究，推动时空预警模型算法的运用和优化，探索综合多种模型的预警路径，有助于早期发现流感病毒活动在不同人群、时间和空间等多维度的异常增高或聚集信号，对学校、托儿所和医院等重要场所的流感疫情的早期预警具有重要意义。

其次，集成基于传统监测数据、互联网、地理气候及社会经济人口等的多源数据，提升多源数据的整合和分析能力，将传统监测数据和分析方法，与新型大数据及其智能分析技术相结合，实现流感流行水平的多维度解析、风险研判与融合展示，综合提高流感早期预警的准确性和及时性。

最后，加强流感病毒病原学的监测，特别是加强对流感变异株的监测、识别和预警，随时做好应对下一次流感大流行的准备。目前，针对流感病原学数据的早期预警方法的开发和应用是该领域的一个技术难点和弱点。未来应充分发挥实验室的作用，继续在血清学、生物化学、分子生物学、免疫学等领域开展研究，并且大力开发基于流感病原学数据的早期预警模型和方法，将先进的早期预警技术和实验室监测检测技术相结合，通过病原学监测预警早期发现流感暴发或流行，并遏制在萌芽状态。

新冠大流行对我国乃至全球的传染病监测预警体系提出了严峻挑战，如何在未来的公共卫生实践中，建立多系统、多部门、多层级的协作机制，实现各类传染病监测预警系统的资源互通、技术互通甚至平台互通，同时继续加大对传染病监测预警的政策支持、队伍建设、人才培养、资金投入和技术保障等，全面提升包括流感在内的各类急性传染病早期预警能力，实现监测预警体系朝着“智慧化预警多点触发机制和多渠道监测预警机制”[17]发展，是另一个需要长期努力的方向。
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