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The cortical entrainment of speech envelope is a phenomenon where the electrical activity 
in the brain fluctuates with the change in stimulus intensity, i.e., the stimulus envelope. 
While clearly speech stimuli are closer to everyday conversation, it is not clear whether the 
cortical entrainment of speech envelope closely reflects speech intelligibility in the brain 
more than cortical responses to other types of sound. The overall goal of this thesis is to 
assess the applicability of cortical responses to speech and non-speech sound for use as a 
predictor of behavioural speech intelligibility in normal hearing people. Initial works were 
carried out to explore how to best measure and detect cortical responses to continuous 
speech. 

In the first study cortical responses to continuous speech were stronger when additional 
pauses were inserted into the stimulus, and this consequently led to a greater the number of 
detected responses. This also demonstrate that the amount of pauses could introduce a 
comparison bias as they have different envelopes, it was therefore decided that the 
continuous speech and non-speech stimuli used in the third study would comprise identical 
envelope shapes. In the second study, the backward linear modelling (reconstructing 
speech envelope from cortical responses) was able to detect greater number of significant 
responses to continuous speech than the forward linear modelling (predicting cortical 
responses from speech envelope), however, the number of detected responses was lower 
than the cortical auditory evoked potentials (CAEP) using Hotelling’s T-squared. This 
suggests that evoked responses to continuous speech are harder to detect than more 
standard evoked responses. In the third study, behavioural speech recognition scores and 
objective measures showed significant correlation and it was possible to utilise cortical 
responses to continuous speech, modulated noise, and /da/ as objective measures to predict 
speech intelligibility in some subjects. However, the reliability of response measurement 
was poor, consequently the speech intelligibility prediction was inaccurate in many 
individuals. 

With regards to the main goal of this thesis, all types of cortical responses showed 
expected monotonic relationship with the stimulus signal-to-noise ratio on a group level, 
cortical responses to continuous speech were worse in predicting the speech intelligibility 
in individuals than other types of responses. This gives empirical evidence to show that 
measurement of cortical responses to continuous speech through the linear modelling 
approach with scalp responses measurement are less reliable compared to cortical 
responses to less natural speech stimuli at an individual level. For normal hearing people, a 
measurement that simply confirms audibility (not necessarily speech intelligibility or 
comprehension) may be sufficient to predict speech-in-noise test performance.  
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 Introduction 

Perception of speech is essential for learning, communication, and socialising. A major 

challenge affecting the quality of life for people with hearing impairments, and even for 

people with normal hearing, is the ability to understand speech particularly in a noisy 

environment. This problem can lead to, for example, difficulties in learning at school or 

social isolation especially for the elderly. Speech perception refers to the ability to perceive 

and understand speech (Heald and Nusbaum, 2014). It can be measured through 

behavioural tests, where the subjects are expected respond by repeating the word they hear 

or click/press one of a set of choices displayed on a screen. It is usually measured as the 

percentage of speech that can be recalled by the listener in a quiet or noisy condition. Since 

this type of measurement involves cognitive performance, such as attention, memory, 

executive function, and processing speed (Dryden et al., 2017), some group of subjects 

(e.g., children and people with cognitive impairments) may not provide reliable 

behavioural responses. 

Conventionally, hearing testing is most commonly carried out using pure-tone audiometry 

(PTA). Although the degree of hearing loss can be measured using PTA, the pure-tone 

stimuli used in the test does not represent the real-world issues in speech perception. 

Moreover, PTA is also a behavioural measure, and so has the same limitation as the 

behavioural measure of speech intelligibility. For example, participants are required to 

respond to the test whereas some participants, such as children or people with cognitive 

impairment, may not be able to respond reliably or at all (Hirsh, 1948). Behavioural tasks 

in speech-in-noise tests are even more challenging for the participants than in PTA because 

the participants are required to memorise, verbally repeat the speech material, or even 

understand the speech and answer questions. Auditory evoked responses (AERs), objective 

electrophysiological responses that measure brain response to sound stimuli, can be an 

alternative for estimating hearing threshold and are also used in other clinical applications 

(Stapells, Gravel and Martin, 1995; Ronnberg et al., 2016). The stimulus used in AERs can 

be as simple as clicks and tone pips, or more complex such as syllables in a word, 

sentences, and narrative speech.  

AERs to short repeating stimuli have been used to predict speech intelligibility. AERs to 

short repeating stimuli have been shown to be a potential predictor for speech 

intelligibility, as the amplitude of AERs is found to decrease as the stimuli is presented 
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with increasing noise levels and the strength of responses correlate with the behavioural 

speech intelligibility performance (Wong, Cheung and Wong, 2008; Papakonstantinou, 

Strelcyk and Dau, 2011; Zhang, Gong and Zhang, 2016). Evidence suggests that AERs 

may reflect two main processes relating to speech intelligibility, which are auditory 

perception and cognitive activity related to speech discrimination in noise. The latter has 

been found in the AERs at the cortex level generated by short speech stimuli (Billings et 

al., 2013; Goossens et al., 2018). 

The response in AERs to continuous speech can be observed in correlations between the 

EEG and the envelope of the speech signals and is usually referred to as envelope 

entrainment. The envelope is however only a crude representation of the speech stimuli. It 

is also found that attention plays an important role in the envelope entrainment (Naatanen, 

1990; Power et al., 2012; O'Sullivan et al., 2015; Reetzke, Gnanateja and Chandrasekaran, 

2021), which makes the protocols requiring attention unsuitable for some groups of 

listeners (e.g., children and people with cognitive impairment). Moreover, measurement of 

AERs to continuous speech normally requires longer test times than AERs to brief stimuli 

because the latter takes advantage of powerful noise reduction from the coherent averaging 

technique, whereas AERs to continuous speech require more complex system 

identification methods. This leads to the question of whether there is any benefit of using 

AERs to continuous speech over AERs to brief stimuli in predicting speech intelligibility.  

The overall goal of this thesis is to examine whether speech intelligibility is better 

predicted from the envelope entrainment rather than conventional-AERs to transient 

stimuli. As a first step, this study will explore how best to measure evoked responses to 

natural speech and better understand how those responses compare with those of simple 

repeating stimuli.  

1.1 Aim of thesis 

The overall goal of this thesis is to investigate whether cortical responses to continuous 

speech are better than cortical responses to less natural speech (continuous speech with 

additional pauses and repeating monosyllables) or non-speech (modulated broadband noise) 

stimuli as an objective measure for detecting cortical responses to speech sound and for the 

application of predicting individual speech-in-noise performance.  
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Objectives:  

1. Assess how adding additional pauses between each word in the natural speech 

stimulus changes the cortical response. 

2. Determine whether onset or non-onset segments in the continuous speech 

dominates the cortical responses measured. 

3. Compare the characteristics of cortical responses to continuous speech and 

repeating short stimulus.  

4. Compare the effectiveness of different AERs (TRF-model, backward TRF, 

correlation coefficient with continuous speech, and coherent averages of CAEP 

to repeating short stimulus) in detecting cortical responses to speech. 

5. Compare the accuracy of behavioural speech reception threshold (SRT) 

prediction from cortical responses to continuous speech, and a non-speech 

stimulus, and CAEP to repeating short stimulus. 

1.2 Publications 

• Conferences 

o Gravenor H., Deoisres S., and Bell S.L. (2019). Exploring the effect of 
stimulus level on da responses. International Evoked Response Audiometry 
Study Group (XXVI). Sydney, Australia. Poster presentation. 

o Deoisres S., Lu Y., Simpson D.M., and Bell S.L. (2020). Cortical auditory 
evoked responses to continuous speech stimuli with extended pauses. 
European Medical and Biological Engineering Conference (8th). Portoroz, 
Slovenia. Presentation abstract (conference cancelled due to COVID-19). 

o Deoisres S., Lu Y., Simpson D.M., and Bell S.L. (2021). Cortical auditory 
evoked responses to continuous speech stimuli with extended pauses. 
International Evoked Response Audiometry Study Group (XXVII). Online 
conference. Oral Presentation. 

o Deoisres S., Bell S.L., and Simpson D.M. (2022). Predicting speech 
reception threshold using cortical responses to sound. UK Hearing 
Audiology and Sciences Meeting. Southampton, United Kingdom. Poster 
presentation. 

• Journals 

o Deoisres S., Lu Y., Vanheusden F.J., Bell S.L., and Simpson D.M. 
Continuous speech with pauses inserted between words enhances cortical 
envelope entrainment. PLOS one. Submitted and in revision. 

o Deoisres S., Bell S.L., and Simpson D.M. Predicting speech reception 

threshold using cortical responses to sound. Preparing for submission. 
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1.3 Outline of thesis 

The organisation of the thesis chapters is briefly described in this section. The thesis begins 

with an introduction (Chapter 1) to auditory evoked response, including a description of 

the purpose of this thesis and the contribution to the field of research. 

Chapter 2 is dedicated to a review of the literature. This chapter firstly describes speech 

intelligibility and the important factors which affect the ability to understand speech both 

in quiet and with background noise. Some of the commonly used speech-in-noise tests in 

clinic and research are described. Finally, the relation between speech intelligibility and the 

gold standard hearing test (pure-tone audiometry) is briefly explored. 

Chapter 3 provides an explanation of auditory evoked responses. Then the use of cortical 

responses to various types of sound stimuli for assessing individual speech intelligibility is 

reviewed. This is followed by a description of objective methods to detect cortical 

responses to continuous sound stimuli and cortical auditory evoked potentials (CAEP), 

which are used throughout this thesis. 

Chapter 4 describes the first study, exploring whether cortical responses to continuous 

speech stimuli can be enhanced by modifying the stimulus through the insertion of silent 

pauses between words to improve response detection sensitivity. Then there is more 

examination of the contribution of onset and non-onset segments in the speech envelope. 

Chapter 5, the second study, further investigates the dataset presented in the previous 

chapter regarding the characteristics of cortical responses and comparing its morphology to 

the CAEP waveform. This study also includes a comparison between two methods for 

detecting cortical responses to continuous speech to selecting the most sensitive method to 

be used in detecting responses in condition with background noise in the next study. 

Chapter 6, the third study, explores cortical responses to natural speech, noise modulated 

by the same envelope as the natural speech, and repeating /da/ stimuli as an objective 

measure to predict speech in noise performance.  

The thesis concludes in Chapter 7 with the general discussion from the main findings and 

suggestions for future work.
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 A review of speech intelligibility 

This chapter provides a review of the literature relevant to the research project, which will 

be divided into four sections. The first section (2.1) introduces the importance of speech 

intelligibility. The second section (2.2) provides an overview of the behavioural 

measurements of speech intelligibility that are commonly used in clinic and research. The 

third section (2.3) reviews how pure-tone audiometry has been related to the behavioural 

speech intelligibility test. The fourth section (2.4) is a summary of the findings on how 

subcortical and cortical auditory evoked responses (AERs) have been used to predict 

speech intelligibility.  

2.1 Speech intelligibility 

Speech perception is a process in which the listener perceives and use their knowledge to 

combine the linguistic components to form their understanding of the speech (Heald and 

Nusbaum, 2014). The process of speech perception is more complex than the perception of 

non-speech sound. In addition to sound perception, it involves cognitive capacities to 

discriminate between speech and sounds that are not relevant to speech perception (Curtin 

et al., 2017). The process of speech perception can be divided into 4 stages: detection, 

discrimination, identification, and comprehension (Erber, 1976). The role of each stage is 

described below. 

1. Detection: the listener perceives sound. 

2. Discrimination: the listener perceives and is able to distinguish between different 

sounds or between speech and environmental noise. 

3. Identification: the listener perceives and can identify the word they heard. 

4. Comprehension: the listener understands the meaning of speech sound and links it 

to prior knowledge. 

In this thesis, speech intelligibility is defined as the ability to hear and identify speech 

under different listening conditions. Specifically, for the current study, the speech 

intelligibility will only measure up to the identification stage of speech perception. The 

speech comprehension stage will not be investigated in this thesis. 
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The intelligibility of speech has been altered primarily in four different ways: 

1. Adding noise to compete with the target speech (Plomp and Mimpen, 1979; Meyer, 

Dentel and Meunier, 2013) 

2. Corrupting the spectral resolution of the speech via noise-vocoding; speech is 

filtered in to single or multiple frequency bands, then use the amplitude envelope of 

filtered speech to modulate a noise signal corresponding to the same frequency 

band (Roberts, Summers and Bailey, 2011).   

3. Manipulating the temporal envelope of speech (Noordhoek, Houtgast and Festen, 

2001; Jorgensen, Decorsiere and Dau, 2015) 

4. Playing the speech stimulus forward or backward in time (Di Liberto, O'Sullivan 

and Lalor, 2015) 

The current study will only focus on the effects of background noise on speech 

intelligibility, as it is the most common way used in the literature.  

To understand speech, people with hearing impairment normally require higher levels of 

speech relative to background noise level than people with normal hearing. Signal-to-noise 

ratio (SNR) is a term used to describe the level of desired signal, e.g., target sound or 

speech, relative to the level of background noise, this is expressed in decibel (dB). In a 

virtual restaurant study by Culling (2016), a tolerable level for conversation in normal 

hearing people is at approximately -5 dB SNR, before half of the conversation cannot be 

understood. The ratio between an increase of approximately 3 to 6 dB SNR is required, 

depending on type of background noise, for people with hearing impairment to understand 

speech when compared to people with normal hearing (Plomp, 1994). The increase in SNR 

also depends on the degree of hearing loss, for example, people with cochlea implants may 

need up to 20 dB SNR (Zaltz et al., 2020). Adults who have difficulty in understanding 

speech have difficulties in daily communication (Gordon-Salant, 2005). In children, the 

difficulty in understanding speech leads to problems such as impairment in psychosocial 

development and in the development of language skills, which could greatly impact their 

long-term quality of life. Those problems are associated with academic performance, 

behaviour, and emotional development (Bess, Dodd-Murphy and Parker, 1998). Children 

with hearing loss also show delayed development of language compared to children with 

normal hearing (Tomblin et al., 2015).  
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2.2 Factors affecting speech intelligibility 

There are several factors that may affect intelligibility of speech to consider when 

designing an experiment or clinical measurement. The effects of the factors on speech 

intelligibility will be explained in this section.  

2.2.1 Types of background noise 

The acoustic cues in speech are less perceivable by listeners as a consequence of having 

noise competing with the target speech. Listeners may be unable to recognise some words 

in the sentence and the severity increases with decreasing SNR. However, the intelligibility 

of speech is affected differently depending on the type of background noise. The types of 

noise, characterised by the temporal and spectral features that has been used in speech-in-

noise studies are (Meyer, Dentel and Meunier, 2013; Lee et al., 2015; Le Prell and Clavier, 

2017):  

1. Stationary noise: temporal and spectral characteristics remains fairly constant with 

time (e.g., environmental, ambient, stationary white or coloured noise, speech-

shaped noise). 

2. Non-stationary noise: spectral characteristics change with time (e.g., conversation 

both intelligible or not, and road traffic). 

Most of the acoustic cues for speech can still be distinguished from stationary noise as the 

spectral and temporal content does not fully overlap with the temporal and spectral feature 

of speech (Le Prell and Clavier, 2017). The stationary noise could be modified to a speech-

shaped noise, by using the long-term average of the target speech spectra (Byrne et al., 

1994), which overlaps fully with the target speech.  

The temporal fluctuations in non-stationary masking sounds can sometimes be used by the 

listeners to improve speech intelligibility. Studies have found better speech intelligibility 

performance when normal hearing people listen to speech in fluctuating noise rather than 

stationary noise of the same SNR. This can probably be explained through the existence of 

short silence gaps in the noise which makes the speech clearly perceivable by the listener 

(Miller, 1947; Festen and Plomp, 1990; Bacon, Opie and Montoya, 1998) –sometimes 

referred to as ‘glimpsing’. In contrast, people with hearing impairment did not benefit from 

the short silent gaps (Nejime and Moore, 1998). 
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Speech-shaped noise can sometimes be referred as speech-weighted noise (SWN) because 

it mainly contains the spectral power in the frequency band of 100 Hz to 5 kHz analogous 

to the spectral power of speech (Renz, Leistner and Liebl, 2018). SWN can be presented as 

stationary (same as speech-shaped noise) or fluctuating (more similar to real speech 

waveform). The masking of SWN can be greatest when the modulation rate of SWN is 

similar to the syllabic rate of speech (Sek et al., 2015). 

Informational noise is masking of speech with competing speech, this simulates the 

“cocktail party problem” (Cherry, 1953), where the listener needs to pay more attention to 

the speaker in interest and ignore other speakers. The competing speech typically may 

include up to 16-talkers to distract the listener from the target speech. Information masking 

significantly lowers the speech-in-noise performance when there are lower number of 

speakers (from 1 to 2 or 4) compared greater number of talkers (8 to 16) (Rosen et al., 

2013), as in the former the masking speech remains somewhat intelligible. The speech 

intelligibility performance also was found to be affected by intelligibility of informational 

noise (e.g., language that the listener can vs cannot understand), listeners were able to 

focus on the target speech better if the informational noise is less intelligible (spoken in 

language that the listener does not understand) (Presacco, Simon and Anderson, 2016).  

Informational noise is often used in preference to stationary noise for speech intelligibility 

measurements because they mostly simulate the everyday situation where it is difficult to 

understand speech. 

2.2.2 Listening effort and background noise type 

Listening in a noisy condition usually involves increased listening effort, the mental effort 

for maintaining attention to and comprehending speech (Rennies et al., 2018). Generally, 

listening effort (often measured by subjective ratings) increases for decreasing SNR (less 

intelligible speech) and the demand for listening effort is higher for people with hearing 

impairment (Rennies et al., 2014). Listening effort can also vary for different types of 

masking noise. Krueger et al. (2017) showed that more listening effort is required when 

speech is presented in stationary noise when compared to fluctuating noise. However, a 

study by Desjardins and Doherty (2013) did not find any difference in listening effort 

across masking conditions, even in 6-talker babble noise. This could indicate that listening 

effort varies between listeners and it may depend on other factors as well (e.g., cognitive 

function). It might also be pointed out that in low SNR conditions, effort may again 

decrease, as the listener may disengage from the difficult task (Peelle, 2018).  
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2.2.3 Binaural release from masking 

Binaural release from masking is the ability of the auditory system to isolate the target 

sound of interest from background noise using auditory localization cues, such as 

interaural time and level differences (i.e., the delay between the sound arriving at each ear 

and differences in sound level) (Avan, Giraudet and Buki, 2015). Binaural hearing 

provides advantages in locating the source of sound and perceiving louder sound through 

binaural summation (van Hoesel, 2004; Epstein and Florentine, 2012). It is also beneficial 

in discriminating speech in noise when the target speech is spatially separated from 

background noise (Avan, Giraudet and Buki, 2015). The relation between phases of 

presented sound in the left and right ears, referred to as the interaural phase, can also affect 

the masking release. Hirsh (1948) observed lower binaural reception threshold (better 

perception) compared to monaural threshold when signal is presented binaurally out of 

phase, but noise is presented binaurally in phase or vice versa (opposite interaural phase). 

The binaural reception threshold becomes higher than monaural threshold when the 

interaural phase between the signal and noise is the same. The monaural threshold 

decreases when noise presented binaurally are in phase rather than out of phase.  

2.2.4 Speaker gender 

Whether female or male voice is more intelligible to the listener has been debated for a 

long time. Many studies tend to support that female speakers produce more intelligible 

speech with the advantage of having higher pitched sound (fundamental frequency) when 

there is no background noise (Bradlow, Torretta and Pisoni, 1996; Ferguson, 2004; 

Johnson and Ferguson, 2016). Some showed that male voices are more favourable to the 

listener (Ellis et al., 1996; Kilic and Ogut, 2004; Johnson and Ferguson, 2016). 

Considering the fact that gender-biases may be the main factor in speech intelligibility 

(Ellis et al., 1996), it also important to focus on the key factors that contribute to the 

intelligibility of speech. Bond and Moore (1994) suggested that less intelligible speech 

contains these characteristics: words with short duration, shorten vowel duration, and high 

variation in the amplitude of stressed vowels. 

2.2.5 Phonetic balance 

Speech audiometry is an audiological test to determine the intensity level or SNR level of 

speech which the listener can hear, discriminate between words, recognise, and verbally 
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repeat the word, in quiet or with background noise. In word recognition assessment, 

phonetic balance is a property of the speech material in which various phonemes occur at 

relative rate comparable to everyday speech (Martin, Champlin and Perez, 2000). It may be 

impossible to construct a perfect phonetically balanced speech materials for speech 

audiometry, and aiming to do so might lead to excessive amount of test time. A 

phonetically balanced list of speech material may be created by including each initial 

consonant, vowel, and final consonant with the same rate of occurrence (Lehiste and 

Peterson, 1959). A study by Martin, Champlin and Perez (2000) demonstrated that there 

were no significant effects from using phonetically-balanced and non-phonetically-

balanced word lists on speech intelligibility performance. However, the speech 

intelligibility performance may be affected when the word list is spoken by different 

speakers, even though the list is phonetically-balanced (Killion et al., 2004). The use of 

phonetically-balance word list is preferable, as it is a more standard material than non-

phonetically balanced word list. 

2.2.6 Prosodic feature 

Prosodic features (e.g. stress, word duration, pauses, and fundamental frequency) are 

important cues for the listeners to understand speech (Kalikow, Stevens and Elliott, 1977). 

More intelligible speech normally contains a longer duration and higher number of pauses 

(slower speaking rate) and longer syllable and vowels duration (stronger stress) (Mayo, 

Aubanel and Cooke, 2012). These characteristics makes the speech different to “plain” 

speech (i.e., equivalent to conversation in normal circumstances), and can be generated by 

the speaker following instructions such as speaking as if communicating with an older 

adult and putting more effort into speaking. Such speech is usually referred to as clear 

speech (Uchanski, 2005). It is still under debate on how exactly pauses in speech affects 

speech intelligibility. While young (18-29 years) normal hearing listeners did not show to 

benefit from different pauses duration in speech (Krause and Braida, 2002), older adults 

(>60 years) or people with hearing impairment showed better speech intelligibility when 

pauses are slightly longer (Tanaka, Sakamoto and Suzuki, 2011). 

2.2.7 Contextual cues 

Contextual cues refer to the acoustic and phonetic features (e.g., formants) which the 

listener perceives and uses to comprehend speech (Rogers, Jacoby and Sommers, 2012). 

Formants in speech are frequencies with high acoustic energy as a result of vocal tract 
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acoustic resonance (Story and Bunton, 2015). Older adults rely on the contextual cues to 

understand speech more than young adults, and they appear to benefit from the context 

cues differently from young adults where the intelligibility in background babble noise is 

different (Presacco, Simon and Anderson, 2016). In a listening condition with meaningful 

background noise (e.g., native language conversation), the context cues of the target speech 

will be similar to those in the background noise, making the target speech more 

challenging for comprehension. In contrast, when the background noise is meaningless 

(e.g. foreign language conversation), the context cues of the target speech could be 

distinguished from the background noise with less effort and more success (Tun, O'Kane 

and Wingfield, 2002; Rogers, Jacoby and Sommers, 2012; Lash et al., 2013).  

In the context of speech recognition tests, a speech test based on listening to sentences 

would allow more use of contextual cues than a speech test based on phoneme or word. 

This is due to the possibility to use down processing, e.g., language experience, to aid the 

bottom-up processing, e.g., sensory input (Dingemanse and Goedegebure, 2019).   

2.3 Behavioural measures of speech intelligibility 

Speech intelligibility can be measured through behavioural tests, where subjects may be 

asked to verbally repeat the sentences they hear in both quiet and with background noise. 

In some cases, the subject may need to respond by choosing the correct speech material 

shown on a screen. Many test paradigms are being used in speech intelligibility studies, the 

methods may differ in terms of the speech material and noise masking. According to the 

practice guidance by the British Society of Audiology, responsible for setting up 

audiological protocols and guidance in the UK, speech-in-noise (SIN) tests can be 

conducted to obtain either a speech reception threshold (SRT) or word recognition scores 

(WRS). SRT is typically defined as the signal-to-noise ratio (SNR) where the subject can 

correctly repeat 50% of the speech material they heard (Plomp and Mimpen, 1979). SRT in 

quiet refers to the condition where words or sentences in SIN tests are presented without 

background noise. The SNR for SRT in quiet will instead be the intensity level of the 

presented speech where 50% of the presented speech material is correctly repeated. WRS, 

may also be referred to as “Isolated Word Recognition” and is the ability to identify 

monosyllabic words correctly; the score is typically reported as percentage of correctly 

repeated words from the total test words. 
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To obtain the SRT, two commonly used methods in SIN-tests are 1.) fixed SNR, and 2.) 

adaptive procedure (staircase). In the fixed SNR method, the speech materials can be 

presented at equally spaced SNR levels (e.g., 0, 2, 4, 6, and 8 dB) to obtain SIN scores at 

each SNR, then fit a psychometric function to estimate the 50% recognition score and its 

corresponding SNR level as SRT (Kollmeier et al., 2015). In the adaptive procedure, a 

starting SNR level is selected for the first trial, the SNR level will then be adjusted for the 

following trial depending on the recognition score. If the score of the previous trial is 

greater than threshold (e.g., 50 % correct), the SNR for the following trial decreases, and 

the SNR increases if the score of the previous test is below threshold (Smits et al., 2022). 

The adaptive procedure offers a more time efficient SRT estimation with a smaller number 

of trials compared to the fixed SNR method. 

2.3.1 Types of speech-in-noise tests 

This section provides an overview of different types of speech-in-noise tests commonly 

used in clinic and research. The SRT can be estimated form either word scoring or 

sentence scoring. 

Primarily, there are two ways to employ the speech in noise test: 

1. Maintain the noise at a particular level and vary the intensity of speech. 

2. Maintain the intensity of speech and vary the noise level. 

2.3.1.1 Quick Speech in Noise Test (QuickSIN) 

The QuickSIN (Killion et al., 2004) was developed by Etymotic Research Inc.. The 

development for this test was aimed at reducing the duration of previous SIN tests and 

representing well the real-world problem of listening to speech. As given by the name, 

QuickSIN test could be done within two minutes with easy administering and scoring.  

QuickSIN consist of 18 lists containing six sentences each. Each sentence is adjusted to 

different SNR level: 25, 20, 15, 10, 5, and 0 dB. Sentences are recorded from a female 

speaker, and four-talker noise is used as the background noise. Sentences are presented at 

70 dB hearing level (HL). The unit dB HL is an audiometric measurement referenced to 

the sound pressure level in the acoustic coupler (Svec and Granqvist, 2018).   

The speech can be presented to the subject in two modes: 
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1. The standard mode, typically used for aided condition assessment, presents both 

target speech and multiple-talker noise through the same loudspeaker. 

2. The split track mode: the target speech and multiple-talker noise are presented 

through different speakers which are spatially separated. 

Each sentence in the list contains five keywords, one point will be given when the subject 

correctly repeated the word, and half a point will be given when the repeated word is not 

fully correct but close to the actual word (e.g., when actual word is “bats” but repeated as 

“bat”). Equation (2.1) shows how the SNR loss is calculated. (Killion et al., 2004) defined 

SNR loss as the difference between the testing subject SRT and the SRT averaged across 

normal hearing population. SNR loss is an approximation of the increase in SNR relative 

to normal hearing people needed to understand about 50% of speech. The maximum point 

that the listener can score in each list is 30 points (each of the six sentences contains five 

keywords). 

𝑆𝑆𝑆𝑆𝑆𝑆 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 (𝑑𝑑𝑑𝑑) = 25.5 − 𝑡𝑡𝑙𝑙𝑡𝑡𝑡𝑡𝑙𝑙 𝑝𝑝𝑙𝑙𝑝𝑝𝑝𝑝𝑡𝑡𝑙𝑙 𝑙𝑙𝑜𝑜 𝑐𝑐𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑙𝑙𝑐𝑐 𝑐𝑐𝑐𝑐𝑝𝑝𝑐𝑐𝑡𝑡𝑡𝑡𝑐𝑐𝑑𝑑 𝑤𝑤𝑙𝑙𝑐𝑐𝑑𝑑𝑙𝑙 (max 30 𝑝𝑝𝑙𝑙𝑝𝑝𝑝𝑝𝑡𝑡𝑙𝑙) (2.1) 

According to the QuickSIN user manual, the SNR loss can interpret as shown in Table 2.1, 

to classify the test subject’s hearing condition: 

Table 2.1. Hearing condition classified according to the SNR loss in dB 

SNR loss Hearing condition 

0-3 dB Normal 

3-7 dB Mild hearing loss 

7-15 dB Moderate hearing loss 

>15 dB Severe hearing loss 

2.3.1.2 Hearing in Noise Test (HINT) 

The HINT (Nilsson, Soli and Sullivan, 1994) was designed to provide more natural speech 

material in a SIN test, where much of the tests use spondees (words with two long (or 

stressed) syllables). Moreover, it was developed to overcome the floor and ceiling effect in 

speech intelligibility measurement. The floor and ceiling effect is found when most of the 

listener in the test scored close to the minimum (0-5% intelligibility) or the maximum (95-

100% intelligibility) score of the test, respectively (Snik et al., 1997). Though HINT may 

not be widely available for routine clinical use, it is still often used in research.   
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The speech material comprises 25 list with 10 sentences in each list, (250 sentences in 

total) obtained from the Bamford-Kowal-Bench (BKB) British sentence speech material 

(Bench, Kowal and Bamford, 1979). All sentences were recorded from a male speaker. 

The sentences are equivalent in terms of length, intelligibility, difficulty, and phonemic 

distribution. The test measures the threshold level where speech is correctly repeated and is 

thus comparable to the SNR loss measure in QuickSIN. Dissimilar to QuickSIN, the 

subject must correctly identify every word in the sentence to obtain a score. 

There are three test conditions in a standard HINT protocol, each condition differs in the 

spatial direction from which speech and constant background noise are introduced to the 

subject. The three directions are to the front, left, and right of the subject and may differ for 

speech and noise. In this respect, HINT overcomes one of the limitations of QuickSIN, as 

it explores binaural cues, as well as the monaural ones used by the latter. HINT is thus able 

to ascertain the advantage of binaural hearing in speech in noise reception. 

2.3.1.3 Matrix sentence tests 

The matrix sentence test was designed by Hagerman (1982), and was first made available 

in Swedish. The test consists of an original list of 10 sentences, each sentence contains 5 

words with the following structure, Name-Verb-Numeral-Adjective-Noun (e.g., Peter got 

three large desks). Ten alternative words are available to be selected for each position (this 

is the matrix), each word will appear only once in a list of 10 sentences. The words are 

similar in terms of difficulty and are selected to attain phonetic balance. A new list of 

sentences can be created by randomly selecting words in each position and constructing 

new sentences which are different from sentences in the original list. Sentences in the 

original list were recorded from a female speaker with an attempt to avoid transitions 

between words with a discrete production of each word. 

The noise used in this test was generated using the recorded words in the original list to 

simulate multiple-talker noise. Periodic noises with different modulation rate between 10 

to 30 Hz were produced, these noises were then combined with an independent noise with 

unperceivable periodicity which has identical spectral content to the speech material. 

The matrix sentence test has been utilised in many research areas, such as speech 

audiometry (Nuesse et al., 2019), hearing rehabilitation (Ronnberg et al., 2016), hearing 

device testing (Kaandorp et al., 2015), and assessing automatic speech recognition system 
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(Schadler et al., 2015). Particularly for speech audiometry research, the test has been 

developed in more than 14 languages (Kollmeier et al., 2015). 

The matrix sentence tests provide both open- and closed-set response formats to be 

administered. An open-set response format is normally used clinically in speech 

audiometry, where the subject must verbally repeat the speech material correctly to be 

scored by the test administer. In a closed-set response format, the subject can select a word 

shown on a screen from a short list. The latter can be self-administered by the subject 

without the need for the test administer to understand the meaning of the speech material. 

The closed-set format response also reduces the need of the listener’s short-term memory 

to repeat the words. However, when there is no requirement to repeat the speech material 

from the closed-set format, the listener still has access to the closed-set words and has the 

chance of choosing the correct word they hear, even though they did not clearly hear the 

word. The difficulty in perceiving specific speech feature or phonemes might not be 

noticed by the test administrator with this paradigm (Clopper, Pisoni and Tierney, 2006). 

The behavioural SIN tests for measuring speech intelligibility in noise has been explained 

in this section, the next section will be a review of literature on how the ability in hearing 

(measured through pure-tone audiometry) is related to speech intelligibility. 

2.4 Relationship between the pure-tone audiogram and speech 

reception threshold 

PTA is the most used clinical measure for diagnosing hearing loss; unfortunately, it does 

not assess how well a person can understand speech in a noisy environment. Some normal 

hearing people with a nearly normal audiogram and speech comprehension in quiet, report 

to audiologist that they have difficulties to comprehend speech in noise. Several studies 

have found that the audiogram does not correlate well with the behavioural measure of 

speech intelligibility for normal hearing people (Middelweerd, Festen and Plomp, 1990; 

Smoorenburg, 1992; Ferman, Verschuure and Van Zanten, 1993). Possible causes for this 

discrepancy are related to central auditory processing disorders (APD), a condition which 

sound is processed abnormally in the brain (Middelweerd, Festen and Plomp, 1990; 

Bamiou, Musiek and Luxon, 2001). In contrast, the correlation between the audiogram and 

SRT becomes stronger for subjects with hearing impairment. However, this relationship is 

complicated, the relation between the audiogram and SRT is best described when 

referenced to a specific type of hearing loss (Smoorenburg, 1992). For example, for people 
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with sensorineural hearing loss, hearing loss caused by a damage of hearing organs in the 

inner ear and the audiogram indicates hearing loss from around 0.5 to 6 kHz, the 

audiogram at 2 and 4 kHz is found to be strongly correlated with SRT (r = 0.72).  

In studies on relating the audiogram to SRT, the audiogram in the 0.5, 1, 2, 3, and up to 4 

kHz frequency bands are most correlated with the SRT (Curry, 1949; Fletcher, 1950; 

Harris, Haines and Myers, 1960). When relating the audiogram to SRT, it is widely 

accepted to use the average value of the audiogram from three frequency bands to find any 

correlation with the SRT (i.e., average value of the audiogram at 0.5, 1, and 2 kHz), this is 

called the “three-frequency average” (Smoorenburg, 1992). SRT in quiet has been found to 

be most related to audiogram in the 0.25, 0.5, 1, and 2 kHz frequency bands, while SRT in 

noise is best correlated to 2, 3, and 4 kHz frequency bands (Hagerman, 1984; 

Smoorenburg, 1992). It is suggested that the relation between audiogram below 2 kHz and 

SRT in quiet could be explained by the ability to perceive sound (Noordhoek, Houtgast 

and Festen, 2001). The SRT in noise is associated with the lessened ability to distinguish 

words and phonemes due to hearing loss at 2-4 Hz (Hagerman, 1984). These results 

showed that hearing in high frequency (from 500 Hz up to 4 kHz) plays an important part 

in speech in noise comprehension. 

Both PTA and the speech intelligibility test are done behaviourally. The downside of the 

behavioural measurement is that the subject must be able to respond to the test, thus this 

test could not be done in some groups of patients (e.g. infants, young children, people with 

language disorders, and people with cognitive impairments) (Purcell et al., 2004). In the 

case of infants and young children, it is well known that early diagnosis and treatment of 

problems related to hearing and speech is essential for improving their later quality of life. 

However, it is impossible to retrieve reliable behavioural measurements from children due 

to their limited cognitive and linguistic skill. People with language disorders not only have 

difficulties in understanding speech but they may also have problems in producing the 

correct speech sound and their speech might not be correctly understood (Bishop and 

Snowling, 2004). Through the behavioural measure of speech intelligibility, it may not be 

possible to tell whether the person has difficulty with language processing or word 

production, or both. For people with cognitive impairments, tasks involving memory, 

decision making, and attention will be unfavourable and their attentiveness would decline 

throughout the test (Yanhong, Chandra and Venkatesh, 2013). 
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Due to the limitation of behavioural measurements described in the previous paragraph, the 

objective measurement of AERs (an alternative method for hearing test) is proposed by 

researchers as a possible predictor of behavioural measurement of speech intelligibility. 

The studies using AERs as a predictor of speech intelligibility will be reviewed in the next 

chapter. 
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 Cortical responses to sound 

In the previous section, the relationship between PTA and SRT was described, but due to 

the limitation that behavioural measures cannot be carried out reliably in some groups of 

patients, objective electrophysiological measures may be required to try and predict SRT. 

Firstly, this section will explain the auditory evoked responses (AERs). This will be 

followed by descriptions of the method for measuring AERs to repeating short and 

continuous speech stimuli. Finally, this chapter summarises of the findings on how 

subcortical and cortical auditory evoked responses have been used to predict speech 

intelligibility.  

AERs include auditory brainstem responses (ABR), auditory middle latency responses 

(AMLR), auditory steady-state responses (ASSR), and cortical auditory evoked potentials 

(CAEP), and all of these except AMLR have been used for predicting the behavioural 

measure of speech intelligibility. AERs to both speech and non-speech stimuli are 

described in this chapter. 

3.1 Auditory evoked responses  

AERs are usually elicited by inserting a transducer that transmits sound into the ear. The 

stimuli could be presented either through a headphone, insert phone, bone conductor, or a 

loudspeaker in a free field (when there is no or minimal sound reflection). As the stimulus 

linked activity progress through the auditory pathway, they elicit electrical activity from 

each stage of auditory processing; starting from the cochlea, auditory brainstem, midbrain 

and auditory cortex. These responses can be measured non-invasively using electrodes 

placed on the ear canal or most commonly, the scalp, i.e., via the electroencephalogram 

(EEG).  

AERs are naturally low in SNR because these responses are a fraction of numerous 

electrical activities in the human brain which form background noise. The signal quality of 

AERs also suffers from muscle artefacts from the participant and electrical noise from 

equipment. These noises recorded in the EEG (other brain electrical activities and artefacts 

other than the response from the auditory system) may have relatively larger amplitude 

than the AERs themselves (Rompelman and Ros, 1986). AERs may not be present or data 

analysis can mislead, if the SNR of EEG is too low. In the pre-processing step, a number of 
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methods for reducing noise includes differential amplification, filtering, artefact rejection 

and finally signal averaging.  

3.1.1 Differential amplification 

Differential amplification in EEG recording consist of two input electrodes, a non-

inverting and an inverting electrode placed on the head (vertex) and neck (ipsilateral neck) 

respectively (Beattie, 1988). The differences between signals from the two electrodes are 

amplified, while the common signals (same voltage change in both inputs relative to 

ground) are attenuated. The use of differential amplification for recording AERs is 

advantageous when noise is presented in both electrodes and the AERs signal in interest is 

mainly detected by one electrode. More detailed technical guidelines for the use of 

differential amplification in electrophysiological recordings can be found in Brigell et al. 

(2003).   

3.1.2 Filtering 

The purpose for filtering the EEG is mainly to suppress noise by attenuating components 

that are out of the frequency range of interest, thus increasing SNR. Slow drifts and power 

line noise are often seen in EEG signals and can easily be removed by filtering. Slow 

drifting occurs due to the change in skin potential or poor contact between electrode and 

skin. The slow drift can be removed using a high pass filter with a cut off frequency higher 

than the frequency of the drifting wave. Power line noise can also be suppressed by simply 

applying a notch filter, however, the 50 or 60 Hz frequency might be important for some 

AERs at the cortical level (de Cheveigne and Nelken, 2019). The use of filters should be 

carefully considered whether the AERs components of interest will be affected or not.  

Filters can also be used to further emphasise specific EEG frequency bands, e.g., delta (1-4 

Hz), theta (4-8 Hz), alpha (8-12 Hz), beta (12-30 Hz), gamma (30-80 Hz) (Tsipouras, 

2019). Each EEG frequency band is considered suggested to be associated with different 

cognitive processes, e.g., perception, memory, and information processing (Klimesch, 

1999). In AERs research, sub-band EEG analysis can be performed to explore whether 

certain aspects of auditory perception, peripheral hearing or comprehension, are more 

related to some particular EEG frequency bands (Ding and Simon, 2014; Etard and 

Reichenbach, 2019).  
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3.1.3 Artefact rejection 

Artefacts in EEG can be caused by biological, instrumentation, or environmental factors. 

Biological factors, such as eye blinking, swallowing, and heart beating, appears to be the 

most challenging as they are unavoidable, and the severity of artefacts varies depending on 

the subject’s behaviour. Moreover, the spectral bandwidth of this type of artefact, 

approximately 20-300 Hz, tends to overlap with the frequency of cortical auditory 

activities (Muthukumaraswamy, 2013). For recorded EEG, prior to the signal averaging, 

segments of the EEG signal containing auditory response (epochs) holding samples with 

amplitude greater than the threshold level can be simply removed (Golding et al., 2009). 

This strategy can also be applied during online recordings to obtain desired number of 

artefacts free epoch. One might consider using computational methods, such as 

independent component analysis, to remove the artefacts which are presented across the 

raw EEG (Comon, 1994). 

3.1.4 Signal averaging  

A vital process for AERs measurement is signal averaging, as the AERs cannot be 

observed directly from the recorded EEG. Tens, hundreds, or thousands of stimuli are 

presented repeatedly into the ear and the EEG from the repetition of stimulus is stored to 

average out the noise, as shown in Figure 3.1. Following each stimulus presentation, each 

response is expected to contain dominant peaks that is hindered in noise occurring at the 

same time delay (latency) and with a similar amplitude; noise is considered to arise 

randomly, regardless of the timing of the stimulus. Greater number of responses from the 

subject being included in the averaging process will result in a waveform of AERs with 

greatly reduced noise. This averaging process is called coherent averaging, where the 

epochs synchronised with the trigger point of the stimuli are averaged down the columns 

(Tagare, 1987).  

Equation (3.1) shows an epoch array (ensemble) containing multiple epochs in a 2-

dimensional matrix 𝑋𝑋 with each epoch in a separate row.  
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Figure 3.1. (a) A noise free auditory brainstem response at 80 dB Hearing level. (b) Auditory 
brainstem response from 1 epoch, (c) average of 100 epochs, and (d) average of 
2,048 epochs. Reprinted from Kaplan, R., Özdamar, Ö. Microprocessor-based auditory 
brainstem response (ABR) simulator. Med. Biol. Eng. Comput. 25, 560–566 (1987). 
With permission from Springer. 

 

𝑋𝑋 = �
𝑥𝑥11 ⋯ 𝑥𝑥1𝐾𝐾
⋮ ⋱ ⋮
𝑥𝑥𝑆𝑆1 ⋯ 𝑥𝑥𝑆𝑆𝐾𝐾

�  (3.1) 

Where 𝐾𝐾 is the number of samples per epoch and 𝑆𝑆 is the total number of epochs. From 

the matrix 𝑋𝑋, 𝑥𝑥11 represents the first sample from the first epoch and 𝑥𝑥𝑁𝑁𝑁𝑁 is the last 

sample from the last epoch. The first column is where the trigger points (typically the time 

of a stimulus) occur.  The coherent averaging is obtained by coherently averaging down 

each column separately, resulting in a coherent average waveform with  𝐾𝐾 samples. 

3.1.5 Auditory brainstem responses 

The auditory brainstem response (ABR) occurs within about 10 ms after stimulation 

(Sharma, Bist and Kumar, 2016). Major components in ABR are generally labelled with 

Roman numerals (I to V) as shown in Figure 3.2. Wave I is the response generated from 

distal part of the eighth cranial nerve, as this wave is a response leaving the cochlea. Wave 

II is also a response from the eighth cranial nerve but from the proximal portion, which is 
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the part that leads to the brainstem (Starr et al., 2010). Wave IV is generated from the 

brainstem but this wave is less important to the clinicians compared to other waves, as it is 

only observed as a contribution to wave V or as the wave IV/V complex (Hall, 2007). 

Wave V is the most important feature in ABR that is analysed by clinicians. The latency of 

the peak is about 5-7 ms from the stimulus. The origin of wave V is from the inferior 

colliculus, with contributions from the termination in the lateral lemniscus (Porter and 

Tharpe, 2010). 

 

Figure 3.2. Auditory brainstem response waveform. Reprinted from Kraus, N., Nicol, T. (2008). 
Auditory Evoked Potentials. In: Binder, M.D., Hirokawa, N., Windhorst, U. (eds) 
Encyclopedia of Neuroscience. Springer, Berlin, Heidelberg. With permission from 
Springer. 

ABR can be evoked by numerous types of stimuli, which includes clicks, chirps, tones, 

monosyllable speech and continuous speech. One of the differences between ABR to 

speech and non-speech stimuli is its application. ABR to non-speech stimuli are generally 

used in hearing screening and hearing threshold measurement. Speech-ABR (Figure 3.3) 

consist of onset response and transition components (frequency-following response (FFR) 

and offset response) (Anderson and Kraus, 2010; Sinha and Basavaraj, 2010). The 

response additionally reflects some cortical activity which is the FFR, making it potentially 

useful in diagnosing phonological disorders (an inability to discriminate distinct speech 

sound which can result in an error in speech production (Edwards, Fox and Rogers, 2002)) 

and cognitive impairments. The FFR region of speech-ABR is the part where the ABR is 

phase-locked to the temporal fluctuation of the speech stimuli (Bidelman, 2015). An 

example of ABR in response to a monosyllable speech stimulus (/da/) is shown in Figure 

3.3. 
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Figure 3.3. ABR in response to /da/ stimulus. The /da/ stimulus waveform is shifted by about 
6.8 ms to the right, to help visualise the coherence between the stimulus and the 
frequency-following response. Reprinted from Skoe E and Kraus N (2013) Musical 
training heightens auditory brainstem function during sensitive periods in development. 
Front. Psychol. 4:622. Used under Creative Commons CC-BY license. 

3.1.6 Auditory middle latency responses 

Auditory middle latency responses (AMLR) waveform consist of Na, Pa, and Pb peaks as 

main components, occurring within 20 to 70 ms post stimulus onset (Bell et al., 2004) (see 

Figure 3.4). AMLR compose activities from both subcortical and cortical generators 

(Musiek and Nagle, 2018). A few studies relating AMLR and behavioural performance 

observed no significant correlation between the two measures (Paludetti et al., 1991; 

Makhdoum et al., 1998) in normal hearing people and cochlear implant users. A more 

recent study by Alemei and Lehmann (2019) also report the same finding from the same 

group of subjects. 
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Figure 3.4. Auditory middle latency responses waveform shown as early cortical responses. 

Bell, S.L. et al. (2004) 'Recording the middle latency response of the auditory evoked 
potential as a measure of depth of anaesthesia. A technical note', British Journal of 
Anaesthesia, 92(3), pp. 442-445. With permission from British Journal of Anaesthesia. 

3.1.7 Auditory steady-state responses 

Auditory steady-state responses (ASSR) are typically generated by amplitude modulated 

(AM) tone stimuli. The AM tone stimuli comprise of carrier frequency (CF) tonal stimulus, 

normally high frequencies (e.g. 0.5 or 1 kHz) and a modulation frequency (MF) that is 

much lower (e.g. 40 or 80 Hz). ASSR can be interpreted in both time and frequency 

domain. In the time domain, ASSR will show a temporal fluctuation corresponding to the 

MF. For example, in Figure 3.5 (A, top), the inter-peak latency in the time domain is 

approximately 25 ms for ASSR to a 40 Hz MF. In the frequency domain, a strong power 

spectrum is expected to show at 40 Hz and its harmonics, 80 and 120 Hz (Bidelman and 

Bhagat, 2016). Different stimulus modulation rates generate ASSR from distinct sources 

along the auditory pathway (Luke, De Vos and Wouters, 2017). For example, ASSR to 40 

Hz AM tone stimuli mostly arises from thalamic source, while ASSR to 80 Hz AM tone 

stimuli has its origin in the auditory brainstem. 
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Figure 3.5. (A, top) Auditory steady-state responses (ASSR) to a 40 Hz sine wave 

modulating a 1 kHz tone. (A, bottom) Response with no auditory stimulation. 
(B, top) Averaged response spectra for ASSR. (B, bottom) Averaged response 
spectra with no auditory stimulation. Bidelman, G.M. and Bhagat, S.P. (2016)  
'Objective detection of auditory steady-state evoked potentials based on mutual 
information', International Journal of Audiology, 55(5), pp. 313-319. With 
permission from Taylor & Francis. 

3.1.8 Cortical auditory evoked responses 

The slowest AERs are the cortical evoked potentials (CAEPs) or auditory late response 

(ALR), responses generated from the auditory cortex, with the latency of about 50-300 ms 

(see Figure 3.6). Major components of CAEPs are labelled as P1, N1, P2, and N2 (Figure 

3.6). The main components, N1 and P2, occurs within about 75 to 150 ms and 150 to 200 

ms respectively after the stimulus (Kerr, Rennie and Robinson, 2008; Zhang, Gong and 

Zhang, 2016). The amplitude of CAEPs, negative peak N1 to positive peak P2, found in 

the literatures is typically about 3 to 4 µV. Components of CAEPs are sorted into two 

groups, exogenous and endogenous (Leite et al., 2018): exogenous components are the 

components that are elicited by the attributes from the stimuli which are P1, N1 and P2. 

Endogenous responses are determined by the interaction of the subject with the stimulus 

involving some cognitive processing the subject may be required to perform a task on the 

stimuli (e.g. attending or ignoring odd stimuli). This type of responses may be reflected in 

peaks occurring 300 ms, post stimulus onset, e.g., P3 peak (de Melo et al., 2016). 
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Figure 3.6. Cortical auditory evoked potentials waveform. Reprinted from Kraus, N., Nicol, T. 
(2008). Auditory Evoked Potentials. In: Binder, M.D., Hirokawa, N., Windhorst, U. 
(eds) Encyclopedia of Neuroscience. Springer, Berlin, Heidelberg, with permission 
from Springer. 

3.2 Detection of conventional auditory evoked responses: Hotelling’s 

T-squared 

Inspecting AERs visually can be dependent on the audiologist’s experience. To deem 

whether AERs is present or not can be most challenging when responses are generated by 

stimulus with intensity near hearing threshold, the conclusion can be variable across 

different examiners (Lv, Simpson and Bell, 2007). Objective methods based on statistical 

tests can be used to assist the audiologist to determine the presence or absence of AERs, 

providing more consistent result across examiners. The false positive or negative detection 

of AERs, i.e., incorrectly determine a response is present or absent, can also be controlled 

with the use of objective methods (Golding et al., 2009; Chesnaye et al., 2018).  

The one-sample Hotelling’s T-squared (HT2) is an objective AERs detection method that is 

widely used and it is the main tool for detecting CAEPs throughout this thesis. The method 

is used to test whether the mean vector from the epoch array is significantly different from 

zero. In the absence of a stimulus response (i.e. under the null hypothesis) this is expected, 

because the direct current (DC) offset (mean amplitude displaced from zero) is removed 

from AERs by high-pass filtering (Golding et al., 2009). The HT2 was suggested to be the 
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best among several detection methods in terms of sensitivity and detection time for ABR 

(Chesnaye et al., 2018). In the time domain analysis, the multiple variables are obtained by 

calculating the ‘time-voltage’ means (TVMs), an average of amplitude change over a short 

interval of the CAEPs. The TVMs are then tested for statistically significant difference 

form zero. 

It has been suggested to be cautious in choosing the TVM windows, bins that are too long 

might cover both positive and negative peaks, and as a result the mean value in the bin will 

be close to zero, making the test insensitive in detecting responses. Making the TVM 

window too short will lower the sensitivity of the statistical test (Golding et al., 2009; 

Chesnaye et al., 2018), as too many variables are included in the test. A suggested TVM 

window length from the previous study by Golding et al., 2009 was 50 ms. The method 

was focused on detecting the onset response (detecting N1 and P2), which is within the 

first 500 ms of the data, which is the analysis window, the interval where the TVMs will be 

calculated.  

The HT2 test statistic is obtained from the equation (3.2). 

𝑇𝑇2 = 𝑆𝑆(�̄�𝑥 −  µ˳)𝑆𝑆−1(�̄�𝑥 −  µ˳)ᴴ (3. 2) 

Where: 

• 𝑆𝑆 is the number of epochs for the test (rows in the epoch array as shown in equation 

(3.1) in section 3.1.4) 

• �̄�𝑥 is the mean vector of the epoch array 

• µ˳ is the hypothesised mean vector (zero for evoked potentials) 

• 𝑆𝑆⁻¹ is the inverse covariance matrix of the variables (TVMs) 

• The superscript ᴴ indicates the Hermitian matrix    

Note that the number of rows in the epoch array for the test must be greater than the 

numbers of columns to be able to calculate the covariance matrix.  

The 𝑇𝑇2 is then converted to F-statistic with the degrees of freedom 𝑣𝑣1 and 𝑣𝑣2 by using the 

equation (3.3). 

𝐹𝐹𝑣𝑣1,𝑣𝑣2 =  
𝑆𝑆 − 𝐾𝐾

𝐾𝐾(𝑆𝑆 − 1) 𝑇𝑇2 (3.3) 

Where: 

• 𝑣𝑣1 = 𝐾𝐾 

• 𝑣𝑣2 = 𝑆𝑆 − 𝐾𝐾 
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• 𝐾𝐾 is the number of variables for the test (columns of TVMs) 

 The 𝐹𝐹 value with the degrees of freedom of 𝑣𝑣1 and 𝑣𝑣2 is then tested for its 

significance from the 𝐹𝐹-distribution table. If the p-value is ≤ 0.05, the H0 will be rejected, 

i.e., assumption that the mean value of TVMs is zero and thus that there are no responses 

present, is rejected and a response is deemed to have been detected. 

3.3 Cortical responses to continuous speech 

During the last decade, many studies on CAEP to speech have focused on using continuous 

speech stimuli. This type of stimulus is more natural and intelligible compared to the 

conventional transient stimuli, as it more closely represents the real-world problem. This 

allows researchers to study the relationship between cortical auditory processing and 

cognitive processing (e.g., attention to target speech).  

Continuous speech stimuli are more complex than conventional transient stimuli. Unlike 

the repeating transient stimuli, the amplitude and latency of each syllable or word in the 

continuous speech waveform changes over time. Therefore, would be suboptimal to extract 

the AERs using the coherent average process, as there are no synchronisation of syllable or 

word onset at a specific occurrence rate. Studies commonly use a mathematical model 

based on a system identification method to find a linear relationship of the AERs to some 

acoustic features of speech. The speech envelope is the most selected feature of the speech 

to relate with the AERs. 

One of the best-established tools for measuring human response to speech stimuli is the 

Multivariate Temporal Response Function (mTRF) (Crosse et al., 2016). As it is known 

that the EEG can entrain to the envelope of speech (Aiken and Picton, 2008b), the mTRF 

was design to measure the strength of envelope entrainment. Two approaches can be 

employed with the mTRF (Figure 3.7), either encoding (predicting the EEG using the 

speech envelope, forward TRF) or decoding (reconstructing the speech envelope from the 

EEG, backward TRF). While the former follows the causal psychophysiological process of 

speech driving EEG entrainment, the latter has practical advantages in allowing multiple 

EEG channels to be analysed simultaneously and thus potentially permits more powerful 

analysis of the association between speech envelope and a set of EEG signals than repeated 

single channel analyses. An outline of the backward TRF is given below in section 3.3.1 

and details of the implementation used will be shown in the methods section of each study 

(chapter 4, 5, and 6). The backward TRF not only reflects auditory responses at the cortical 



Chapter 3 

30 

level, but has also been shown to be able to predict speech intelligibility (Vanthornhout et 

al., 2018).  

 
Figure 3.7. The temporal response function estimation in the forward and backward modelling 

approach. The forward modelling approach or encoding model (forward TRF) uses a 
stimulus feature (i.e., speech envelope plotted in red) to predict the EEG response to a 
stimulus (here three TRFs and their associated EEG channels are shown). The backward 
modelling approach or decoding model (backward TRF) uses EEG response to 
reconstruct the stimulus feature. Adapted from Crosse MJ, Di Liberto GM, Bednar A and 
Lalor EC (2016) The Multivariate Temporal Response Function (mTRF) Toolbox: A 
MATLAB Toolbox for Relating Neural Signals to Continuous Stimuli. Front. Hum. 
Neurosci. 10:604, used under Creative Commons CC-BY license. 

3.3.1 Backward modelling approach 

The backward TRF, also known as the stimulus reconstruction or decoding approach, is a 

model-based approach which utilize a linear model (𝑔𝑔(𝜏𝜏, 𝑝𝑝) in equation (3.4)), to 

reconstruct the speech envelope from the EEG response signal (Crosse et al., 2016), using 

multichannel convolution:  

�̂�𝑆(𝑡𝑡) =  ��𝑐𝑐(𝑡𝑡 + 𝜏𝜏,𝑝𝑝)𝑔𝑔(𝜏𝜏,𝑝𝑝)
𝜏𝜏𝑛𝑛

(3.4) 

 

where �̂�𝑆(𝑡𝑡)  refers to the reconstructed speech envelope and 𝑐𝑐(𝑡𝑡 + 𝜏𝜏,𝑝𝑝) to the EEG signal, 

and t is the time index, 𝜏𝜏 is the range of time lags in the convolution (corresponding to 

model order), and 𝑝𝑝 represents the channel of the EEG. Equation (3.4) represents the so-

called ‘inverse model’, since in reality the speech signal causes changes in the EEG, but in 
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this model, the speech envelope is estimated from the EEG using a non-causal filter (hence 

the + sign in 𝑐𝑐(𝑡𝑡 + 𝜏𝜏, 𝑝𝑝)). The inverse model is calculated using the regularised least 

squares method, 

min 𝑐𝑐 = ��𝑆𝑆(𝑡𝑡) − �̂�𝑆(𝑡𝑡)�
𝑡𝑡

 (3.5) 

𝑔𝑔 = (𝑹𝑹𝑇𝑇𝑹𝑹 + 𝜆𝜆𝑴𝑴)−1𝑹𝑹𝑇𝑇𝑆𝑆 (3.6) 

where 𝑹𝑹 is the EEG signal in lagged time series (in matrix form), and 𝑆𝑆 the stimulus 

envelope (vector). RTR and RTS are the auto-correlation of the EEG, and the cross-

correlation of the EEG and a parameter of the stimulus (usually the envelope of the speech 

stimulus), respectively, across all EEG channels and time lags. Conventionally, the model 

is evaluated through the Pearson’s correlation coefficient and mean-squared error (MSE) 

between the estimated and actual parameter of the stimulus. 

The Tikhonov regularisation, also called ridge regression, is denoted by λ𝑴𝑴. The 

regularization matrix 𝑴𝑴 is chosen to reduce the off-sample error (i.e. the error in predicting 

�̂�𝑆(𝑡𝑡) on previously unseen data) (Lalor et al. (2006) , as follows (missing terms are zero): 

𝑴𝑴 =

⎣
⎢
⎢
⎢
⎢
⎡ 1 −1
−1 2 −1

−1 2 −1
⋱ ⋱ ⋱

−1 2 −1
−1 1 ⎦

⎥
⎥
⎥
⎥
⎤

(3.6) 

Moreover, the regularisation is used to prevent overfitting. An issue with a reverse 

correlation analysis on biological data, explaining the statistical relationship between the 

preceding stimuli and sensory response using a linear model (Ringach and Shapley, 2004), 

is that the estimated model can present properties that are not likely to be seen in biological 

data (e.g. high frequency fluctuations). The decoder is then estimated and unintentionally 

overfitted to those data, resulting in a suboptimal estimation of unseen data (data that were 

not used for building the decoder model). The regularisation reduces overfitting by 

diminishing the large differences between adjacent values of the decoder model, making 

the model more generalisable and more optimal to estimate unseen data (Crosse et al., 

2016). 

The identity matrix can be replaced by the regularisation matrix M to reduce the out-of-

sample error (estimation error when estimating on a new data set), used to measure the 

performance of the model in predicting unseen data, resulting in a smaller estimation error. 
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The lagged time series of the AERs is denoted by 𝑆𝑆, where the AERs of the channel 𝑝𝑝 at 

sample point 𝑡𝑡 = 1, 2, …, 𝑇𝑇 − 1, 𝑇𝑇 is denoted by 𝑐𝑐(𝑡𝑡, 𝑝𝑝). The matrix 𝑆𝑆 below shows the 

lagged time series from a single-channel EEG. In a multiple EEG channel case, each 

column of R, representing an individual time lag in samples (𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚 and 𝜏𝜏𝑚𝑚𝑚𝑚𝑛𝑛 as the 

maximum and minimum time lag respectively), will be replaced by N columns of AERs 

from N EEG channels at each time lag. In this multivariate case, the R matrix will result in 

the dimension of 𝑇𝑇 × (N × 𝜏𝜏𝑤𝑤𝑚𝑚𝑛𝑛𝑤𝑤𝑤𝑤𝑤𝑤). Where 𝜏𝜏𝑤𝑤𝑚𝑚𝑛𝑛𝑤𝑤𝑤𝑤𝑤𝑤 is the mTRF estimation window, 

calculated from the difference between 𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚 and 𝜏𝜏𝑚𝑚𝑚𝑚𝑛𝑛. 

R =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑐𝑐(1 − 𝜏𝜏𝑚𝑚𝑚𝑚𝑛𝑛, 1) 𝑐𝑐(𝜏𝜏𝑚𝑚𝑚𝑚𝑛𝑛, 1) ⋯ 𝑐𝑐(1,1) 0 ⋯ 0

⋮ ⋮ ⋯ ⋮ 𝑐𝑐(1,1) ⋯ ⋮

⋮ ⋮ ⋯ ⋮ ⋮ ⋯ 0

⋮ ⋮ ⋯ ⋮ ⋮ ⋯ 𝑐𝑐(1,1)

𝑐𝑐(𝑇𝑇, 1) ⋮ ⋯ ⋮ ⋮ ⋯ ⋮

0 𝑐𝑐(𝑇𝑇, 1) ⋯ ⋮ ⋮ ⋯ ⋮

⋮ 0 ⋯ ⋮ ⋮ ⋯ ⋮

⋮ ⋮ ⋯ ⋮ ⋮ ⋯ ⋮

0 0 ⋯ 𝑐𝑐(𝑇𝑇, 1) 𝑐𝑐(𝑇𝑇 − 1,1) ⋯ 𝑐𝑐(𝑇𝑇 − 𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚, 1)⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

(3.8) 

 

S is defined as the column-wise vector of the stimulus representation. 

S =

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑙𝑙(1)

𝑙𝑙(2)

𝑙𝑙(3)

⋮

𝑙𝑙(𝑇𝑇)⎦
⎥
⎥
⎥
⎥
⎥
⎤

(3.9) 

3.3.2 Leave-one-out cross-validation 

Leave-one-out cross-validation is an approach to validate the inverse model. As an 

example, the method will begin by segmenting the speech stimuli and EEG responses into 

k segments, such that the speech stimuli and EEG response in each segment correspond to 

each other. Suppose that the speech stimuli and the EEG response were divided into four 

segments: in the 1st iteration, data in segment 1-3 will be used to estimate a decoder model. 

This decoder model will then be tested with the remaining data in segment 4, which will 
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result in two validation metrics, Pearson’s correlation coefficient and MSE. In the 2nd 

iteration, data in segment 1, 2, and 4 will be used to estimate the inverse model and the 

averaged inverse model will be tested with data in segment 3. This process will be repeated 

until the 4th iteration, such that all data segments are used in testing, resulting in four 

Pearson’s correlation coefficient and four MSEs, one from each iteration. The validation 

metrics will then be averaged across the four trails. The inverse model fitting can be 

optimised in terms of generalisability on testing data, by adjusting the regularisation values 

(λ), normally by estimating the inverse model over a range of λ and selecting the model 

which gives the lowest overall estimation error (highest correlation coefficient).   

3.4 Auditory evoked responses as an objective measure to predict 

speech-in-noise performance 

The previous section (section 3.3) provided an overview of the auditory evoked responses 

and the methods for detecting responses to both repeating and continuous stimuli. 

This section will provide an outline of studies relating auditory evoked responses to 

behavioural speech-in-noise performance. Section 3.4.1 to 3.4.3 are dedicated to the 

conventional AERs, which includes ABR, ASSR, and CAEP. Section 3.4.4 is dedicated to 

the more novel cortical response to continuous speech. 

3.4.1 Auditory brainstem responses 

3.4.1.1 Click-ABR 

The Wave I ABR component has been observed to be associated with the degree of neural 

loss within the cochlea for animals and humans (Kujawa and Liberman, 2009; Makary et 

al., 2011). It is hypothesised in the study by Bramhall et al. (2015) that the ABR wave-I 

would correlate with the behavioural measurement of speech intelligibility in noise. Fifty-

seven adults (22 females) age 19-90 years old (mean 48.6 years) were included in the 

study. Participants showed normal hearing to mild hearing loss within the frequency range 

of up to 1 kHz (PTA 0-40 dB HL) and normal hearing to severe hearing loss (PTA 0-80 dB 

HL) within the frequency range of 2-8 kHz. The QuickSIN test was utilised to obtain the 

speech perception score. Results from the study indicate that the decrease in ABR wave-I 

amplitude is correlated with the increasing age and poor performance in the QuickSIN test 

in noisy conditions but not in quiet. A later study further found that the longer latency 

between ABR wave I and V peaks is correlated to poorer speech intelligibility (Valderrama 
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et al., 2018). However, the click-ABR lacks the frequency following responses (FFR) 

which appears only in ABR to a more speech-like /da/ stimulus, so it is unclear whether 

speech intelligibility in noise can simply be related to click-ABR as it may only reflect 

hearing ability and cannot be used to verify encoding of speech sound (consonants and 

vowels) in the auditory system. 

3.4.1.2 ABR to short speech stimulus 

FFR in speech-ABR are generated by vowels, such as /a/ and /i/, this response is a distinct 

component which is absent in ABR to clicks or tone burst. Tone bursts are sinusoidal 

waveform which has a rise-time before reaching a certain amplitude level, a plateau region 

where the amplitude is constant for a specific time interval, and a fall-time where the 

amplitude decreases (Lewis and Henry, 1989). FFR can either be represented in the time or 

frequency domain which can be referred to as envelope-FFR and spectral-FFR respectively 

(Aiken and Picton, 2008a). In the time domain, specifically in the FFR region of speech-

ABR, the SNR of a stimulus tends to affect the latency of temporal features rather than the 

amplitude. This phenomenon is known as ‘phase-locking’ where the neural activity is 

synchronised with the oscillation part, envelope or fine structure, of the stimuli (Plyler and 

Ananthanarayan, 2001; Akhoun et al., 2008). In the frequency domain, encoding of speech 

fundamental frequency (F0), speech harmonics or vowel frequency is indicated by strong 

spectral components at the corresponding frequency bands. 

Speech intelligibility is suggested to be correlated with either envelope- or spectral FFR 

(Anderson and Kraus, 2010). Anderson and Kraus (2010) observed a significant delay in 

the latency of the time domain peaks in the envelope-FFR of speech-ABR evoked by a 

monosyllable /da/ stimulus, for adults with poor SIN perception (with normal audiogram). 

The same study also found that the magnitude of spectral-FFR at F0 and second harmonic 

(H2) significantly correlates with the behavioural measures of speech intelligibility for 

adults. Later they found the same result for children (Anderson et al., 2010b). FFR has also 

been used for detecting deficits in speech encoding in children with learning problems 

(Cunningham et al., 2001).  

Studies have shown that speech-ABR reflects the encoding of simple sound to more 

complex speech-like sound by the auditory system, trough onset/offset responses, 

modulation responses, and phase locking at low frequency (F0). An advantage of using 

ABR over later responses, such as CAEP, is that the hearing function and encoding of 

speech sound can be assess early in young children (5 years old) (Milaine Dominici et al., 
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2019), due to earlier maturity of auditory brainstem relative to auditory cortex. The 

subcortical hearing function is indeed important for SIN perception, however, the 

variability of behavioural speech intelligibility can be associated with the aspect of 

cognitive ability (e.g., attention and working memory) to process and comprehend speech, 

which the cortical activity related to SIN perception may not be captured at the subcortical 

level.  

3.4.2 Auditory steady-state responses 

Temporal envelopes, one of the critical temporal features of sound, represent the low 

frequency fluctuation of the stimulus amplitude which correspond to the change of 

intensity and length of syllables, words, or phrases (Rosen, 1992). In ASSR measurements, 

the response to the temporal envelope can be referred to as neural envelope encoding 

(Goossens et al., 2018). The strength of neural envelope encoding can be observed in the 

frequency domain at the frequency corresponding to the modulation rate of the stimulus. A 

study by Shannon et al. (1995) demonstrated that consonants, vowel, and words in 

sentences can still be identified with high performance even when limited spectral 

information (formants at 16, 50, 160, and 500 Hz) are available in the speech. Important 

units of speech for speech recognition such as syllables and phonemes are typically 

represented in the temporal envelope corresponding to the modulation rate of 

approximately 4 and 40 Hz respectively (Chait et al., 2015).  

It is demonstrated that cortical activities contribute more to the ASSR when using stimulus 

with modulation rate <30 Hz, ASSR at approximately 40 Hz comprise both cortical and 

brainstem activities, and ASSR to >80 Hz modulation rate are primarily generated from the 

brainstem (Herdman et al., 2002; Goossens et al., 2018).  

ASSR at the brainstem level may only represent the audibility aspect of speech 

intelligibility, similar to the relationship between click-ABR and speech intelligibility, due 

to the use of modulated tone stimuli. A positive correlation between the brainstem level 

ASSR and SIN performance is mostly found in adults with normal hearing, however, the 

correlation is negative for adults with hearing impairments (Ahissar et al., 2001; 

Dimitrijevic, John and Picton, 2004; Doelling et al., 2014; Manju, Gopika and Arivudai 

Nambi, 2014). Although the correlation between brainstem ASSR amplitude and SIN 

performance is significant (r = -0.49, p = 0.001), the correlation only accounts for limited 

range of SIN performance, 17% of the variability in Leigh-Paffenroth and Murnane (2011). 

This was suggested to be due to the variability in inter-subjects ASSR. 
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A few studies reported that the correlation between ASSR at the cortical level and speech 

intelligibility is negative, this is opposite to findings from ASSR at the brainstem level. 

The increase in cortical level ASSR is found to be correlated with poorer of speech 

intelligibility in modulated background noise for normal hearing people in adults (Millman 

et al., 2017; Goossens et al., 2018; Guest et al., 2018). However, these studies were not 

replicated in normal hearing people. This negative correlation between cortical ASSR and 

SIN performance is more evident in people with hearing impairment (Millman et al., 2017; 

Goossens et al., 2019; Heeringa and van Dijk, 2019). Millman et al. (2017) suggested that 

this may be linked to increase in top-down processing compensating the lost in cochlea 

sensorineural inputs (Auerbach, Rodrigues and Salvi, 2014). 

Overall, studies shows that ASSR is significantly correlation to SIN performance and 

encoding of natural speech representations (envelope modulation at syllabic or phonemic 

rate) can be assessed. However, this correlation is considered only at the group level, so it 

is not known whether ASSR will be a robust indicator of individual SIN performance. 

Findings from these studies also demonstrated that ASSR and behavioural SIN 

performance in adults with normal hearing and with hearing impairments correlates in 

opposite direction. This suggest that the combined use of top-down and bottom-up auditory 

processing may contribute to the neural envelope encoding, which confound and lead to an 

unclear conclusion of whether ASSR is an assessment of hearing function or auditory 

cognition. 

3.4.3 Cortical auditory evoked responses 

3.4.3.1 CAEP to short speech stimulus in young adults 

Billings et al. (2013) conducted a study to determine whether the behavioural SIN 

performance in normal hearing young adult participants (23-34 years old) can be predicted 

from the waveform components in the CAEP (amplitude and latency of peaks) while 

participants were not attending to the stimuli. The study also examined the effects of both 

SNR and signal level on the CAEP components and the behavioural measure.  SNR ranged 

from -10 to 35 dB, signal level ranged from 50 to 80 dB SPL. The stimuli for measuring 

CAEP was a monosyllable /ba/, the sentences for the behavioural test were retrieved from 

the Institute of Electrical and Electronics Engineers (IEEE) recommended practice for 

speech quality measurement. Background speech-spectrum noise contains approximately 

the same spectrum as the speech material for the behavioural measurement. 
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The main findings from the study by Billings et al. (2013) indicated that the amplitude or 

latency of the CAEP waveform components (N1, P2, and N2) are positively correlated 

with behavioural SIN performance in all four signal level conditions, 50, 60, 70, and 80 dB 

SPL. The best CAEP component for predicting SRT is the N1 negative-peak, the 

correlation coefficient between the amplitude (and latency) of N1 and SRT ranged is 0.770 

(and 0.627). The test condition using signal at 70 dB SPL with 5 dB SNR showed highest 

correlation between N1 component and SRT. Varying SNR significantly affects the 

amplitude and latency of CAEP components: larger amplitude and shorter latency 

positive/negative peaks occur with higher SNR. The increases of signal level did not 

significantly increase the amplitude or shorten the latency of CAEP components, 

suggesting that the CAEP components are more influenced by the change in the listening 

environment rather than the intensity of the target speech. 

3.4.3.2 CAEP to short speech stimulus in children and older adults 

Generally, CAEP from adults would show a complex of P1, N1, P2, and N2 in the 

waveform. For infants and children under 9 years old, the N1 and P2 tends to be merged 

with P1 and N2 respectively, resulting in a waveform with only P1 and N2 components 

(Ceponiene, Rinne and Naatanen, 2002). The N1 component in children and adults appears 

to be contributed from distinct neural sources which may also reflect different auditory 

processes (Ceponiene, Rinne and Naatanen, 2002). The N1 is also strongly associated with 

the attentiveness to the stimulus (Naatanen, 1990), where attentional task can be more 

challenging for children compared to adults. These findings implies that the N1 component 

may not be a reliable predictor of the behavioural measure of speech intelligibility in 

infants and children. 

The N2 component has been found to be the most dominant negative peak for the CAEP 

waveform in children and the neural source contributing to this component is similar to 

what is found in adults (Ceponiene, Cheour and Naatanen, 1998). A study by Anderson et 

al. (2010a) found that better performance in the behavioural speech-in-noise test is 

inversely correlated with the amplitude of the N2 component. The authors also suggested 

that, in children, the N2 component is related to the need for greater listening effort. 

The CAEP in older adults (age above 60 years old) with normal hearing is found to be 

correlated with behavioural speech-in-noise performance, similar to young adults (Billings 

et al., 2015). Prediction of SRT in older adults, however, generally leads to greater 

prediction errors than in young adults (Billings et al., 2015; Koerner and Zhang, 2018). 
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This may be due to the greater variability of hearing threshold in older adults compared to 

young adults, particularly at 4 kHz and above, which can also cause variability in both 

behavioural and electrophysiological measurements. Although not often taken into account 

in CAEP studies, the cognitive abilities (e.g., attention, memory, and processing speed) in 

older adults may also vary considerably between individuals.  

Previous studies shown that amplitude and latency of peaks in the CAEP waveform are 

correlated to SIN performance in children and adults. In contrast to subcortical 

measurements, CAEP to speech stimuli may be capable of capturing both acoustic and 

cognitive processing related to speech intelligibility and has been studied in many age 

groups. This shows that CAEP to speech stimuli could be a promising objective measure to 

predict speech intelligibility. However, the complications of using CAEP to predict SRT 

may be caused by the influence of other cognitive processes, such as attention. This is an 

important issue especially when testing in children and hence the method may not be 

suitable to predict speech intelligibility. 

3.4.4 Cortical response to continuous speech 

Studies have shown the ability of the human brain to entrain to the temporal envelope of 

sound; human brain activity measured by EEG synchronises temporally with the stimulus 

envelope (Aiken and Picton, 2008b; Ding and Simon, 2014). This phenomenon was found 

when using either AM tones or continuous speech stimuli. Researchers have been trying to 

explain the relationship between the neural entrainment to the speech envelope and speech 

intelligibility. An increase in temporal envelope entrainment correlates with better 

performance in speech comprehension tasks (Ahissar et al., 2001). This also links with the 

suggestion that better cortical tracking of speech at syllable rate (~5 Hz) improves 

intelligibility (Doelling et al., 2014). 

Another important finding in the research area is that attention plays an important role in 

the envelope entrainment phenomenon. Several electrophysiological studies stimulated the 

cocktail party scenario where multiple talkers are competing with the target speech. The 

studies found that the neural response strongly encodes the speech envelope from the 

attended talker, and weakly correlates to the unattended talkers (O'Sullivan et al., 2015; 

Biesmans et al., 2017; Das, Bertrand and Francart, 2018). This is also a top-down 

processing phenomenon, where the attention enhances the intelligibility of the target 

speech by suppressing the unattended speech stream (Ding and Simon, 2012a). This 

selective attention is also found for auditory processing at the brainstem level (Etard et al., 
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2019), where the listener shows significantly stronger cortical tracking to the fundamental 

frequency of the targeted speaker compared to the competing speakers. 

Another way to relate neural entrainment to the speech envelope and speech intelligibility 

is to manipulate the intelligibility of the continuous speech stimuli, using the four different 

methods mentioned in section 2.1. The manipulation of the stimulus intelligibility normally 

results in a change in the acoustic property of the stimuli. As a result, it becomes unclear 

whether the neural entrainment becomes different in consequence of intelligibility, or the 

acoustic property of the stimuli. For example, several studies found correlation between the 

neural entrainment and continuous speech envelope, even when the speech is played 

backwards (unintelligible) (Howard and Poeppel, 2010; Pena and Melloni, 2012). If the 

cortical envelope entrainment is mainly driven by the envelope of the stimulus, then it may 

not represent whether the stimulus is intelligible or not. To directly use the cortical 

envelope entrainment to predict SRT could be a conceptual limitation of the method, if it is 

not clearly understood of what aspects of speech perception the cortical envelope 

entrainment is representing. 

An example of reducing stimulus intelligibility by adding stationary noise is from a study 

by Ding and Simon (2013). The authors demonstrated that only the neural entrainment in 

the theta-band (4-8 Hz) correlates with the stimulus intelligibility, while the neural 

entrainment in the delta-band (1-4 Hz) is unaffected by the reduced stimulus intelligibility. 

It is suggested that the speech intelligibility affects only the neural entrainment in the theta-

band but not in the delta band (Ding and Simon, 2014). The cognitive function related to 

speech comprehension may be reflected more in the neural envelope entrainment in the 

delta band when the perceived speech is degraded by background noise (Etard and 

Reichenbach, 2019). 

Some researchers have been trying to predict SRT using the neural response to continuous 

speech (Vanthornhout et al., 2018; Iotzov and Parra, 2019). The studies by Vanthornhout 

et al. (2018) and Iotzov and Parra (2019) used speech shaped noise as background noise 

prevent the confound between intelligibility and acoustic properties. Both studies showed 

strong correlation between the envelope entrainment and the behavioural measure of 

speech intelligibility. A study by Lesenfants et al. (2019) showed that the accuracy of SRT 

prediction at the individual level is within 2 dB difference in 88% of the participants (17 

out of 19). However, these studies were only done in healthy normal hearing young adult 

subjects, this finding still needs to be validated in other age groups and hearing conditions. 
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Another factor that may be considered as a disadvantage is that the measurement of 

cortical responses to continuous speech requires relatively lone test time (⁓ 10 minutes per 

SNR condition) compared to ABR and CAEP (⁓3 minutes per SNR condition). 

There has been a suggestion that the envelope entrainment may not be a major predictor of  

speech intelligibility (Ding and Simon, 2014). The evidence is from a study by 

Steinschneider, Nourski and Fishman (2013) who found the encoding of speech and non-

speech sound in both human and monkey. Not only was it found that the envelope 

entrainment is non-speech specific, it is also not specific to humans. Another concern is the 

difference in nature between the objective and behavioural test. Since many behavioural 

tests involve some short-term memory to repeat the speech material, the objective measure 

may never flawlessly predict the behavioural performance (O'Sullivan et al., 2015).      

Apart from the envelope entrainment, it is hypothesised that auditory cortex may possibly 

track the syllable onset and collective features of the speech (Howard and Poeppel, 2010; 

Ding and Simon, 2012b). The ‘syllable onset tracking’ hypothesis was proposed by 

Howard and Poeppel (2010): the hypothesis was that the envelope entrainment is mostly 

driven by the brain response to the sharpness of the onset (rising) and offset (falling) of 

each syllable. The hypothesis is supported by the finding from Doelling et al. (2014), who 

found a decrease in the envelope entrainment when the temporal fluctuations at the syllabic 

rate (2-4 Hz) was removed. The ‘tracking of collective feature’ hypothesis supposes that 

the stimulus envelope contains the combination of  pitch, source location, and timbre of  

the speech (Shamma, 2001). These collective features will then be disentangled and 

captured in successive processing steps, as the speech travels along the auditory pathway. 

The analysis stage is a part of the acoustic processing is where the sensory organs, starting 

from the cochlea, disintegrate the incoming speech or non-speech sound into acoustic 

features. It is considered that both syllable onset tracking and collective feature tracking 

are processed at the analysis stage (Ding and Simon, 2014). The language and cognitive 

top-down process is not yet done at the analysis stage. However, high-level acoustic 

representations (e.g., phonological representation at the acoustic level) related to ability to 

discriminate speech from noise could be extract by combining acoustic features across 

frequencies (Nahum, Nelken and Ahissar, 2008; Ding and Simon, 2014). 
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3.5 Summary 

Chapter 2 and 3 has outlined how behavioural measures and AERs, as an objective 

measure, have been used in predicting individual’s speech speech-in-noise performance. It 

has extended the availability of the speech intelligibility tests to participants who are 

unable to undergo gold standard tests, such as PTA and behavioural speech intelligibility 

tests. AERs to several type of sounds (clicks, AM tones, monosyllable speech, continuous 

speech) has been demonstrated to be significantly correlated with behavioural SIN 

performance in many groups of subjects, however, it is unclear whether the complexity of 

stimulus will affect the accuracy or SRT prediction. With regards to the cortical 

entrainment to speech envelope, it remains debatable whether it is only a measure of access 

to speech sound (detection stage) or it can be related to more complex processing of speech 

sound (discrimination, identification, and comprehension). Finally, to make the framework 

of using AERs to predict SRT more applicable in clinics, it is also important to consider 

the required time to measure the responses and accuracy of SRT prediction especially at 

the individual level.
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 Experiment 1: Decoding cortical responses 

to continuous speech with additional pauses inserted 

between words 

4.1 Introduction 

The first study explores whether the detection of cortical responses to continuous speech 

can be improved by modifying the stimulus without affecting the speech meaning. To the 

best of the authors knowledge, no study involving auditory evoked responses utilises the 

method of inserting fixed duration pauses between phrases into speech, a method so far 

only used in behavioural such as studies by Tanaka, Sakamoto and Suzuki (2011) and 

Ghitza and Greenberg (2009). Therefore, in this study we investigate how continuous 

speech with additional pauses inserted between words affects human cortical auditory 

responses using the backward TRF. It was hypothesised that additional pauses in speech 

will generate stronger cortical responses because the effect of having longer inter-stimulus 

interval (ISI) in repeating sound stimulus is known to result in a stronger CAEP (Davis et 

al., 1966). The cortical responses were then further explored to see how strongly they were 

influenced by the onset and non-onset segments of the stimulus envelope, to explore 

whether the increase in cortical envelope entrainment strength is primarily an effect of 

onsets similar to CAEP. Finally, this study examines whether cortical responses to 

continuous speech with additional pauses inserted between words could improve (reduce) 

detection time of backward TRF, over the use of natural speech in detecting cortical 

responses to speech. 

Speech rate is one of the elements which influences individual’s speech perception 

(Picheny, Durlach and Braida, 1989; Nejime and Moore, 1998; Krause and Braida, 2002). 

In audiological research, this element is often manipulated by compressing or expanding 

the temporal waveform of the speech stimulus (Schmitt, 1983; Picheny, Durlach and 

Braida, 1989; Nejime and Moore, 1998; Krause and Braida, 2002). The effect of 

compressed speech (faster speech rate) and expanded speech (slower speech rate) on 

intelligibility is highly variable. Compressed speech and expanded speech have both been 

found to increase (Schmitt, 1983; Krause and Braida, 2002) and decrease (Picheny, 

Durlach and Braida, 1989; Nejime and Moore, 1998; Kemper and Harden, 1999) 

individual’s speech intelligibility and in some cases to cause no effect (Small, Kemper and 
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Lyons, 1997). Time-compressed and -expanded speech both cause distortion in the 

acoustic signal. It is clear that they have a strong effect on intelligibility when compressed 

or expanded more than 0.5 times relative to the original speech rate (Nejime and Moore, 

1998; Nourski et al., 2009). It is currently thought that that intelligibility of time-

compressed and -expanded speech relates to the individual’s cognitive processing 

capabilities (Nejime and Moore, 1998). It has been suggested that changes in brain 

function with age can influence speech intelligibility (Cerella, 1990; Wingfield, 1996; 

Janse, 2009). It has been reported that older adults, especially those who have reduced 

cognitive function, benefit from listening to speech presented at a slower rate, as there is 

more time to process linguistic information (Wingfield et al., 1999). One of the cognitive 

functions that has been found to most correlate with speech perception in noise is working 

memory, while overall IQ has been found to be less significant (Akeroyd, 2008). It should 

also be noted that higher speech intelligibility can also be achieved by simply producing 

clear speech (i.e., speaking louder or with better articulation) without changing the rate of 

speech (Krause and Braida, 2002; Smiljanic and Bradlow, 2009). A challenge in 

interpreting responses to compressed and expanded speech is that it is difficult to 

disentangle the effects of changes in speech intelligibility from various acoustic properties 

of the stimuli, for example, intensity envelope and duration of pauses (Schmitt, 1983; 

Vaughan et al., 2002; Ghitza and Greenberg, 2009). 

Kayser et al. (2015) investigated the effect of an irregular speech rate on auditory 

responses in different brain locations and different frequency bands of the EEG. The 

modification of speech stimuli was carried out by extending or shrinking existing pauses 

between syllables and words randomly with limits to the modified pause of not more than 

three times the original duration. Auditory responses to speech with irregular rate 

generated weaker left frontal alpha power and cortical entrainment in the delta frequency 

band. The weaker responses were suggested to be related to reduce top-down control, e.g., 

less attention to stimuli, by the frontal and premotor cortices over the auditory cortex. 

Another study by Hambrook, Soni and Tata (2018) modified speech stimuli by inserting 

periodic silent pauses. They consistently found weaker cortical entrainment to speech. It is 

suggested that the interruption of silent pauses in speech degrades the acoustic properties 

and the rhythm. Some studies involving the backward TRF and other objective measure 

tools manipulated pauses in speech (typically pauses between phrases and sentences) by 

shortening them to 0.3 – 0.5 seconds. For example, in dual attention task studies by Power 

et al. (2012) and Kong, Mullangi and Ding (2014), long pauses were truncate to minimize 
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subject’s attention to the unattended speech when there is silence in the target speech, and 

to make the speech stimulus more continuous. The two studies found that the amplitude of 

positive peaks in the response waveform are mostly affected by the attention to the story 

stimulus, while the negative peak was less affected. 

EEG was analysed in the delta and the theta band to explore whether the responses in these 

two frequency bands would reflect the difference in auditory processing time scales and 

functional roles, which is frequently reported in other studies (Ding and Simon, 2014; 

Kayser et al., 2015; Etard and Reichenbach, 2019). For example, the cortical entrainment 

of speech envelope in the delta band reflects the processing of words and phrases and tends 

to be strongly correlate with the intelligibility of speech (Vanthornhout et al., 2018; Etard 

and Reichenbach, 2019), while the cortical entrainment in the theta band reflects the 

processing of syllables and is more correlated with acoustic features influencing speech 

segmentation (Kayser et al., 2015; Etard and Reichenbach, 2019). The current study will 

analyse the backward TRF for different segments of the speech envelope, in particular 

comparing the backward TRF calculated from the entire speech envelope to that of just 

onset and offset regions. 

The results are expected to provide new insights for comparing the backward TRF from 

different speech corpora which may have different speeds of delivery and a range of silent 

pauses between words, and the extent to which the observed cortical responses can be 

deemed to be dominated by the onset.  

4.2 Methods 

This section will describe the original speech stimuli and the modified versions and will 

describe the acquisition of the EEG data from participants. The EEG data used in the 

current study were collected by Yuhan Lu for his MSc project. Yuhan also recruited the 

participants and designed the experimental procedure. Therefore, the current study was a 

further work in terms of improving data analysis. The pre-processing of EEG data, the 

main analysis tool used (the backward TRF approach), and an outline the statistical 

analyses performed are also presented. 

4.2.1 Participants  

Sixteen native English speakers participated in this study (9 males; aged 18-41 years, mean 

25 years old; 13 right-handed). All subjects self-reported as normal hearing. Hearing 
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thresholds were tested with pure-tone audiometry in a sound-proof room, using air 

conduction. Thresholds for all participants were below 25 dB HL in the frequency range 

from 250 Hz to 8 kHz. Ethics were approved by the University of Southampton Ethics 

Committee (ethics reference number is 20741). All participants provided written informed 

consent prior to the experiments.  

4.2.2 Stimulus  

The continuous speech stimulus used in this study was a segment of an auditory 

recording narrated by a female narrator in the free audiobook “The Children of Odin: 

Chapter 2 - The building of the wall”, available online at https://librivox.org/the-children-of-

odin-by-padraic-colum/. The speech stimulus was manually split into four segments. 

Segments varied slightly in length to fit in with natural breaks, but each was 

approximately 2 minutes and 30 seconds in duration. In addition to using the recorded 

speech directly, the recording was also modified by inserting either 250 ms (short), or 

500 ms (long) pauses between words, resulting in three speech pause conditions (natural 

speech, short, and long pauses).  The length of each segment with short and long pauses 

inserted was approximately 4 minutes and 20 seconds and 6 minutes respectively. A total 

of 12 segments of speech were used to test each participant, four segments per speech 

condition. The total duration for continuous speech stimulus for the no pause, short pause, 

and long pause conditions were therefore approximately 10 minutes and 20 seconds, 16 

minutes, and 21 minutes and 42 seconds, respectively.  

4.2.3 Experimental procedures  

The experiment was carried out in a quiet sound-proof room with lights turned off. 

Participants sat on a comfortable chair in a relaxed position and were instructed to close 

their eyes during the experiment to reduce ocular movement and consequent artefacts. 

They could take a break during the test if needed.  

Participants were presented with the 12 segments of speech containing natural speech, 

speech with short, and long pauses (henceforth referred to as speech pause conditions). The 

speech pause conditions were presented in a randomised order to reduce order effects, but 

the 4 blocks within each condition were presented in a chronological order to maintain the 

flow and progression of the story. Participants were asked to attend to the stimuli. Each 

participant was asked a multiple-choice question at the end of each speech segment, to 

assess their attention to the stimuli. All 12 segments of speech were presented at 70 dB 

https://librivox.org/the-children-of-odin-by-padraic-colum/
https://librivox.org/the-children-of-odin-by-padraic-colum/
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LeQ(A) through ER-2 insert phones (Etymotic, Elk Grove Village, IL) to both ears. 

Calibration was done only on the original stimulus (natural speech) via Type 4230, Bruel 

and KjAERs, pauses were added afterward to create speech with short and long pauses 

stimuli.  

EEG data were recorded using a 32-channel BioSemi EEG system (ActiveTwo, BioSemi 

BV, Amsterdam, Netherlands). Electrodes were positioned according to the international 

10-20 system. Additional external electrodes were placed bilaterally on the mastoid and on 

the chin as reference channels and to detect artefacts from swallowing. The sampling rate 

for the EEG data was 4,092 Hz. An online band-pass filter from 0.1-100 Hz and a notch 

filter at 50 Hz was applied during data collection. 

Analysis of EEG and speech stimulus were performed with the MNE-Python software 

(Gramfort et al., 2013). EEG data from every participant were re-referenced to common 

average. They were then band-pass filtered using a zero-phase (non-causal) FIR filter 

(filter length was 6.6 times the reciprocal of the shortest transition band) over the range 1-4 

Hz (delta band) and 4-8 Hz (theta band), and then resampled to 128 Hz. The EEG 

recordings from each participant were normalised prior to backward TRF analysis, to give 

a mean of zero and a standard deviation of 1. 

4.2.4 Extraction of speech envelope  

The speech envelope was extracted using the Hilbert transform applied to the original 

speech stimuli (sampling frequency 44.1 kHz). The envelope was then band-pass filtered 

using the same filter settings as in the EEG analysis in the ranges 1-4 Hz and 4-8 Hz 

(matching the delta and theta frequency bands used in the EEG also – see below) and 

resampled at 128 Hz. 

As the auditory cortex is sensitive to acoustic edges, we processed onset and non-onset 

segments separately (see section 4.2.5 below). To construct these segments, we detect the 

pauses in the speech envelope by setting a low threshold level around the zero value, then 

replaced the samples below the threshold level with Not a Number (NaN) to exclude them 

from further analysis. Pauses are excluded from both the onsets and non-onsets 

representation prior to the backward TRF analysis, to avoid confounding from having 

different lengths of segments without any sound stimulus. In order to selectively process 

onsets, only samples within the first 150ms following each pause were kept, other samples 

(the non-onsets) were replaced with NaNs. This 150ms window was selected based on the 

duration of syllables as suggested by other studies (Greenberg et al., 2003; Giraud and 



Chapter 4 

48 

Poeppel, 2012). To select only the non-onsets, the process was reversed, the onset 

segments samples in the speech envelope were replaced with NaNs and the remaining 

samples left with their original value. The full recording refers to the data including onsets, 

non-onsets and pauses. Henceforth, the full envelope, onsets, and non-onsets will be 

referred to as the different speech features. 

4.2.5 The temporal response function 

To test the hypothesis that the cortical response to speech with pauses would be enhanced 

by the onsets following pauses, the decoders were trained on the full envelope as well as 

the onset and non-onset segments; thus, three decoders were produced for each speech 

feature (full envelope, onsets, and non-onsets) and each participant. For the samples where 

the speech envelope was set to NaN, the error in model fit cannot be calculated and they 

are thus excluded from the least-mean-square fitting in equation (2). Then each decoder 

was tested on all three speech features to assess its ability to generalise across different 

parts of the recording. If the onsets dominate the EEG response and hence the decoder, 

then the decoder derived from the onsets should be able to reconstruct the full envelope 

better (i.e., give a higher correlation coefficient) than the decoder derived from the non-

onsets. Similarly, in this case one might also expect that the decoder derived from the full 

envelope would reconstruct the onset responses better than that for the non-onsets. By 

testing each of the three decoders on all speech features, nine correlation coefficients 

obtain from the backward TRF (BACKWARD-CORR) are obtained, which can provide 

insight into which aspect of speech may be dominating the EEG response.  

The recordings with pauses have a longer duration, as described in section 4.2.2. 

Comparison of decoder response detection performance may be biased by this difference in 

length of recording. Therefore, an additional analysis was carried out to compare the 

detection rates for the different stimulation conditions using only 2 minute and 1 minute 

segments from each stimulus, with the same length of recording used in cross-validation.  

4.2.6 Statistical analysis 

Permutation tests were performed to assess the significance of the BACKWARD-CORR. 

A null distribution of BACKWARD-CORR for individuals in each speech condition was 

obtained by using the speech envelope and a mismatched (permutated) EEG segment to 

train the decoder and perform the cross-validation on (previously unseen) testing data with 

the speech envelope and EEG segment also mismatched. Randomization was repeated 500 
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times to construct the null distribution of BACKWARD-CORR. The BACKWARD-

CORR from the correct matching of speech envelope and EEG segment was then tested 

against this null distribution, at a significance level of α=0.05. In this way the significance 

of estimated BACKWARD-CORR was tested in each recording, and not just of the 

average performance across the cohort.   

Friedman tests were used to explore differences in the BACKWARD-CORR within the 

same decoder training and testing combination across three speech pause conditions 

(multiple tests on natural speech, short, and long pauses conditions). Wilcoxon signed rank 

tests were used to explore differences in the BACKWARD-CORR between each decoder 

training and testing combination. Bonferroni corrections were applied in all multiple 

comparisons. The adjusted α-level after Bonferroni correction was 0.0167 (0.05/3) across 

three speech pause conditions for comparison within the same decoder training and testing 

combination. The adjusted α-level after Bonferroni correction for tests within each speech 

condition was 0.00185 (0.05/27) for pair wise comparison, resulting from the nine different 

combinations of training and test datasets used (27 Wilcoxon tests in total for each EEG 

frequency band). Results were reported as statistically significant only in accordance with 

this Bonferroni correction, when p≥α/N.  

4.3 Results 

Figure 4.1 shows the correlation coefficients between the true speech envelope and that 

reconstructed via the backward TRF, obtained from different decoder training and testing 

combinations, as a function of the pauses used (natural speech, short, and long pauses) in 

the delta and theta bands. Although nine BACKWARD-CORR values were obtained for 

each speech condition (three training conditions and three testing conditions), for the sake 

of clarity only the results for training on the full envelope are shown, with others provided 

in the Appendix A (Figure A1 and Figure A2). Three combinations of testing and training 

data were displayed in Figure 4.1 and Figure 4.2: training and testing on the full envelope, 

training with the full envelope and testing on onset regions only, training with the full 

envelope and testing non-onset regions only. The increasing duration of pauses generally 

raised the BACKWARD-CORR for all decoding features in both delta and theta bands. 

Friedman tests indicated statistically significant difference in BACKWARD-CORR for 

comparison within the same decoder training and testing combination across the three 

pauses conditions (p<0.001 for the Bonferroni corrected level for significance p ≥ 0.0167). 
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The results of pairwise Wilcoxon signed rank test between pairs of speech features across 

all speech pauses conditions are shown in Table 4.1.  

 
Figure 4.1. The mean correlation coefficient from backward TRFs trained and tested on the 

full envelope in (left) delta and (right) theta bands across three speech pause 
conditions. Error bars indicate the 95% confidence interval for the mean. 

 
Figure 4.2. The correlation coefficient from backward TRFs trained on the full envelope and 

tested on onsets (circles) and non-onsets (squares) in (left) delta and (right) theta 
bands across three speech pause conditions. Each point shows the average Pearson’s 
correlation coefficient across sixteen participants. Error bars indicate the 95% 
confidence interval for the mean. 
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Table 4.1. P-values for all possible pairwise tests (Wilcoxon Signed Rank Tests) across all speech 
pause conditions and speech features tested using model trained on the full envelope for 
both the delta and theta bands. Full envelope is abbreviated as Full. Significant p-values 
are shown in bold and italic (critical values from Bonferroni correction). P-values 
which are underlined indicate that the speech feature labelled at the top of the column 
with an underline has significantly greater correlation coefficients, or else the other 
speech feature is greater. 

Speech pause conditions Speech feature comparison pair 

Delta band Full/Onsets Full/Non-onsets Onsets/Non-onsets 

Natural speech 0.26 0.001 0.02 

Short pauses 0.013 <0.0001 0.001 

Long pauses 0.006 <0.0001 0.001 

Theta band Full/Onsets Full/Non-onsets Onsets/Non-onsets 

Natural speech 0.004 0.039 0.004 

Short pauses <0.0001 0.07 0.001 

Long pauses <0.0001 0.011 <0.0001 

In order to analyse the results in more detail, the decoder trained and tested on the full 

envelope were firstly considered, and then the decoder trained on the full envelope tested 

on the onsets, and finally the decoder trained full envelope tested on the non-onsets. 

4.3.1 Effects of extended duration of pauses in continuous speech on the decoder 

trained and tested on the full envelope 

From Figure 4.1, it was observed that for the decoders trained and tested on the full speech 

envelope, the BACKWARD-CORR gradually increase across the speech pause conditions 

in both the delta and theta bands (p˂0.001, Friedman tests). The improved reconstruction 

of the full speech envelope indicates that responses to speech with extended pauses 

generate a stronger EEG response (i.e., enhanced linear relationship to the speech 

envelope), as originally hypothesised.  

A similar trend of increasing BACKWARD-CORR for the full envelope decoders is also 

shown in the theta band (Figure 4.1.right) (p˂0.001, Friedman). This further reinforces that 

auditory responses to speech with extended pauses are stronger than responses to natural 

speech. It may also be noted that the BACKWARD-CORR from the delta band is higher 

than for that the theta band. This agrees with previous studies using the stimulus 
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reconstruction approach (Etard and Reichenbach, 2019; Verschueren, Vanthornhout and 

Francart, 2020). 

4.3.2 Effects of extended duration of pauses in continuous speech on the decoder 

trained on the full envelope tested on the onsets and non-onsets 

From Figure 4.2, when training the decoder using the full envelope, the BACKWARD-

CORR for testing on onsets or non-onsets were not significantly different in the natural 

speech condition. However, when short or long pauses were included in the speech, the 

reconstruction of the onsets was significantly better (p<0.001) than for the non-onsets, 

indicating that the model is better adjusted to the onset than the non-onset speech envelope 

segments. This suggests that with the longer pauses, the backward TRF model becomes 

dominated by the onsets. Similar impacts of pauses in the speech on the reconstruction of 

onset and non-onset segments were observed in both delta and theta bands, though more 

dramatically so in the delta band (Figure 4.2.left). The higher BACKWARD-CORR 

achieved in the onset segments compared to the non-onset segments are very clear, with 

statistical significance, in accordance with our original hypothesis.  

4.3.3 Comparing detection of cortical entrainment to speech with extended 

pauses using different amount of testing and training data  

Figure 4.3 shows the Box and Whiskers plot of BACKWARD-CORR across subjects 

using EEG data with different durations per segment across the three speech pause 

conditions in both the delta and theta band. With the same amount of training and testing 

data, the cortical entrainment to continuous speech with additional pauses inserted between 

words generally show significantly stronger BACKWARD-CORR (see Table 4.2) 

compared to cortical entrainment to natural speech (p<0.001), except when comparing 

BACKWARD-CORR between response to natural speech and short pauses in the theta 

band. This implies that the increase in BACKWARD-CORR in speech pause conditions is 

not simply a result of having longer EEG recordings. 
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Figure 4.3. Box and Whiskers plot of correlation coefficients from each participant’s 

backward TRF using different amount of training and testing data in the delta 
(left) and theta band (right). Light grey, grey, and dark grey boxes contain correlation 
coefficients from the full envelope using different stimulation durations (full length [2 
minutes 30 seconds], 2 minutes, and 1 minute segments) recording from each data 
segment (in total 4 segments), respectively. Full segment stimulation refers to the full 
duration of the recording of each segment including natural pauses, whereas the 2 and 1 
minute segments stimulation refers to recording segments with added pauses whose 
duration is truncated to 2 or 1 minute, respectively. The grey horizontal band indicates 
the range of critical values obtained from individuals in the sample, based on the null 
distribution of the correlation coefficients from the permutation test only from 
backward TRFs trained and tested on the full envelope with segments in full length (i.e. 
all estimates above this band are deemed significant, the band is higher for shorter 
duration recordings). Dots overlaid on each box are the backward TRF correlation 
coefficients from each participant. White dots indicate individual correlation 
coefficients that are not statistically significant based on subject’s null distribution in 
each speech pause condition. 

Table 4.2. P-values of differences in correlation coefficients between different stimulation 
durations (Wilcoxon signed rank test). Full envelope is abbreviated as Full. Bold and italic p-values 
indicate statistically significant difference (Bonferroni corrected) in correlation coefficients 
between data reduction conditions. P-values which are underlined indicate that the speech feature 
labelled at the top of the column with an underline has significantly greater correlation coefficients, 
or else the other speech feature is greater. 

Segment lengths  Natural speech /short 

pauses 

Natural speech/long 

pauses 

Short pauses/long pauses 

Full (delta) <0.0001 <0.0001 0.001 

2 minutes (delta) <0.0001 <0.0001 0.002 

1 minute (delta) <0.0001 <0.0001 0.049 

Full (theta) 0.034 0.001 0.015 

2 minutes (theta) 0.679 0.001 0.001 

1 minute (theta) 0.179 <0.0001 0.001 
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4.4 Discussion  

In this study, it was found that continuous speech with additional pauses inserted between 

words generate stronger neural entrainment to speech envelope, as measured in correlation 

coefficient from between the actual and the reconstructed speech envelope (BACKWARD-

CORR), in both delta and theta frequency bands. Analysis of the way in which different 

components of the speech envelope are reconstructed from the EEG signal demonstrated 

that there are two distinct responses: onset and non-onset responses. In the natural speech 

condition, responses in the delta band appear stronger to non-onset segments, while theta 

band responses appear stronger to onset segments. When pauses were introduced into the 

speech, onset responses become dominant in both the delta and theta bands. This might be 

a concern that the stronger cortical response generated dominated by the onset portions of 

speech with additional pauses might primarily be an exogenous response, mainly influence 

by the acoustic property, rather than a response that is influenced by the speech 

intelligibility. 

Modifications in the speed of presented speech have typically been carried out in previous 

studies by either modifying silent pauses alone, or by altering (compressing or expanding) 

the temporal waveform of speech. An advantage of only modifying the duration of pauses, 

as used in this study, is that its effect on speech intelligibility can be investigated 

independently from effects of changes in acoustical properties, such as intensity and 

frequency and the speech envelope of individual words. The main disadvantage of 

manipulating pauses in speech is that the flow of speech can be severely altered when 

inserting pauses between words or phrases and in the current case the speech does indeed 

sound quite unnatural with the inserted pauses. The advantage of using time-compressed or 

-expanded speech is that the overall rhythm of speech does not change greatly compared to 

natural speech, however there are changes in acoustic properties affecting the articulation 

of phonemes (Vaughan et al., 2002). Analysis of EEG responses to compressed or 

expanded speech may lead to confounding between the effects of changes in pauses and 

changes in phonemes. Our experimental protocol only affected the pauses and clearly 

demonstrated their powerful effect on EEG responses. 

This study only shows the results from the decoder trained on the full envelope and tested 

on the full envelope, onset, and non-onset segments. It was an initial concern that onset and 

non-onset segments may have a different amplitude range and since larger amplitude 

ranges tend to lead to increased BACKWARD-CORR, such differences might bias results. 
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However, further analysis showed that onset and non-onset segments had similar speech 

envelope ranges, reducing this concern. It may also be noted that the onset and non-onset 

segments were of similar length in these recordings, with a slightly greater number of 

samples in the non-onsets compared to the onsets. This implies that the increase in 

BACKWARD-CORR was neither a result from greater variance in the sample nor bias 

towards a model which was trained on greater amount of data because all the models were 

trained on the full speech envelope. 

Regarding the Bonferroni correction for multiple comparisons, the method is highly 

conservative compared to other correction methods. While the false positive rate 

(incorrectly identify the differences in the BACKWARD-CORR as significant) is 

controlled (5% for α=0.05), the false negative rate (incorrectly identify the differences in 

the BACKWARD-CORR as not significant) is inflated (Armstrong, 2014). Some results 

that are deemed non-significant after applying the Bonferroni correction may be significant 

if a different correction method, such as the false discovery rate, is used instead. However, 

it was imperative to employ a relatively conservative method to control the false positive 

rate, as the number of multiple tests is relatively high (27) for the decoder framework and 

the obtained p-values in post hoc Wilcoxon signed rank tests are generally lower than 0.05. 

4.4.1 Effect of pauses in speech to cortical auditory responses 

As shown in Figure 4.3, the pauses in speech not only increased the average 

BACKWARD-CORR in the group but could achieve this with shorter recordings. The 

BACKWARD-CORR was also statistically significant in each subject when using short 

and long pauses, but only in 9 out of 16 subjects when using natural speech and training 

data of 3 minutes (segments of 1 minute in the leave-one-out cross validation) or 6 minutes 

(segments of 2 minutes). The use of shorter segment length not only lower the 

BACKWARD-CORR value but also caused the critical values of the BACKWARD-

CORR obtained from the permutation test to be greater compared to the use of full 

recording, which leads to greater number of non-significant BACKWARD-CORR. 

There have been two previous studies that have explored the effects of stimulus 

manipulation on neural responses to speech, though the protocol was different to that used 

in the current study and the pattern of responses found was also somewhat different. 

Kayser et al. (2015) made a comparable study, investigating the effect of irregular speech 

rate on the neural and behavioural responses to speech. The irregular speech was achieved 

by increasing or decreasing existing pauses in the natural speech. This is considerably 
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different from what is done in the current study, as the pauses can either expand or shrink 

and there are no additional pauses inserted. They found a reduction in the cortical 

entrainment compared to natural speech only in the delta band, with no difference in other 

frequency bands. Behavioural speech intelligibility also remained approximately the same 

for both natural and irregular speech. It was suggested that the top-down processes of 

speech perception, using prior knowledge in language to comprehend speech (Zekveld et 

al., 2006), reduced cortical entrainment in the delta band. Top-down processing has been 

found to be sensitive to the regularity of sound (Schroeder and Lakatos, 2009; Hickok, 

Farahbod and Saberi, 2015) which might affect the cortical entrainment. The reason that 

the cortical entrainment to an irregular speech envelope in other frequency bands remain 

similar to that of cortical entrainment to natural speech may be that the modification of 

pauses in the study by Kayser et al. (2015) was primarily controlled to preserve the overall 

mean duration of pauses. The modified duration of pauses only changed compared to their 

original duration (and was limited to a maximum of 300%), rather than consistently 

increasing, as was the case in the current study. The duration of pauses in Kayser’s work 

was probably not consistent or long enough to enhance auditory onset responses. 

Another study that can be compared with ours is by Hambrook, Soni and Tata (2018), who 

examined the effect of periodic introduction of pauses and noises into the continuous 

speech, on both behavioural responses and cortical entrainment. The aim of their study was 

to explore neural function during the phonemic restoration phenomena, which refers to the 

observation that speech intelligibility degrades when the speech stream is interrupted by 

silent pauses and partly restored when noises fill the interrupting pauses. The introduction 

of pauses with the duration of 166 ms every 333 ms into the continuous speech (50% of 

speech removed) was found to significantly reduce speech intelligibility and the cortical 

entrainment to speech envelope, however, speech intelligibility and cortical entrainment to 

speech envelope improved when pauses were filled with noise. The disruption of acoustic 

tracking in the auditory cortex was suggested to be the reason for the reduction in cortical 

entrainment. Although they suggested that it is possible that the onset and offset segments 

of the speech envelope can be removed and replaced by silence, causing disturbance in the 

cortical tracking on those segments, they found no evidence to support this. This reinforces 

the idea that speech comprehension is not a process which is driven by the stimulus alone. 

In their study, the actual speech was affected by interruption of pauses and noises, while in 

our study speech were not replaced by pauses and noises. We presume that their 

manipulation method might disrupt the cortical processing, as speech was removed, 
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whereas our speech manipulation presumably did not and indeed increase the cortical 

entrainment to speech envelope.  

4.4.2 Differences in the methods to define onsets 

The selection of onset segments in this study differed from previous studies using EEG 

response. In our work, the first 150 ms portion following word onset is defined as the onset 

segment. Previous studies commonly calculate onset envelopes from the first derivative of 

the speech envelope (gradient of the speech envelope e.g., (Hertrich et al., 2012; Drennan 

and Lalor, 2019). The gradient of the speech envelope only contains the rate of amplitude 

change, which is greatest for onset and offset segments. The reconstruction accuracy of the 

gradient of the speech envelope often results in weaker BACKWARD-CORR compared to 

the reconstruction of the standard speech envelope (Hertrich et al., 2012; Drennan and 

Lalor, 2019). One problem with the gradient envelope is that it not only removes pauses, 

but also relatively constant amplitude sections of for example voiced speech. Our method 

of specific analysis of onsets using backward TRF does not appear to have been used 

previously in this area and seems better able to focus on these signal segments than 

previously used alternatives. 

A study by Hamilton, Edwards and Chang (2018) observed the effect of onsets in a similar 

manner. In their study, they found that invasive EEG responses following pauses longer 

than 200ms generates strong onset responses that can occur both within a sentence or 

before the sentence starts. Our study extended their findings, by demonstrating that effect 

of strong onsets response persists even when the pauses are 500ms in duration and it could 

be detected by a non-invasive EEG measurement. It may be possible to investigate certain 

regions of the brain where they are specifically sensitive to acoustic edges and onsets non-

invasively. However, the current study has not specified whether the strong onset response 

from the EEG was generated from the same region, the Superior temporal gyrus or STG 

part of the temporal lobe, as shown in the invasive EEG studies. 

Some studies may refer the cortical entrainment to as the phase-locked responses to 

amplitude modulation, specifically phase-locking to change in acoustic cues (Bieser and 

Muller-Preuss, 1996; Peelle, Gross and Davis, 2013). It was suggested that the strength of 

phase-locked responses to amplitude modulation may be associated with strong onset 

response (Bieser and Muller-Preuss, 1996). Other study also found that the phase-locked 

responses are enhanced when stimulated with intelligible speech compared to less-

intelligible speech and was not due to the effect of onset response (Peelle, Gross and 
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Davis, 2013). These studies showed that there is a possible confounding onset and 

intelligibility effect on the cortical responses to continuous speech. Thus, measurement of 

auditory responses to speech tokens or sounds, such as phonemes or consonants, may not 

be sufficient when aiming to probe auditory responses to higher level information in 

continuous speech (Di Liberto, O'Sullivan and Lalor, 2015).  

The different behaviours for onset and non-onset responses adds to the discussion on 

analysing responses to speech: Is it primarily an observation on the response to acoustic 

features or to higher level processing of speech? If the former, one might ask if speech is 

the most efficient stimulus to use and to what extent it provides additional information to 

that obtained by repeated transient synthetic stimuli or by speech tokens.  

4.5 Conclusion 

The use of continuous speech with additional pauses has the potential to reduce the time 

required to detect cortical responses to speech. However, the stronger cortical responses do 

not necessarily link to improved speech intelligibility, since the speech was less intelligible 

due to the unnatural speech regularity with added pauses. The relation between cortical 

responses to continuous speech with additional pauses and behavioural speech 

intelligibility was not further studied, as experiments involving human subjects were not 

permitted during the COVID-19 pandemic lockdown. 
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 Exploring the characteristics of cortical 

responses to speech with additional pauses between 

words and a comparison to cortical auditory evoked 

potentials 

5.1 Introduction 

The second study was a further investigation on the dataset used in Chapter 4, mainly to 

compare the forward and backward TRF in detecting responses to continuous speech and 

further evaluate the inference in the previous chapter that the cortical envelope entrainment 

to speech with pauses may mostly be an exogenous response. The primary aim of this 

study was to compare the use of the forward TRF model weight (TRF-model) and the 

correlation coefficient obtain from the backward TRF (BACKWARD-CORR) for response 

detection to find the most sensitive detection method for cortical responses to continuous 

speech, which will be used in the next study (second experiment). The comparison of 

response detection also incorporates CAEP to /da/ stimulus to see whether cortical 

responses to speech can be more easily detected by simply using repeating /da/ (with 

shorter EEG measurement time) than using continuous speech. A sensitive response 

detection method is desirable especially when detecting responses to stimuli with low 

signal-to- noise ratio (SNR) or aiming to determine certain thresholds, such as hearing or 

speech reception thresholds (as in the study in Chapter 6). Ideally, responses are expected 

to be detected down to a certain stimulus level or signal-to-noise ratio (if stimulus is 

presented with background noise), where the boundary of response present and absent shall 

be considered as the threshold. In the current study, all measurements were carried out with 

no background noise, so it was not possible to measure thresholds in terms of SNR. 

The secondary aim was to apply the forward TRF approach to determine how the 

characteristics of cortical responses to continuous speech progress when additional pauses 

are inserted and compare the morphology or the TRF-model to cortical auditory evoked 

potentials (CAEP) waveform. The aim of analysis was to investigate whether the 

characteristics of the TRF-model of cortical responses to continuous speech with additional 

pauses will be similar to responses to more intelligible stimulus, cortical response to 

natural speech, or become more similar to response to unintelligible stimulus, CAEP to 
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/da/. Result from Chapter 4 showed that the BACKWARD-CORR of responses to speech 

with pauses is greater compared to the BACKWARD-CORR of responses to natural 

speech. However, the BACKWARD-CORR alone cannot indicate how sound is encoded 

in the brain (characteristics), it can only tell how strong it was encoded and mainly used for 

response detection. Interpretation of the peaks amplitude and latency of the TRF model and 

CAEP waveform may indicate whether the auditory system processes intelligible and 

unintelligible sound similarly or differently from one another.  

Relationship between the CAEP and TRF-model  

CAEP waveform consist of several positive and negative peaks manually or automatically 

labelled with, for example, P1, N1, P2, and N2. Where P and N denotes positive and 

negative peaks, and numbers indicate the order of appearance (Picton and Hillyard, 1974; 

Munro et al., 2020). The TRF-model describes the relationship between the response and 

stimulus as model weights over a range of time lag (Crosse et al., 2016), where greater 

model weights appears at the time lags which the cortical responses covary most with the 

stimulus feature. In addition, the TRF-modelling can also be applied to measurement of 

CAEP instead of using the coherent averaging method (CA), as the epochs (sequence of 

responses) of CAEP are highly correlated to the repeating stimulus. The CAEP to repeating 

sound and the TRF-model of cortical responses to continuous sound both reflect the 

magnitude of the brain response to sound at each time delay following the onset of 

stimulus, thus the waveform morphology of the two measurements can be similar but differ 

in the scale of measurement. However, the firm connection between the CAEP and TRF-

model has not yet been established. In some case, TRF-model of cortical responses to 

continuous speech may be expected to exhibit waveform in which the major components 

appear at a distinct latency, for example CAEP positive peak at ~80ms and TRF model 

positive peak at ~150ms (Reetzke, Gnanateja and Chandrasekaran, 2021). The difference 

in the latency of the major components is suggested to arise from the difference in auditory 

processing stages between continuous and simple short sound (Lalor et al., 2009).  

Applications of TRF-model 

The forward TRF modelling approach is frequently used as a complementary tool rather 

than the main tool for measuring the cortical response to continuous speech. 

Conventionally, one can interpret the TRF-model by observing statistically significant 

amplitude and latency changes of the peaks in the model, similar to the interpretation of 

CAEP dominant peaks. The goal for interpreting the TRF-model is to establish a distinct 
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characteristics of cortical entrainment to continuous speech envelope changes relevant to 

the experimental conditions and/or group of subjects, for example effect of stimulus 

intensity (Verschueren, Vanthornhout and Francart, 2021) and effect of language and 

attention between native and non-native English speakers (Reetzke, Gnanateja and 

Chandrasekaran, 2021). It is not clear whether the TRF-model or BACKWARD-CORR are 

more sensitive to detect significant cortical responses to continuous speech. If the detection 

of responses through the TRF-model will be as sensitive as the BACKWARD-CORR, this 

will be an advantage due to the reduced computational cost because only one EEG channel 

is needed. Moreover, the characteristic of the response can be interpreted through the TRF-

model, providing more insights on how the auditory pathway encodes the stimulus, as the 

direction of causality is correct. 

Aim of study 
1. To investigate if the TRF-model might be used more effectively than the 

BACKWARD-CORR to detect cortical responses to continuous speech and 

compare the efficiency of response detection with CAEP to /da/. 

2. To assess if the TRF-model can provide additional insight into how natural speech 

and speech with additional pauses inserted between words is processed and 

compare it to the coherent average waveform of CAEP to /da/ 

5.2 Methods 

The current study is mostly based on further analyses of the dataset used in Chapter 4 with 

an additional CAEP to /da/ measurements, also collected by Yuhan Lu. Information related 

to continuous speech will be described briefly in this chapter. Please refer to Methods 

section in Chapter 4 for more detailed information on the continuous speech stimulus and 

the experimental procedure. 

5.2.1 Participants 

The 16 participants were native English speakers (9 males; aged 18-41 years, mean 25 

years old). All subjects verified to have normal hearing, threshold <25 dB HL over the 

frequency range of 250 to 8 kHz. Ethics were approved by the University of Southampton 

Ethics Committee (ethics reference number is 20741). All participants provided written 

informed consent prior to the experiments. 
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5.2.2 Stimulus 

Continuous speech stimulus 

The continuous speech stimuli used in this study were the same as in the previous study 

(Chapter 4). The stimuli were narrative story and its modified versions with additional 

pauses, 250 ms (short pauses) and 500 ms (long pauses), inserted between words, these are 

referred to as speech pause conditions. The continuous speech stimuli were presented at 70 

dB LeQ(A) (calibrated via Type 4230, Bruel and KjAERs).  

Repeating /da/ stimulus 

A monosyllable /da/ stimulus with a duration of 40 ms was used to present each participant 

200 times, alternating between rarefaction and condensation polarisation (100 per polarity), 

with an inter-stimulus interval of 1.11 s. This stimulus was presented at 70 dB SPL 

(calibrated via Type 4230, Bruel and KjAERs).   

5.2.3 Experimental procedure 

The experimental procedure in the current study was the same as in the previous chapter 

for the conditions using natural speech and continuous speech with pauses added between 

words. The only difference is that the current study includes a condition using repeating 

/da/ stimuli. For every participant, 200 repeating /da/ stimuli were presented before the 

continuous speech stimuli. The continuous speech stimuli with different speech pauses 

conditions were presented in a random order but the progression of the story remains in a 

chronological order. Participants were instructed to pay attention to the stimuli and were 

required to answer multiple choice questions after listening to each of the continuous 

speech stimuli segment to verify their attentiveness.   

EEG data were recorded using a 32-channel BioSemi EEG system (ActiveTwo, BioSemi 

BV, Amsterdam, Netherlands). Electrodes were positioned according to the international 

10-20 system. The sampling rate for the EEG data was 4,092 Hz. An online band-pass 

filter from 0.1-100 Hz and a notch filter at 50 Hz was applied during data collection. 

5.2.4 Data analysis 

Analysis of EEG and speech stimulus were performed with the MNE-Python software 

(Gramfort et al., 2013). EEG response to continuous speech and /da/ from every participant 

were re-referenced to channel T7 and T8. They were then band-pass filtered using a zero-
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phase (non-causal) FIR filter (filter length was 6.6 times the reciprocal of the shortest 

transition band) over the range 1-4 Hz (delta band) and 4-8 Hz (theta band), and then 

resampled to 128 Hz. The EEG recordings from each participant were normalized prior to 

data analysis, to give a mean of zero and a standard deviation of 1. The Cz channel (vertex 

or midline central) was chosen for the data analysis as the channel site can be locate 

precisely by measuring distance of nasion (bridge of the nose between the eyes) to inion 

(occipital bone at base of the skull) (Schestatsky, Morales-Quezada and Fregni, 2013) and 

it is frequently used in CAEP studies (Billings et al., 2011; Small et al., 2018). 

The speech envelope was extracted using the Hilbert transform applied to the original 

speech stimuli (sampling frequency 44.1 kHz). The envelope was then band-pass filtered 

using the same filter settings as in the EEG analysis in the ranges 1-4 Hz and 4-8 Hz 

(matching the delta and theta frequency bands used in the EEG also – see below) and 

resampled at 128 Hz. 

5.2.5 CAEP to /da/ 

The CAEP to /da/ stimulus was obtained by coherent averaging epochs of responses to 

/da/, as described in section 3.1, responses were aligned by the onset where the stimulus 

starts then calculating the average at each sample (column wise). The coherent average 

resulted in a CAEP in a range of 0-1110 ms. 

CAEP to /da/ was automatically detected using the one sample Hotelling’s T-squared 

(HT2) statistics, section 3.3 of this thesis provides a more detailed description of the 

method. In the time domain, nine time-voltage means (TVMs) were calculated for each 

epoch over the range of 50-500 ms latency (50 ms for each bin) (Golding et al., 2009). The 

HT2 was then applied to determine whether any of the TVMs are statistically greater than 

the null hypothesised mean of zero, a hypothesis of no response detected. If the p-value 

from the HT2 test is less than or equal to 0.05, a response is deemed present. 

5.2.6 Forward TRF 

The forward TRF modelling, also known as the encoding model, utilise a single-channel 

EEG forward TRF model 𝑤𝑤(𝜏𝜏,𝑝𝑝) to predict the EEG response using the stimulus envelope 

(Crosse et al., 2016). 

𝑐𝑐(𝑡𝑡,𝑝𝑝) = �𝑙𝑙(𝑡𝑡 − 𝜏𝜏)𝑤𝑤(𝜏𝜏,𝑝𝑝)
𝜏𝜏

(5.1) 
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where 𝑐𝑐(𝑡𝑡, 𝑝𝑝) refers to the predicted EEG response at channel 𝑝𝑝 with the time index 𝑡𝑡, 

𝑙𝑙(𝑡𝑡 − 𝜏𝜏) refers to the speech envelope with the time index 𝑡𝑡 and the range of time lag 𝜏𝜏 in 

the convolution (corresponding to model order). Equation (5.1) represents the so-called 

‘forward model’ (TRF-model), unlike the backward TRF approach, this forward modelling 

approach imitate the causal stimulus and response physiology (hence the – sign in 

𝑙𝑙(𝑡𝑡 − 𝜏𝜏)). The forward TRF model is calculated using the regularised least squares 

method,  

𝑤𝑤 = (𝑆𝑆𝑇𝑇𝑆𝑆 + 𝜆𝜆𝜆𝜆)−1𝑆𝑆𝑇𝑇𝑐𝑐 (5.2) 

where 𝑆𝑆 is the stimulus envelope in lagged time series and 𝑐𝑐 is the EEG signal. The 

identity matrix (𝜆𝜆) was chosen for the regularisation instead of the 𝑀𝑀 matrix used in the 

backward TRF approach due to the incorrect baseline in the TRF-model when using the 𝑀𝑀 

matrix for regularisation which caused difficulty in identifying significant peaks in the 

model, this is demonstrated in Figure 5.1. The maximum absolute peak within the 0-350 

ms time lag in the TRF-model was the detection parameter for the forward TRF approach. 

This absolute peak detection method was also applied for cortical responses to /da/, in 

addition to the HT2, to assess whether the forward TRF modelling and coherent average 

(CA) is different in terms of detection sensitivity.    

 

Figure 5.1. Effect of regularisation matrix on the true (coloured) and bootstrapped (grey) 
TRF-model. (Left) Using the M matrix for regularisation caused incorrect model 
baseline at the early and late samples. (Middle) Using the identity matrix for 
regularisation resulted in true and bootstrapped TRF-model with correct baseline at 
zero. (Right) The TRF-modelling without regularisation resulted in waveforms where 
significant peaks in the true TRF-model are not clearly seen within the expected time 
lag.  
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5.2.7 Backward TRF 

The correlation coefficient between the actual and the reconstructed envelope stimulus or 

BACKWARD-CORR was the detection parameter for the backward TRF modelling of 

cortical responses to continuous speech. Detailed description of the backward TRF 

approach has been described in section 3.2. The reconstruction of stimulus envelope was 

calculated over the range of 0-300 ms lag, EEG lagging the stimulus. The identity matrix 

was applied for the regularisation. A leave-one-out cross validation (LOOCV) method was 

applied to find the optimal 𝜆𝜆 value over the range of 50 logarithmically spaced points 

between 0.01 to 105. Each speech pause condition contains the four segments of EEG and 

stimulus envelope, the optimal 𝜆𝜆 value gives the highest correlation coefficient after 

averaging from four iterations of LOOCV (all segments were allocated as testing set). 

5.2.8 Statistical analysis 

The bootstrapping technique was performed to determine if the detection parameters of 

cortical responses to speech (TRF-model and BACKWARD-CORR) and CAEP to /da/, is 

statistically significant compared to the parameters obtain from the misaligned response 

and stimulus null distribution. The null distribution was estimated by resampling random 

EEG segments (with replacement) while the stimulus feature remains the same, then 

calculate the mismatch version of the detection parameters following their described 

methods. The bootstrapping test was repeated 500 times for each detection parameters in 

each individual. The true TRF-model and CAEP to /da/, when responses and stimulus are 

correctly aligned, is considered statistically significant when the peak value exceeds the 

upper or lower α = 0.025 of the null distribution. The true BACKWARD-CORR is 

considered statistically significant when the correlation value exceeds the upper α = 0.05 of 

the null distribution. 

A cluster-based permutation test was implemented on the TRF-model between speech 

pauses condition in the delta and theta frequency band to investigate the effect of 

additional pauses in the continuous speech on the shape of the TRF-model at the group 

level. This method was chosen to handle with the problem of increased chance of reaching  

statistical significance with multiple comparisons, even though there is no actual 

significant result present, when large number of statistical comparisons must be performed 

on multiple time points in the TRF-model from multiple subjects (Maris and Oostenveld, 

2007; Weissbart, Kandylaki and Reichenbach, 2020; Reetzke, Gnanateja and 
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Chandrasekaran, 2021). The cluster-based permutation statistical analysis performs 

multiple comparison with corrections. With the use of this method, the critical alpha-level 

of 0.05 is controlled. 

5.3 Results 

5.3.1 Grand average and individual TRF-model 

 

Figure 5.2. The grand averaged TRF-model across 16 subjects in all speech pause conditions 
in the delta (left) and theta band (right). 

Figure 5.2 shows the grand averaged TRF-model across all subjects from each speech 

pause conditions within the time lag range of -100 to 500 ms in the delta and theta 

frequency band. Consistent with the findings in Chapter 4, the strength of cortical envelope 

entrainment progressively increases as the duration of pauses in speech increases. Visually 

inspecting, the grand averaged TRF-model in the theta band exhibit a negative-positive-

negative peaks or ‘N1-P2-N2’ complex similar to CAEP to /da/.  

The cluster-based permutation analysis indicated significant difference (t-cluster p-value < 

0.05) in the positive and negative peak amplitude between TRF-model from the natural 

speech and speech with long pauses condition in both the delta and theta band. In the delta 

band (Figure 5.3), significant differences between the TRF-model from natural speech and 

TRF-model from speech with long pauses occurs within the time lag ranges of 55-155 ms, 

230-290 ms, and 410 ms to 440 ms. In the theta band (Figure 5.4), significant differences 

between the TRF-model from natural speech and TRF-model from speech with long 

pauses occurs within the time lag ranges of 20-65 ms, 125-155 ms, 215-260 ms, and 350-
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380 ms. There were no significant differences in amplitude change between TRF-model 

from speech with short pauses compared to the TRF-model from other two speech pause 

conditions in both delta and theta band.  

 

Figure 5.3. Pair-wise comparison of amplitude change between the TRF-models from each 
speech pause condition in the delta band. (A) Natural speech and speech with short 
pauses TRF-models. (B) Natural speech and speech with long pauses TRF-models. (C) 
Short and long pauses TRF-models. The time intervals with significant differences in 
amplitude after correction between two TRF-models are indicated by the orange colour 
band, while the grey colour band indicates cluster p-values not significant after 
correction. 
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Figure 5.4. Pair-wise comparison of amplitude change between the TRF-models from each 
speech pause condition in the theta band. (A) Natural speech and speech with short 
pauses TRF-models. (B) Natural speech and speech with long pauses TRF-models. (C) 
Short and long pauses TRF-models. The time intervals with significant differences in 
amplitude after correction between two TRF-models are indicated by the orange colour 
band, while the grey colour band indicates cluster p-values not significant after 
correction. 

 



Chapter 5 

69 

 
Figure 5.5. Detection of maximum absolute peak with statistical significance in the TRF-

model in all speech pauses conditions in the delta band for each individual. Light 
grey plots show the bootstrapped TRF-models. 

 
Figure 5.6. Detection of maximum absolute peak with statistical significance in the TRF-

model in all speech pauses conditions in the theta band for each individual. Light 
grey plots show the bootstrapped TRF-models. 

Figure 5.5 and Figure 5.6 show the subject TRF from 16 subjects from all speech pauses 

condition within the time lag range of -100 to 500 ms overlaid on the one hundred 

permutated TRF of each individual (labelled by S and number) in the delta and theta band. 

The significant absolute peak in the TRF of each subject is marked with the star, triangle, 

and diamond symbol for TRF within the natural speech, speech with short pauses and 

speech with long pauses respectively. The number of significant TRF (in the following 

order: natural speech, speech with short pauses and speech with long pause) was 10, 12, 

and 15 in the delta band (Figure 5.5) and was 10, 9, and 12 in the theta band (Figure 5.6).  
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5.3.2 Grand average of CAEP to repeating /da/ 

 

Figure 5.7. The individual (grey) and grand average (red) of coherent averages of cortical 
responses to /da/ in the delta (left) and theta band (right). 

Figure 5.7 shows the individual and grand averaged of the coherent average waveforms 

within the 0 to 500 ms latency following the onset of stimulus from 15 subjects (1 subject 

was discarded because the EEG data was missing) in the delta and theta frequency band. 

HT2 analysis indicated that coherent average TVMs significantly different from zero for 

all subjects. The amplitude of P2 peak across individuals is greater in the theta band than in 

the delta band (Wilcoxon Signed Ranks Test, p < 0.001). However, the latency of the P2 

peak, is not statistically different (Wilcoxon Signed Ranks Test, p = 0.612) 
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5.3.3 Latency of P2 in TRF-model of cortical responses to continuous speech and 

CAEP to /da/ in the theta band 

Table 5.1. Mean and SD of P2 latency in TRF-model of cortical responses to continuous speech 

and CAEP to /da/ in the theta band 

Condition Mean latency (ms) Standard deviation (ms) 

TRF – Natural speech 207.93 61.24 

TRF – Short pauses 133.86 71.70 

TRF – Long pauses 175.13 53.27 

CAEP to /da/ 241.99 12.43 

Table 5.1 shows the mean and standard deviation of P2 latency in TRF-model of cortical 

responses to continuous speech and CAEP to /da/ in the theta band. P2 latency in TRF-

model was significantly different compared to CAEP (Wilcoxon Signed Ranks Test, 

p˂0.001), however, P2 was not consistently significant in every individual and the latency 

is considerably variable across individuals. Although examples are given for the P2 wave 

here, it should be noted that neither P2, P1 nor N2 were consistently detected in all 

subjects.  
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5.3.4 Comparison of detection method sensitivity 

 
Figure 5.8. Number of responses detected from the total of 15 subjects (subject 2 excluded) 

for the Hotelling’s T-squared (white), TRF-model (black), and BACKWARD-
CORR (grey) detection parameters in the delta and theta band. The number of 
detected cases from different detection parameters and speech pauses condition are 
shown on top of each bar. Stars denote condition where there is a significant difference 
in number of detected cases between the TRF-model and BACKWARD-CORR only 
(p≤0.05, McNemar test) between the TRF-model and BACKCORR for the natural 
speech condition in the delta band (p≤0.008) and the speech with short pauses in the 
theta band (p≤0.031). 

Figure 5.8 shows the number of responses detected from 15 individuals (subject 2 excluded 

due to missing of EEG in the /da/ condition) using the HT2 on CAEP to /da/ and using 

TRF-model and BACKWARD-CORR on cortical responses to continuous speech in the 

delta and theta band. The BACKWARD-CORR appears to outperform the TRF-model, 

showing consistently greater number of responses detected. However, the difference in 

number of detected cases was only statistically significant in the natural speech condition 

in the delta band (p≤0.031) and in the speech with short pauses condition in the theta band 

(p≤0.008), as denoted by the stars in Figure 5.8. 
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5.3.5 TRF against CA in detecting CAEP to /da/ 

Figure 5.9 and Figure 5.10 shows the detection of significant absolute peak in the TRF of 

cortical responses to /da/ (TRF-da) in the delta and theta band respectively. Figure 5.11 and 

Figure 5.12 shows the detection of significant absolute peaks in the coherent average of 

CAEP to /da/ (CA-da) in the delta and theta band respectively. For both detection methods, 

individuals with significant absolute peak in the TRF-da or CA-da is marked with a star. 

McNemar Test indicates no significant difference in number of detected responses between 

TRF-da and CA-da. Number of responses detected of TRF-da against CA-da (from total of 

15); 13 vs. 12 in the delta band and 14 vs. 14 in the theta band. 

 

Figure 5.9. Detection of maximum absolute peak with statistical significance in the TRF of 
CAEP to /da/ (TRF-da) in the delta band for each individual. Light grey plots show 
the bootstrapped cortical responses to /da/ TRF-models. 
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Figure 5.10. Detection of maximum absolute peak with statistical significance in the TRF of 
CAEP to /da/ (TRF-da) in the theta band for each individual. Light grey plots show 
the bootstrapped cortical responses to /da/ TRF-models. 

 
Figure 5.11. Detection of maximum absolute peak with statistical significance in the coherent 

averages of CAEP to /da/ (CA-da) in the delta band. Light grey plots show the 
bootstrapped coherent averaged of CAEP to /da/. 
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Figure 5.12. Detection of maximum absolute peak with statistical significance in the coherent 

averages of CAEP to /da/ (CA-da) in the theta band. Light grey plots show the 
bootstrapped coherent averaged of CAEP to /da/. 

5.3.6 TRF of responses to /da/ and CAEP  

Figure 5.13 and Figure 5.14 shows that the TRF-da shape appears to be similar to the CA-

da waveform, as measured through Pearsons’ correlation coefficient (approximately r=0.99 

for almost every individual except for subject 5). However, the TRF-da needs to be shifted 

(or CA-da shifted) by approximately 70 ms before measuring the correlation to obtain a 

strong correlation coefficient. The 70 ms time shifting was due to the 50 ms delay between 

stimulus trigger and actual /da/ sound. The remaining 20 ms difference is presumably due 

to the delay where the stimulus intensity reach it peaks during the vowel /a/. 
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Figure 5.13. Latency shift between the TRF-da and coherent average of CAEP to /da/ in the 
delta band. Plots in the left-hand column shows the introduced time lag of 
approximately 70 ms (A) and the misalignment between the TRF-da (C) and the 
coherent average (E) of CAEP to /da/. Plots in the right-hand column shows the 
corrected time lag (B) and the alignment between the TRF-da (D) and the coherent 
average (F) of CAEP to /da/. The TRF-da and CAEP from individuals are shown in 
grey plots, red plots are the averaged across the cohort. 

 

Figure 5.14. Latency shift between the TRF-da and coherent average of CAEP to /da/ in the 
theta band. Plots in the left-hand column shows the introduced time lag of 
approximately 70 ms (A) and the misalignment between the TRF-da (C) and the 
coherent average (E) of CAEP to /da/. Plots in the right-hand column shows the 
corrected time lag (B) and the alignment between the TRF-da (D) and the coherent 
average (F) of CAEP to /da/. The TRF-da and CAEP from individuals are shown in 
grey plots, red plots are the averaged across the cohort. 
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5.4 Discussion 

The primary aim of this study was to determine whether the BACKWARD-CORR or TRF-

model is more sensitive for detecting cortical responses to continuous speech. This study 

clearly showed that the BACKWARD-CORR was more sensitive as a detection method for 

cortical responses to continuous speech than the forward TRF model peaks. Moreover, the 

BACKWARD-CORR is more sensitive to the effect of pauses in the continuous speech 

than the TRF-model, where the significant change in cortical response is shown even when 

short pauses were added to the speech stream. So, the BACKWARD-CORR will be chosen 

for detection of cortical responses to continuous speech in the next study (chapter 6). It is 

worth noting that the number of detected cases for cortical responses to natural speech is 

similar to the CAEP to /da/ when using BACKWARD-CORR but the CAEP to /da/ 

measurement time is considerably shorter (~3.5 minutes against ~15 minutes). This suggest 

that cortical responses to simple repeating speech sound may contain clearer/stronger onset 

responses and hence are easier to be detected than cortical responses to natural speech. 

The secondary aim was to examine the characteristics of cortical responses to continuous 

speech and CAEP to /da/. The main finding is that although in the group level the TRF-

models showed significant increase in peaks amplitude when additional pauses were added 

to the continuous speech, individual TRF-models did not appear to show significant 

increase in peaks amplitude for all participants as in the grand averaged TRF-model. The 

coherent averages of CAEP to /da/ stimulus appears to exhibit more consistent morphology 

across individuals. This demonstrated that measurement of cortical responses to continuous 

speech appears to be more variable across individuals than CAEP to /da/, and interpretation 

of model might be misleading. 

Taken together, the results from the primary and secondary aim showed that the 

BACKWARD-CORR is more sensitive in detecting cortical entrainment to speech 

envelope than the TRF-model if the goal is only to detect a response. However, the choice 

for analysis method hugely depends on the experimental context. For assessment of speech 

comprehension, the TRF-model may be needed as a complement to indicate whether there 

is a significant difference in response characteristics between cortical responses to sound in 

different experimental conditions or group of subjects (Holdgraf et al., 2017; Van Canneyt, 

Wouters and Francart, 2021) . The BACKWARD-CORR may be more preferable for 

determining individual’s selective attention to a speaker of interest, also known as cocktail 

party problem (O'Sullivan et al., 2015; Etard et al., 2019).  
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5.4.1 TRF-model and BACKWARD-CORR to detect cortical responses to 

continuous speech 

Detection of cortical responses to continuous speech based on BACKWARD-CORR was 

better than significant peak in the TRF-model might be due to the advantage of controlling 

the covariance between stimulus feature and multichannel EEG rather than single channel. 

The backward TRF modelling may give more weights to the model over several time lag, 

due to the difference in response delay across EEG channels. Where these weights may not 

directly have physiological relevance, unlike the TRF-model where the model weight and 

time lag are physiologically related (Haufe et al., 2014). One possibility why TRF-model 

performed worse is that the EEG channel with the strongest cortical response vary across 

the individuals, it is not necessarily channel Cz. An alternative method is to construct the 

TRF-model for each EEG channel to find the channel with the greatest peak amplitude 

then apply the bootstrapping test to determine the significance of that TRF-model. Other 

studies suggested that the best channels for measuring cortical envelope entrainment are 

the 6-20 frontal-central channels neighbouring channels around Cz (Montoya-Martinez et 

al., 2021; Aljarboa, Bell and Simpson, 2022). The TRF-model may be improved for 

response measurement by including multidimensional stimulus features instead of a 

univariate broadband speech envelope. Di Liberto, O'Sullivan and Lalor (2015) and 

Drennan and Lalor (2019) shown that other representations in the continuous speech, for 

example, the time-aligned sequence of phonemes or phonetic features and the multivariate 

envelope representing different intensity level can improve the TRF modelling. 

5.4.2 TRF and CA on cortical responses to /da/ 

The TRF and CA waveform of CAEP to /da/ showed identical response morphology, this 

agrees with the result from Lalor et al. (2009) where they applied the two methods showed 

identical CAEP to repeating tones. This study further assessed the sensitivity of response 

detection for the two detection methods. It is found that the difference in number of 

detected cases was not statistically significant. This suggests that the stimulation methods 

(repeating short stimuli or continuous stimuli) and, as a result, the nature of the response 

makes much more difference to the detection of responses than the choice of detection 

method.  

It is possible that number of detected responses were lower with continuous speech using 

TRF-model because there were less/weaker onset responses compared to CAEP and 



Chapter 5 

79 

cortical response to speech with pauses. However, not many studies have investigated the 

exact contribution of onset, non-onset, off-set, or sustained segments in the continuous 

speech to the measurement of cortical envelope entrainment to be able establish a firm 

conclusion (Brodbeck, Presacco and Simon, 2018; Weissbart, Kandylaki and Reichenbach, 

2020).  

The assumption of linear relationship between the response and stimulus feature may be 

another reason that cortical envelope entrainment is modelled poorly through the TRF 

approach using either forward or backward direction. Some studies showed that non-linear 

modelling approaches, such as neural networks, can improve the modelling of cortical 

envelope entrainment especially for neural responses at higher frequency (≥16Hz) (Pasley 

et al., 2012; Yang et al., 2015). Non-linear models also outperform linear models in 

backward modelling applications, such as identifying the attended speaker (de Taillez, 

Kollmeier and Meyer, 2020) and predicting behavioural speech intelligibility using EEG 

responses (Accou et al., 2021). A non-linear forward model proposed by Keshishian et al. 

(2020) provides improved stimulus-response modelling performance against the 

conventional forward linear model and maintains interpretability of the model. However, 

the main drawback of non-linear modelling is the amount of data that is needed for model 

training, approximately 40 minutes of EEG responses (Thornton, Mandic and 

Reichenbach, 2022), which is considerably greater than for linear models. The amount of 

data required for model training may be reduced by removing less important parameters in 

the non-linear model (Accou et al., 2023). For invasive electrophysiological 

measurements, a linear model appears to be sufficient for modelling the response and 

stimulus due to the direct measure on the source of response resulting in a high SNR 

recording (Hamilton, Edwards and Chang, 2018; Oganian and Chang, 2019). 

In some case, the use of forward TRF and CA on CAEP leads to different experimental 

conclusion. For example, in a study by Reetzke, Gnanateja and Chandrasekaran (2021), the 

forward TRF on CAEP to tones was not sensitive to group difference in language 

proficiency but was significantly sensitive to attention task (attending to speech ignoring 

tones and vice versa), while CA showed significant effect in both conditions. They 

suggested that this is due to the regularisation in the forward TRF which affects the 

amplitude of the model weights to be lower than CA.  
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5.4.3 Interpreting TRF-model of cortical responses to continuous speech  

The grand averaged TRF-model of cortical responses to continuous speech showed overall 

increase in amplitude and decrease in latency for the dominant peaks when the duration of 

pauses is longer (as shown Figure 2). The individual TRF-model, however, showed 

considerably variable amplitude and latency in the dominant peaks especially in the natural 

speech condition, with many of them not being statistically significant. Other studies have 

not presented individual cortical TRF-models as it is done in this study, normally the grand 

averaged TRF-model is presented which is difficult to relate the current findings to other 

studies. Maddox and Lee (2018) presented individual TRF-models but for auditory 

brainstem responses (ABR). They demonstrated that the ABR to continuous speech can be 

measured through the TRF-model and the morphology of ABR to continuous speech is 

more variable compared to ABR to click sounds. 

Although the coherent average waveform and TRF-model shows similar morphology, 

CAEP and cortical response to continuous sound stimulus are suggested to be generated 

from different neural sources. An invasive electrophysiological study by Hamilton, 

Edwards and Chang (2018) has shown that there are distinct onset and sustained responses 

to continuous speech in the Superior Temporal Gyrus. Obviously, surface EEG 

measurements would not be as sensitive as invasive electrophysiological measures to 

clearly observe these two types of responses. Hence, the TRF-model is likely to represent 

limited components of the underlying neural responses (Lalor et al., 2009), and those 

responses may mostly be the onset response, as shown in the previous and current chapter. 

The choice of stimulation method also depends on the goal of the research. If the goal is 

only to detect a response, the /da/ stimulus is more effective for response generation and 

may be sufficient. The question then is whether cortical responses to /da/ represents speech 

perception (which is unknown at this point). For more advance electrophysiological studies 

involving language and comprehension, a more natural stimulus such as sentences, 

phrases, or narrative speech is probably needed over monosyllables or words. 

5.4.4 Current findings and considerations for speech in noise study 

Since the next study will involve measurement of cortical responses to sound stimuli with 

varying level of background noise, the findings in this chapter led to a consideration to 

choose the best method in measuring the responses. It is shown in this chapter that the 

BACKWARD-CORR was more efficient in detecting cortical responses to continuous 
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speech and more sensitive to the effect of additional pauses in speech than the TRF-model. 

Hence the BACKWARD-CORR will be selected as the main detection method in the next 

study, with the anticipation that the method will be more sensitive to detect cortical 

responses to continuous speech with background noise presented.  

The repeating /da/ stimulus will also be included in the next study since it was seen to be 

highly efficient in generating detectable responses. This suggests that CAEP to /da/ might 

also be an effective method to measure cortical responses to sound with background noise. 

If the SRT mainly depends on audibility, then the complexity of using a natural speech 

stimulus as opposed to a short speech sound may not be needed. 

A study by Muncke, Kuruvila and Hoppe (2022) conducted a study using parameters in the 

TRF-model as an objective measure to predict SRT in normal hearing adults. They showed 

that the TRF-model was sensitive to changes in cortical responses to continuous speech at 

SNR close to the speech reception threshold. The root mean square value in the TRF-

model could be used to predict SRT with prediction error less than ±2 dB in 16 out of 18 

participants. However, the TRF-model was not effective at the individual level for the 

dataset used in the current study. If the cortical response cannot be detected even in 

condition without background noise, the speech reception threshold might not be possible 

to predict or predicted poorly.  

There is a considerable inconsistency on how parameters from both forward and backward 

TRF modelling relate to behavioural speech intelligibility, although the relation between 

TRF parameters and some experimental conditions are better established, such as attention 

to target stimulus (O'Sullivan et al., 2015; Biesmans et al., 2017; Etard et al., 2019). A 

number of studies report that attention to a target stimulus increases the cortical 

entrainment to speech envelope but the stronger cortical envelope entrainment does not 

necessarily indicate better speech-in-noise performance (Song and Iverson, 2018; Zou et 

al., 2019).  

5.5 Conclusions 

This chapter explored whether the TRF-model is more sensitive than the BACKWARD-

CORR for detecting cortical responses to continuous speech. The number of detected 

responses was greater for the BACKWARD-CORR than the TRF-model in every speech 

pause condition both in the delta and theta band. Therefore, the BACKWARD-CORR will 
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be the main detection method with the anticipation that the method will be effective for 

measuring cortical responses to continuous speech with varying SNR. 

The TRF-model of cortical responses to continuous speech in the theta band showed 

similar P1-N1-P2 complex which also appears in the CAEP to /da/. Significant difference 

between P2 in the TRF-model and CAEP to /da/ was found, but due to the variability of 

peaks amplitude and latency in the TRF-model, it was decided that conclusion regarding 

the characteristics between responses to continuous speech and /da/ stimulus should not be 

made from this dataset as they might be misleading. 

For clinical applications, if the goal is to just detect responses, using BACKWARD-CORR 

is more effective than using TRF-model and it is sufficient as the interpretation of response 

model is not necessary. However, the interpretability of the TRF-model would provide 

more insights on how change in stimulus properties affects the encoding of sound by the 

auditory system, as reflected by amplitude and latency of peaks in the waveform. Using 

simple /da/ stimuli may be more efficient than using continuous speech for detecting 

auditability, but it is not yet clear how much the stimulus needs to be speech-like in order 

to predict speech intelligibility.  
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 Experiment 2: Predicting behavioural 

speech reception threshold using cortical responses to 

continuous sound  

6.1 Introduction 

It has been demonstrated that the strength of cortical responses is correlated with stimulus 

SNR, stimulus with lower SNR generates weaker responses, and speech-in-noise 

performance can be predicted using objective measures of cortical responses to either 

speech and non-speech stimuli (either presented as a continuous signal or repetition of 

discrete stimulus) (Du et al., 2011; Billings et al., 2013; Vanthornhout et al., 2018). 

However, it is not clear whether using cortical responses to continuous speech will be more 

beneficial (e.g., providing more accurate prediction of SRT) than using responses to other 

types of stimuli. The literature normally suggests continuous speech to be preferable to 

short repeating sound for studies relating cortical responses to sound and speech-in-noise 

performance, but this suggestion is based on logic that speech is more face valid in terms 

of a real-world stimuli rather than providing empirical evidence to support. Moreover, the 

prediction of speech-in-noise performance appears to be accurate at a group level but 

uncertain if this is also true at an individual level. 

In previous studies in this thesis, improvements have been made in terms of modifying 

speech stimuli and selecting parameters in order to best detect responses to speech. 

Building on the work of Vanthornhout et al. (2018), Lesenfants et al. (2019), and 

Verschueren, Vanthornhout and Francart (2020) who showed that the behavioural SRT can 

be predicted from the objective measures to cortical responses to continuous speech, the 

current study focussed on the question of how the complexity of the stimulus used links to 

prediction of speech intelligibility. Three stimuli were used varying in complexity, 

comprising of continuous speech (most complex), broadband noise which has the same 

envelope as the continuous speech but unintelligible, and finally repeating /da/ stimuli 

which are the simplest stimuli but have some properties of speech. It is expected that the 

current study would answer the question as to whether the measurement of cortical 

responses to speech or non-speech stimuli could be simply a measurement of audibility (in 

which case using either stimuli may not make a difference to the inference), or the 

measurement of speech intelligibility does depend on the type of stimuli used.  
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The aim of this study was to assess the applicability of using objective measures of cortical 

responses to sound to predict the behavioural speech reception threshold (SRT) for 

individuals with no requirement for participant’s attention on the stimuli. The reason for 

the focus on non-attended stimuli is for potential application to infants or children in the 

longer term, where alertness is easier to control, for example with a video, than attention to 

a stimulus. The applicability of using cortical responses to sound to predict SRT will be 

assess through 1.) the absolute prediction error between the SRT and threshold estimated 

from the objective measures or correlation threshold (CT) and 2.) number of cases where 

the SRT could not be predicted from CT. The findings from this study could help bridge 

the connection between the use of cortical responses to speech and non-speech stimuli to 

objectively predict behavioural speech-in-noise performance in individuals.  

If the use of cortical entrainment to continuous speech and modulated noise envelope 

showed no difference in SRT prediction performance, then the cortical entrainment to 

continuous sound envelope may simply be a representation of sound perception (similar to 

PTA). Therefore, it may not be the best feature to indicate speech intelligibility in a more 

diverse group of subjects such as those who do not understand a particular form of speech. 

Then the use of modulated noise could be considered advantageous over the use of 

continuous speech, as it is not language specific. The modulated noise could then be used 

with no requirement for language proficiency (applicable in children) and may be easier to 

ignore (less confounded by cognitive functions). The use of CAEP to /da/ would further 

emphasise this investigation to show if the objective measure to a much simpler form of 

speech will be sufficient to predict the SRT.  

6.2 Methods 

6.2.1 Participants 

Twenty native English speakers aged between 18 to 40 years old (an average of 23 years 

old) participated in this study (15 male and 7 female). All participants had self-reported 

normal hearing (hearing threshold below 25 dB HL for 250 Hz until 8 kHz) and no history 

of neurological disorder. The study was approved by the University of Southampton Ethics 

Committee (ethics reference number ERGO: 52472). All participants provided written 

informed consent prior to the experiment. 
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6.2.2 Behavioural experiment 

The British version of the Oldenburg Matrix Test was used to evaluate the participant’s 

behavioural speech-in-noise performance (Kollmeier et al., 2015). Each Sentence in the 

British Matrix test contains 5 words with the fixed structure of “Name – Verb – Numeral – 

Adjective – Object” (e.g., Peter got three large desks). Each position in the sentence has 10 

alternative words which are randomly selected to form a testing sentence. Five signal-to-

noise ratio levels for testing were -15, -10, -5, 0, and 20 dB (without background noise or 

in quiet). The Matrix sentences were presented at 65 dBA in quiet. A speech-shaped noise 

was used as background noise also presented at 65 dBA. The level of noise remains 

constant while the level of speech varies according to the SNR level.  

Each participant was presented with 20 sentences at each SNR. Scoring for each sentence 

was based on the number of correct words in percentage (word scores). The SRT was 

estimated by fitting the averaged percentage of correct words at each SNR with a sigmoid 

function in equation (6.1) (Vanthornhout, Decruy and Francart, 2019) .  

𝑆𝑆(𝑆𝑆𝑆𝑆𝑆𝑆) =
𝛾𝛾

1 + 𝑐𝑐−
𝑆𝑆𝑁𝑁𝑆𝑆−𝛼𝛼
𝑠𝑠50

 (6.1) 

where 𝑆𝑆 is the word scores as a function of SNR, 𝛾𝛾 is the maximum averaged score, 𝛼𝛼 is 

the midpoint of SNR, and 𝑙𝑙50 is the slope at 𝛼𝛼. 

6.2.3 Stimuli    

In this study, three types of sound stimulus were used, a continuous speech, speech 

envelope-modulated noise, and /da/ as the signal. The purpose of using a modulated noise 

that has a similar intensity envelope to the continuous speech is to create a stimulus as 

identical as possible to the continuous speech, e.g., similar temporal waveform and long-

term spectrum, but unintelligible. By having the same amount and duration of pauses in the 

speech and modulated noise, the strength of cortical envelope entrainment should not be 

biased towards any stimulus condition. As it remains unclear how speech with additional 

pauses inserted between words affects different aspects of speech perception (e.g., 

intelligibility and comprehensibility), the interpretation of results and comparison with 

findings from other studies that use natural continuous speech may be confounded. 

Therefore, speech with additional pauses was not employed in the current study. 
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The continuous speech stimulus was extracted from of part 1, chapter 2 and chapter 5 of 

‘The Children of Odin – by Pádraic Colum’ audiobook read by a female narrator (available 

to download for free on https://librivox.org/the-children-of-odin-by-padraic-colum/). The 

original audiobook file sampling rate was 22,050 Hz in an mp3 format (energy band 

limited to 0 – 12,000 Hz) and was converted to a wav file with a new sampling rate of 

44,100 Hz.  

A speech-shaped noise, the carrier signal, was created by generating a Gaussian white 

noise filtered by the long-term average spectral shape of all continuous speech stimulus 

used in this study, with the bandwidth of 0 – 12,000 Hz. The modulated noise was then 

generated by multiplying the speech-shaped noise with the amplitude envelope of the 

continuous speech, the modulating signal. The amplitude envelope of the continuous 

speech contains the series of amplitude values in the continuous speech stimulus, the 

amplitude envelope was smoothed by weighted averaging each amplitude sample over 

their speeling samples. All of these procedures were done using standard functions in Praat 

software (Boersma and Weenink, 2001). The speech-shaped noise was also used as the 

background noise. 

A monosyllable /da/ stimulus with a duration of 40 ms was used for the measurement of 

CAEP. The stimulus was presented to each participant 200 times, alternating between 

rarefaction and condensation polarisation (100 per polarity), with an inter-stimulus interval 

of 1.11 s. The total duration of 200 repeating /da/ was approximately 4 minutes. 

All stimuli were calibrated using Bruel and KjAERs Type 4230 sound level calibrator 

(Nærum, Denmark). Presentation of stimuli to the participants were controlled by a 

MATLAB script. Stimuli were presented through RME Fireface UC audio interface and 

Etymotic ER-2A inserted earphones (Etymotic Research, Inc., Illinois, USA).  

https://librivox.org/the-children-of-odin-by-padraic-colum/
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6.2.4 EEG experiment 

 

Figure 6.1. Overview of the EEG experimental setup for specifically for the continuous 
speech and modulated noise condition. Cortical responses in the quiet condition were 
used to train the backward TRF model. The trained model was then tested on cortical 
responses at 5 SNR conditions to obtain the BACKWARD-CORR. A sigmoid function 
was fitted to the 5 BACKWARD-CORR and the SRT was predicted at the steepest 
gradient of the fitted function (indicated by the dashed orange lines).  

EEG measurement was conducted after the behavioural test. EEG data were recorded using 

the BioSemi ActiveTwo 32-channel system (BioSemi, Amsterdam, Netherlands). The 

sampling rate was 2,048 Hz. An antialiasing filter applied during the recording; the EEG 

data bandwidth was 417 Hz.  

Prior to the experiment, participants were instructed to avoid listening to the speech signals 

and pay attention to a muted documentary with subtitles presented on a screen. The choice 

of a documentary over other genre was based on other studies suggesting that movies 

where lip reading is possible can significantly degrade the quality of response 

measurement and that the auditory processing is not significantly affected while reading 

subtitles (Navarra, 2003; O'Sullivan et al., 2016). No questions related to the speech story 

were asked after the stimulus presentation. No questions about the documentary were 

asked to encourage the participants to attend. The EEG experiment consist of three 

experimental conditions varying in terms of speech stimuli, continuous speech, modulated 

noise, and /da/. The 5 testing SNR levels here were the same as in the behavioural 

experiment. In this EEG experiment, the level of signal was fixed and instead the 

background noise varied according to the SNR.  
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An overview of the EEG experiment for the continuous speech and modulated noise 

conditions is shown in Figure 6.1. The /da/ condition was not included in the figure 

because it did not involve the TRF approach to obtain the objective measure. In the first 

part of the experiment, the continuous speech and modulated noise were presented only in 

quiet at 65 dBA with the duration of 15 minutes for each stimulus. The /da/ stimulus were 

presented at 65 dBA in quiet and other 4 SNR levels. The order of conditions was 

randomised and preassigned to the participants, so the number of participants starting with 

different stimulus conditions are as equal as possible (Dettori, 2010). The second part of 

the EEG experiment consisted of measurements of responses to continuous speech and 

modulated noise for 2 minutes with 4 repetitions at each of 5 SNR levels (8 minutes of 

EEG measurement at each SNR level; -15, -10, -5, 0, and 20 dB SNR). The type of 

stimulus and level of SNR were randomly presented to the participants. The total duration 

of the behavioural and EEG experiment together was 3 hours. 

6.2.5 Data analysis 

The EEG data from each participant in all stimulus conditions were referenced to channel 

T7 and T8, leaving 30 channels available to be analysed. They were then normalised to 

give a mean of zero and a standard deviation of 1. EEG data were band-pass filtered using 

a zero-phase (non-causal) FIR filter (filter length was 6.6 times the reciprocal of the 

shortest transition band) over the range of 1-4 Hz (delta frequency band) and 4-8 Hz (theta 

frequency band) and resampled at 128 Hz.    

The stimulus envelope of the continuous speech and modulated noise were obtained using 

the Hilbert transform applied on the original signal at the sampling rate of 44.1 kHz. The 

Hilbert transform signal was then band-pass filtered using the same filter settings as in the 

EEG over the range of 1-4 Hz and 4-8 Hz, matching the frequency bands used in the EEG, 

and resampled at 128 Hz. 

6.2.6 Temporal response function of responses to continuous speech and 

modulated noise 

This study utilised both the forward and the backward TRF approach for measuring the 

cortical envelope entrainment. The correlation coefficient between the actual and 

reconstructed envelope from the backward TRF (BACKCORR-CORR) was the objective 

measure for predicting the SRT using cortical responses to continuous speech and 

modulated noise. The forward TRF model weight (TRF-model) was only used to further 
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assess the characteristics of the cortical responses but no parameters from the TRF-model 

was used for predicting the SRT. A detailed explanation for the forward and the backward 

TRF approach is in section 3.2. This section will only describe the main TRF modelling 

parameters this study. 

For the backward TRF, the cortical responses to continuous speech and modulated noise in 

quiet were used as the training data set for the backward model. The backward model train 

on cortical responses in quiet condition was then used to train on the four 2 minutes 

responses measured at 5 SNR levels to obtain four BACKWARD-CORR at each SNR 

level. The lambda value (λ) for the regularisation was fixed at 355. No cross-validation 

was performed to adjust this model parameter, as it was usually done in previous chapters, 

for equality between measurements. The BACKWARD-CORR was calculated over the 

range of 0-300 ms time lag. The prediction of SRT was done by using the same sigmoid 

function (see equation 1) that was used for the behavioural SRT estimation to fit the 

BACKWARD-CORR over the 5 SNR levels. The sigmoid function was fitted to the 5 

BACKWARD-CORR values using the nonlinear trust region reflective algorithm. Bound 

constraint for α (the midpoint of predicted SNR) was between -100 and 100. Henceforth, 

the predicted SRT from the backward TRF approach will be refer to as the correlation 

threshold (CT).  

The TRF-model was applied on cortical responses in the quiet conditions only to explore 

the characteristics of responses to stimuli with identical amplitude envelope. The λ for the 

regularisation was fixed at 355, same value used in Chapter 5. The TRF-model was 

calculated over the time lag range of -100 to 500 ms. 

6.2.7 CAEP to /da/ 

The CAEP to /da/ at each SNR level was obtained through the coherent averaging method. 

The objective parameter for predicting the SRT from CAEP to /da/ was the amplitude of 

P2 peak, a positive peak occurring within the 150 to 250 ms latency range. The P2 peak 

was selected as it was the most prominent peak, largest in amplitude, in the previous study 

(chapter 5) and it is found to be strongly correlated with the SNR. The amplitude of P2 

peak at each SNR was fitted with the sigmoid function as in equation (6.1) to obtain the 

predicted SRT. 
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6.2.8 Statistical analysis 

For the forward and backward TRF analysis on cortical responses to continuous and 

modulated noise, the significance level at α = 0.05 for TRF-model and BACKWARD-

CORR was estimated using the bootstrapping method, modelling misaligned response and 

stimulus envelope only from the quiet condition (same as in chapter 4 and 5). Friedman 

tests were used to explore the difference in BACKWARD-CORR across the SNR levels 

for the continuous speech and modulated noise stimulus condition. Post hoc pairwise 

comparisons were performed using Wilcoxon singed rank tests. 

6.3 Results 

6.3.1 Behavioural SRT 

 

Figure 6.2. Boxplots of percentage of correct words from all participants obtained from the 
Matrix test as a function of SNR levels fitted with a sigmoid function (blue solid 
line) through the median values at each SNR. The orange dashed line indicates the 
estimated SRT at the steepest gradient of the sigmoid function.  

The mean behavioural SRT across 20 participants was -10.8 dB with a standard deviation 

of 1.1 dB, The SRT ranged from a minimum of -12.3 dB to a maximum of -9.3 dB. Figure 

6.2 shows the percentage of correct words from all participants as a function of SNR 

levels. The sigmoid function was fitted to the median of the percentage of corrected words 

at each SNR to estimate the group level SRT, which is -10.9 dB SNR almost identical to 

the SRT averaged across individuals. The orange dashed lines indicates the estimated SRT 

from the maximum value of the derivative of sigmoid function (steepest gradient). 
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6.3.2 Group and individual level decoder correlation as a function of SNR 

 
Figure 6.3. Boxplots of the backward TRF correlation coefficients from all subjects in the speech and 

modulated noise condition in delta (A and C) and theta (B and D) frequency band as a 
function of SNR levels fitted with a sigmoid function (blue solid line) through the median 
values at each SNR. The orange dashed line indicates the estimated CT at the steepest 
gradient of the sigmoid function. 

Figure 6.3 shows the boxplot of BACKWARD-CORR obtained from all the participants in 

the speech and modulated noise condition in the delta and theta frequency bands as a 

function of SNR levels fitted with a sigmoid function (blue solid line) through the median 

value of each box. Overall, the median of BACKWARD-CORR increases with SNR for 

both stimulus conditions and both EEG frequency bands. Friedman test showed significant 

difference in correlation coefficient across 5 levels of SNR (p≤0.001) in all stimulus 

conditions and EEG frequency bands.  
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6.3.3 Significant differences in BACKWARD-CORR between cortical responses 

to continuous speech and modulated noise at each SNR level 

Table 6.1. Statistical significance in BACKWARD-CORR difference between cortical responses to 
continuous speech and modulated noise at each SNR level. Each cell contains a p-value 
from the Wilcoxon signed rank test and an indication of stimulus condition with greater 
BACKWARD-CORR mean in the parenthesis, S for continuous speech and N for 
modulated noise. 

 
Significance of difference between BACKWARD-CORR in 

continuous speech and modulated noise condition:  
p – value (condition with greater BACKWARD-CORR mean) 

SNR level (dB) Delta band Theta band 

20 0.252 0.599 

0 0.151 0.008 (N) 

-5 0.715 0.004 (N) 

-10 0.978 0.026 

-15 0.762 0.720 

From Table 6.1, Wilcoxon sign rank test shows significant difference in correlation 

coefficient between the speech and modulated noise condition at 0 (p ≤ 0.008) and 5 dB 

SNR (p ≤ 0.004) only in the theta band, where the averaged BACKWARD-CORR from 

cortical responses to modulated noise is greater than from cortical responses to continuous 

speech.  
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6.3.4 Predicting SRT using cortical responses to continuous speech and 

modulated noise 

 

Figure 6.4. Correlation threshold (CT) from 20 participants estimated from the 
BACKWARD-CORR using cortical responses to continuous speech (top array) 
and modulated noise (bottom array) in the delta band. Green X points are the 
averaged BACKWARD-CORR as a function of SNR level. The blue solid line is the 
sigmoid function fitted to the BACKWARD-CORR. The orange dashed line indicates 
the CT at the steepest gradient of the sigmoid function. The grey shaded area is the 
BACKWARD-CORR critical band estimated from cortical responses in quiet condition 
only. 
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Figure 6.5. Correlation threshold (CT) from 20 participants estimated from the 
BACKWARD-CORR using cortical responses to continuous speech (top array) 
and modulated noise (bottom array) in the theta band. Green X points are the 
averaged BACKWARD-CORR as a function of SNR level. The blue solid line is the 
sigmoid function fitted to the BACKWARD-CORR. The orange dashed line indicates 
the CT at the steepest gradient of the sigmoid function. The grey shaded area is the 
BACKWARD-CORR critical band estimated from cortical responses in quiet condition 
only. 

Figure 6.4 and Figure 6.5 shows individuals’ prediction of SRT using cortical responses to 

continuous speech and modulated noise in the delta band and theta band respectively. 

Generally, CT tends to give an overestimation of the SRT of individuals, greater number in 

dB suggesting worse speech-in-noise performance than indicated from behavioural SRT. 

However, the CT varies considerably across individuals. 
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6.3.5 Absolute prediction error and number of individuals that were unable to 

use correlation threshold (CT) to predict SRT 

 

Figure 6.6. Absolute difference between the behavioural speech reception threshold (SRT) 
and the correlation threshold (CT) obtained from EEG response in the delta [δ] 
and theta [θ] band, in the top row and bottom row, respectively. Circles and 
diamonds represent the paired SRT and CT for each participant. Dark green, green, and 
light green circles indicate an absolute difference within 1, 2, and 7 dB, respectively. 
Diamonds indicate an absolute difference greater than 7dB. The box labelled |CT-SRT| 
in each plot indicates the proportion of participants who had an absolute difference 
within 7 dB and the proportion of participants who had an absolute difference greater 
than 7 dB. The dark solid line represents zero absolute difference between SRT and CT. 

Figure 6.6 the points representing the absolute differences between SRT and CT, within 

ranges of 1, 2, and 7 dB, across the three stimulus conditions in the delta and theta bands. 

Additionally, Figure 6.6 shows the points representing absolute differences greater than 7 
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dB between SRT and CT for each participant. Maximum CT was limited to 20 dB for the 

purpose of visualisation, to ensure that data from 20 participants are displayed together. 

In the delta band, the difference in number of participants with absolute SRT error within 7 

dB between the continuous speech and modulated noise conditions (p=0. 623, McNemar 

test). The same comparison was also not statistically significant between continuous 

speech and /da/ and modulated noise and /da/ condition was not statistically significant 

(p≤0.344 and p≤ 0.363 respectively, McNemar test). The continuous speech condition 

showed identical prediction of SRT in the modulated noise and slightly better than /da/ 

condition. However, only up to 12 participants could obtain an objective prediction of SRT 

within 7 dB range of the behavioural result. The /da/ condition performed worst in the delta 

band, absolute SRT prediction error within 7 dB for 10 participants.  

In the theta band, the difference in number of participants with absolute SRT error within 7 

dB between the continuous speech and modulated noise, and continuous speech and /da/ 

conditions was statistically significant (p≤0.019 and p≤ 0.008 respectively, McNemar test). 

The same comparison was not statistically significant between the modulated noise and 

/da/ conditions (p=0.5, McNemar test). The modulated noise and the /da/ condition showed 

better prediction of SRT than in the continuous speech condition, where SRT could be 

predicted within 7 dB range for 13-14 participants. The continuous speech condition could 

predict SRT within 7 dB range for only 5 participants. 

The number of non-applicable SRT prediction (NA), considered when absolute difference 

between SRT and CT is greater than 7 dB, was lowest in the modulated noise condition in 

the theta band (30% from the total number of participants) and highest in the continuous 

speech condition in the delta band (75%).   
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6.3.6 CAEP to /da/ P2 peak amplitude as a function of SNR 

 

Figure 6.7. Amplitude of P2 peak from the CAEP to /da/ from all participants as a function of 
SNR level (dB) in the delta (left) and theta band (right). The median P2 amplitudes 
across SNR levels are fitted with the sigmoid function (blue solid line). The predicted 
group level SRT is indicate by the orange dashed lines (steepest gradient).  

Figure 6.7 shows the amplitude of the P2 peak from the CAEP to /da/ at different SNR 

level in the delta and theta bands. Friedman test showed significant difference in 

correlation coefficient across 5 levels of SNR (p≤0.004 and p<0.001 for the delta and theta 

band respectively). 
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6.3.7 Group averaged TRF-model of cortical response to speech and modulated 

noise in quiet 

 

Figure 6.8. The group grand averaged TRF-models from each of the 30 EEG channels in the 
continuous speech and modulated noise conditions in the delta (A and C) and theta 
(B and D) frequency band in quiet condition. The red shaped area is the significant 
threshold estimated through the bootstrapping test. 

Figure 6.8 shows TRF-models from each of the 30 EEG channels in the continuous speech 

and modulated noise conditions in quiet. Each TRF-model was averaged across 20 

participants. The shaded area indicates the group averaged, across EEG channels and 

individuals, TRF-model threshold band obtain from the bootstrapping test where samples 

in the TRF-model are considered not statistically significant. In the theta band (Figure 6 B 

and D), a notable difference in peak amplitude between the TRF-models in the continuous 

speech and modulated noise was at approximately 190 ms.  
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6.3.8 CAEP to /da/ 

 

Figure 6.9. The CAEP to /da/ averaged across 20 participants at each SNR level in the delta 
(left) and theta (right) band. 

Figure 6.9 shows the grand average CAEP to /da/ at each SNR level in the delta and theta 

band. CAEP to /da/ showed decrease in amplitude with decreasing SNR. The trend in 

decreasing in dominant peaks amplitude is more consistent in the theta band than in the 

delta band.   
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6.3.9 Correlation between behavioural intelligibility scores and objective 

measures  

 

Figure 6.10. Spearman correlation between the percentage of words correct from the behavioural 
Matrix test and the objective measure of cortical responses to each type of stimuli in the 
delta and theta band. Blue points represent the paired objective measure and the percentage of 
words correct from each individual at each SNR. The objective measures show statistically 
significant correlation with the percentage word correct (p ≤ 0.001, Wilcoxon sign ranked test), 
except for the /da/ condition in the delta band. 

Figure 6.10 shows the correlation between the percentage word correct from the 

behavioural Matrix test and the objective measure of cortical responses to each type of 

stimuli in the delta and theta band. Generally, the objective measures show statistically 

significant correlation with the percentage word correct (p < 0.001), except for the /da/ 

condition in the delta band.  Across the group there is a trend for the objective response 

parameters to increase as intelligibility increases. Given that the behavioural SRT only 

range from -12.3 to -9.3 dB, as expected, the correlation between the SRT obtain from the 

behavioural Matrix test and the CT from the objective measures of cortical responses in the 

delta and theta band were not statistically significant. 

6.4 Discussions 

This study investigated the use of cortical responses to continuous speech, modulated 

noise, and repeating /da/ stimulus to predict the SRT in normal hearing participants without 

paying attention to the stimuli. Overall, all objective measure showed statistically 

significant correlation with the intelligibility of speech (word recognition scores). Both 

objective measures in the speech and modulated noise condition can provide an estimate of 
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SRT on the group level even in the absence of attention. However, the prediction of SRT 

may be challenging in individuals. The method of fitting a sigmoid function to the 

individual objective data does not work very well and did not consistently provide 

acceptable predicted SRT in all individuals, so it is unlikely to be sufficient for clinical 

application.  

Although, the BACKWARD-CORR showed significant correlation with the percentage 

word correct on the group level, errors in objective SRT predictions compared to 

behavioural SRTs was generally high. For some subjects, it was hard to fit sigmoid curves 

to objective data in order to predict SRTs, probably due to the variability of measurements 

as a result of noise. In some subjects, the BACKWARD-CORRs were not significant at 

many SNR levels, thus no monotonic relationship between the correlation and the SNR is 

present for the sigmoid function to fit. This is shown in Figure 6.4 and Figure 6.5, where 

many of the BACKWARD-CORR were not statistically significant compared to 

bootstrapped BACKWARD-CORR. The BACKWARD-CORR was also considerably 

variable within SNR level on the group level, leading to low precision of SRT prediction 

across subjects. The best performing objective methods to predict the behavioural SRTs of 

individuals were modulated noise and /da/ responses in the theta band. However, even in 

the best stimulus conditions, errors in SRT predictions of greater than ±7 dB (defined as 

CT not applicable in the current study) were seen in 30% of the participants. This suggest 

that the measurement is not reliable for use in individuals.  

A study by Lesenfants et al. (2019) reported only 37% and 11% of the participant that 

showed SRT prediction error greater than ±3.5 dB (defined as CT not applicable in their 

study) for cortical entrainment of speech envelope in the delta and theta band respectively. 

Note that the number portion of participants with CT not applicable in Lesenfants et al. 

(2019) is lower within a narrower range than in the current study. The cause of this 

difference might be due to the difference in the backward TRF approach. Lesenfants et al. 

(2019) applied a generic backward TRF model (model averaged from all other 

participant’s model) to each participant with the purpose to obtain the BACKWARD-

CORR using minimum amount of EEG data, whereas the current study applied subject-

specific backward TRF. The BACKWARD-CORR obtained through the generic model 

might be less variable than the ones from the subject-specific model (Jessen et al., 2019). 

However, in some cases, the generic model may underperform the subject-specific model 

if the cortical responses across the cohort does not meet the homogeneity assumption (Di 

Liberto and Lalor, 2017). The selection of optimal EEG electrodes which generate 
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significantly high BACKWARD-CORR were also made in Lesenfants et al. (2019). The 

removal of EEG electrodes contributing less to the stimulus reconstruction approach can 

significantly increase the BACKWARD-CORR (Montoya-Martinez et al., 2021). Another 

factor which may cause the SRT prediction in this study to be worse than other studies is 

the participant’s attention to the stimulus. Vanthornhout, Decruy and Francart (2019) 

showed that SRT can be predicted using cortical responses to sound in both conditions 

with and without attention to the stimulus. However, the strength of cortical envelope 

entrainment is generally stronger in attention condition, thus SRT prediction in the current 

study might suffer from the low SNR in the EEG due to the lack of attention to the 

stimulus.    

In the condition using continuous speech, it is possible that participants constantly 

switching their attention between watching the documentary and listening to the story. 

Although, the instruction was given for the participants to not pay attention to the story, it 

cannot be guaranteed that they followed the instruction throughout the whole session. 

Possibly, this might be one reason that the TRF-models from the continuous speech 

condition showed significantly lower amplitude compared to the TRF-models from the 

modulated noise condition (see Figure 6.8 B and D). Another possibility is the order of 

conditions in which the participants undergo. Generally assumed that participants would 

mostly be alert and capable of maintaining attention to the documentary without being 

distract by the stimulus in the first condition they undergo. The TRF-model from the first 

stimulus condition is likely to have higher SNR than the cortical responses from following 

stimulus conditions. However, the order of condition for each participant were pre-

allocated (not randomly allocated), so that the number of participants starting the 

experiment with the speech condition will be similar to number of participants starting 

with different condition. Therefore, the bias towards obtaining better cortical responses 

from any condition should be negligible. 

The experimental design and task involved could possibly be a factor affecting the SRT 

prediction accuracy. In the current study, the behavioural Matrix test measures how well 

the listener can discriminate/identify the sound in background noise not just verifying 

detection of sound, whereas the EEG experiment did not include such a task. The two 

experiments clearly involve speech perception at different processing stage. This might be 

a limitation for using measurements from a non-attending experiment to predict 

measurement from a more complex experiment as the attention and language skill were not 

taken into account. However, when considering from a clinical diagnosis point of view, 
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measurement with less or no confounding might be desirable (Cacace and McFarland, 

2013). For example, when attention and encoding of sound by the auditory system both 

correlates with the cortical envelope entrainment, it may be challenging to identify whether 

difficulty in speech comprehension is from auditory processing in the brain or the auditory 

pathway. This study showed that experiment involving non meaningful stimuli might be 

better for the investigation of deficits in the auditory pathway because experiments 

involving speech, whether meaningful or not, are more susceptible to the effects of 

attention. Attention is indeed an important cognitive function for listening to speech-in-

noise, but the measurement of attention is beneficial for diagnosis when the type of 

attention deficit is clearly categorised (Jafari, Malayeri and Rostami, 2015; Stavrinos et al., 

2018). The cortical envelope entrainment, however, suffers from the confounding auditory 

sensory and several cognitive factors (Nejime and Moore, 1998; Zou et al., 2019; Reetzke, 

Gnanateja and Chandrasekaran, 2021). 

For a clinical application, /da/ responses might have most application as they are faster to 

measure than responses to continuous speech or modulated noise and give similar 

performance in terms of prediction of SRT to modulated noise but considerably better 

prediction than using continuous speech. However, even for /da/ responses, the errors seen 

in the prediction of SRT for individual subjects are probably too large for clinical 

application (with the approaches used in the current study).  

6.5 Conclusion 

This study showed that it is possible to predict SRT using cortical responses to continuous 

speech, modulated noise and /da/ when participants are not required to pay attention to the 

stimuli. Particularly in the theta band, modulated noise and /da/ responses provided more 

accurate SRT prediction than using cortical responses to continuous speech. The method 

used in this study, however, does not seem to be applicable in clinics due to the 

inconsistent prediction and large prediction error in individuals. Given that the SRT can be 

predicted from cortical responses to modulated noise, the cortical envelope entrainment 

may not be a measurement which specifically reflects speech intelligibility in the human 

brain. For normal hearing people, the SRT appears to be mostly related to measurements of 

audibility or hearing threshold (PTA, CAEP, etc.). 
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 Discussion and conclusion 

The aim of this thesis was to assess the applicability of using cortical responses to speech-

based stimuli as an objective measure to predict individual’s behavioural speech 

intelligibility in normal hearing adults, potentially for clinical use. For this, a number of 

questions regarding the detection of response and functional role of the cortical envelope 

entrainment need to be addressed. This thesis addressed some questions, which are:  

1. Concerning the issue of low SNR in AERs introduced in section 3.1, can the detection of 

cortical responses to natural speech be improved by adding pauses between words in the 

speech stream without affecting the meaning of speech? (In chapter 4) 

2. Between the forward and backward TRF, which approach is more sensitive for detecting 

cortical responses to natural speech and how effective they are in terms of response 

detection compared to detection of CAEP to /da/? (In chapter 5) 

3. Do cortical responses to natural speech provide more accurate prediction of SRT than 

cortical responses to modulated noise or /da/? (In chapter 6) 

As a summary, the findings are that the detection of cortical responses to natural speech 

was improved by inserting pauses to the speech stream and response detection was more 

sensitive trough the backward TRF approach, however, CAEP to /da/ appears to be easier 

and faster (less test time) to detect than cortical responses to natural speech with and 

without additional pauses. Although the best choices for detecting cortical responses to 

speech-based stimulus were utilised, cortical responses to natural speech as well as to 

modulated noise and /da/ provides high SRT prediction error in individuals. These findings 

suggest that the method of using cortical responses to sound to predict SRT in individuals 

is unlikely to be applicable for clinical use due to low SNR and variability in responses 

measurement that may cause high prediction error. More importantly, the cortical envelope 

entrainment may not specifically represent speech intelligibility in normal hearing adults, 

as it can be driven by both stimulus properties and attention to the target sound. 

Discussion made in chapter 4, 5, and 6, are more related to each specific study. This 

chapter will discuss the findings from the three studies altogether, mainly concerning the 

detection of cortical responses to speech using different type of stimulus and the 

relationship between cortical responses and speech intelligibility. This chapter then 

concludes with some suggestions for future study. 
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7.1 Effectiveness of speech and non-speech stimulus in generating 
cortical responses 

Two studies were carried out to improve the detection of cortical responses to continuous 

speech by 1.) adding pauses between words in the continuous speech stimulus (chapter 4) 

and 2.) compare the sensitivity of response detection between the forward and backward 

TRF (chapter 5). These studies were aimed to explore the best way to measure the cortical 

envelope entrainment using the TRF approach, so that the speech SRT could be predicted 

more efficiently. In chapter 4, additional pauses inserted to the continuous speech stimulus 

generates stronger onset responses in the EEG. This stimulus modification led to a greater 

number of responses detected. This finding also raised a question of whether the cortical 

envelope entrainment is reflecting the acoustic processing or comprehension of speech. In 

chapter 5, the number of detected responses to continuous speech were greater via the 

backward TRF compared to the forward TRF. The number of detected cortical responses to 

continuous speech is similar to CAEP to /da/ but requires longer measurement time. If the 

goal is to detect access to speech-like sounds and not examining speech comprehension, 

CAEP to /da/ might be a better option, since the response is greater in SNR and require 

shorter measurement time.  

As it is shown throughout in this thesis, cortical responses to natural speech are generally 

weaker and lower in number of detected responses than cortical responses to all other type 

of stimuli that has been used throughout this thesis (continuous speech with additional 

pauses inserted between words, broadband noise modulated by the natural speech intensity 

envelope, repeating monosyllable /da/). This shows that natural speech was not the best 

stimulus to use as a tool for assessing whether a person has access to speech-like sounds. 

Findings in chapter 5 suggested that this may be due to the difference in response 

characteristics rather than the choice of response detection method. Cortical responses to 

natural speech contain less onset responses, only where pauses occur between phrases or 

sentences, compared to cortical responses to continuous speech with additional pauses and 

repeating /da/. The forward TRF-model of cortical responses to /da/ showed response 

morphology very similar to the CA waveform. The number of detected /da/ responses via 

bootstrapping to find statistically significant peaks is also similar between the forward 

TRF-model and CA. Cortical responses to onsets may exhibit stronger linear properties 

than non-onset responses and better modelled by the TRF approach, thus number of 

response detected were greater when using continuous speech with pauses and /da/ than 

using natural speech.  
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7.2 Relation between cortical envelope entrainment and behavioural 
speech intelligibility 

In chapter 2 and 3, a challenge of which stage in the process of speech comprehension (1. 

detection, 2. discrimination, 3. identification, and 4. comprehension) is being measured or 

quantify through behavioural test or cortical responses to sound has been highlighted. With 

the choice of stimuli and the non-attention condition, the studies in this thesis may only 

involve the detection stage due to the following reasons. By using /da/ and modulated 

noise stimulus, it is clear that the stage of comprehension cannot be examined, as the 

stimuli are not meaningful. For the use of natural speech stimulus, although it is 

comprehensible, the participants were only passively listening to the stimulus. It remains as 

a challenge to determine whether the stage of discrimination between different sounds can 

be measured through the cortical envelope entrainment.  

The relation between cortical envelope entrainment and speech intelligibility has been 

extensively studied. Vanthornhout et al. (2018) was the first to establish a framework of 

using cortical envelope entrainment to predict the behavioural SRT. Lesenfants et al. 

(2019) then expanded this framework further by using cortical responses to stimulus 

envelope and other features in the natural speech stimulus such as spectrogram, phonemes, 

phonetic features and combination of spectrogram and phonetic features to predict SRT. 

Vanthornhout, Decruy and Francart (2019) showed that SRT can be predicted from the 

cortical envelope entrainment either with or without the participant’s attention to the 

stimulus. In their study, the SRT prediction error at group level from both attention and 

non-attention conditions were within ±2 dB, which is similar to the results in chapter 6. 

However, they did not show how well the SRT prediction is in individuals. The study in 

chapter 6 built on these previous studies aimed to investigate whether the cortical envelope 

entrainment specifically reflects individual’s speech intelligibility or merely a 

measurement affect by the stimulus SNR. This thesis showed that the cortical envelope 

entrainment may not specifically represent human speech comprehension and prone to 

confounding stimulus property and attention. This was achieved by using cortical 

responses to three stimuli ranging from a simpler repeating monosyllable to a more 

complex modulated noise and finally natural speech to be used as an objective measure for 

predicting behavioural speech-in-noise performance without the need of participant’s 

attention to the stimuli.  

The functional role of cortical envelope entrainment is often suggested to be a combination 

between auditory processing of acoustic cues and cognitive abilities to combine the 
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acoustic information to comprehend speech (Ding and Simon, 2014). The interaction 

between these two processes may cause complexity in interpreting the relationship 

between cortical envelope entrainment and speech intelligibility. The two measures are 

expected to be positively correlated if it is assumed that they are directly related to each 

other. However, studies by Song and Iverson (2018); Zou et al. (2019); Reetzke, Gnanateja 

and Chandrasekaran (2021) conducted a study involving native and non-native English 

speakers to investigate how the participant’s attention towards a story narrated in English 

affects the cortical envelope entrainment. The native English speaking group had 

significantly higher scores in English proficiency test. Their study showed that non-native 

English speaker exhibit stronger cortical envelope entrainment than native English 

speakers. These studies demonstrated that attention may have more influence on the 

cortical envelope entrainment than the auditory processing. The study in chapter 6 

minimised the involvement of attention by instructing participants to watch a documentary 

with closed captions and ignore the stimulus, and that the measured cortical envelope 

entrainment may mostly be driven by the acoustic processing. The results point out the 

importance of minimising interaction between the two processes when drawing conclusion 

from the EEG and behavioural measurement to prevent possible misconceptions. The 

cortical envelope entrainment may still be useful for the assessment of hearing sensitivity 

similar to PTA, if the cognitive abilities do not confound. Further research building upon 

the framework of using cortical responses to natural speech to predict SRT should include 

analysis on other stimulus feature, for example phonemes and phonetic features 

(Lesenfants et al., 2019), in addition to the stimulus envelope to assess on the auditory 

processing specific to speech not simply any sound. 

The cortical envelope entrainment in the delta band was also suggested to be closely 

related to speech comprehension (Etard et al., 2019) and that SRT was predicted more 

accurately than in the theta band (Vanthornhout et al., 2018). The cortical envelope 

entrainment in the theta band was suggested to be more related to clarity of the speech 

material, can be defined as a level (in percentage) of speech sound in background noise 

that a native speaker can understand (Etard et al., 2019), than in the delta band. In this 

thesis, the cortical responses to speech and non-speech stimulus in the delta frequency 

band generate stronger response than in the theta band, as indicated by the correlation 

coefficient between the actual and the estimated stimulus envelope. This agrees with 

previous studies reporting stronger responses to continuous speech in the delta band 

including better SRT prediction than in the theta band (Vanthornhout et al., 2018; 
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Lesenfants et al., 2019). However, the results from individuals do not fully support 

suggestions made by other studies because the cortical responses to both natural speech 

and modulated noise in the delta band can be used to predict SRT. This may be due to the 

exclusion of attention task in chapter 6, so the cortical envelope entrainment only reflects 

the acoustic processing for responses to both natural speech and modulated noise. Results 

in chapter 6 also do not fully support the suggestion of cortical envelope entrainment in the 

theta band being related to clarity of perceived speech. In the theta band, both cortical 

envelope entrainment in both natural speech and modulated noise condition showed a trend 

of decreasing entrainment strength with lower stimulus SNR. So, it is clearly not 

specifically an indication of clarity of perceived speech. Overall, this thesis would suggest 

that, when cognitive abilities are not greatly involved, the cortical envelope entrainment 

might mostly be related to the SNR of stimulus (stimulus intensity against stationary 

speech-shaped noise) in both the delta and theta band. 

A further way in which the relationship between speech processing and the EEG could be 

explored is to consider the spatial location in the brain, where the EEG signal may be 

originating. This can be achieved most easily through invasive measurements. For non-

invasive EEG, one of the alternative methods is through the source mapping cortical 

responses to determine whether speech is processed distinctively from other sounds in 

certain brain regions, which was not done in this thesis. Studies using invasive EEG 

reported that the superior temporal gyrus and the posterior inferior frontal gyrus (Broca’s 

regions) were found to be more responses to natural speech (Kubanek et al., 2013; 

Hamilton, Edwards and Chang, 2018). Speech might indeed be processed differently from 

other sounds, but the encoded speech features might not be reliably extract from non-

invasive EEG due to low SNR compared to invasive EEG. This type of study is very 

limited as it is normally done in people who have epilepsy. If further study is possible, it 

may be interesting to see whether auditory system of native and non-native speakers 

encode certain language differently or not. Then it may be further explored whether 

processing of speech sound will be different at the auditory or cognitive processing stage 

for the two group of subjects. 

One factor that may be considered as a challenge when examining the correlation between 

cortical envelope entrainment and speech intelligibility in normal hearing participants only 

is the narrow range of behavioural SRT. This was a problem found in chapter 6, where 

there is no significant correlation between the behavioural SRT, less variable (within 3 dB 

range), and predicted SRT using cortical responses, highly variable (range greater than 10 
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dB). This contradicts with the results from Vanthornhout et al. (2018). Note that the range 

of behavioural SRT in chapter 6 (-12.3 to -9.3 dB) is narrower and the mean SRT (-10.8 

dB) is lower than other similar studies, -9.9 to -4.7 dB (mean -7.4 dB) in Vanthornhout et 

al. (2018); Lesenfants et al. (2019) and -10.3 to -7.7 dB (mean -8.5 dB) in Lesenfants et al. 

(2019). This may be due to the difference in language and testing SNR levels in the 

behavioural matrix test. The variability in the cortical envelope entrainment both between 

and within subjects can also give rise to the problem. In other group of subjects, such as 

cochlea implant users, the range of behavioural SRT may be greater than normal hearing 

people (Abdel-Latif and Meister, 2021), this may also lead to a stronger and significant 

correlation between the actual and predicted SRT.  

7.3 The applicability of cortical responses to continuous and repeating 
short stimulus measurement in clinics 

Although previous studies have suggested that the cortical envelope entrainment would be 

useful as an objective measure to predict SRT, it appears that this need to be taken with 

caution due to the complexity of its relationship to individual’s speech intelligibility. More 

recent research including this thesis suggest that much clearer understanding is needed for 

the auditory functional role that the cortical envelope entrainment is representing. This 

thesis also shows that this type of response through the TRF approach also seems to be less 

sensitive in detecting cortical responses to speech-like sound than conventional CAEP. The 

detection of cortical responses to continuous speech could be improve using some 

suggested models such as canonical correlation analysis based approaches (de Cheveigne 

et al., 2018; Dmochowski et al., 2018) for more efficient response detection. These 

approaches might improve the correlation between the EEG and the stimulus feature 

because an optimal linear transformation is applied on both signals, while the TRF 

approach applies to the input signal only. However, one limitation of the canonical 

corelation analysis is that the output correlation coefficients from the model will always be 

positive (Zhuang, Yang and Cordes, 2020). While this may not be problematic for 

detection of responses, it may be more difficult to determine the direction of relationship 

between the cortical response and the stimulus, thus the neurophysiological function might 

be misinterpreted. 

CAEP to /da/ has shown to be a more sensitive method for detecting cortical responses to 

speech-like sounds compared to natural speech and continuous speech with additional 

pauses inserted between words. In chapter 6, it was also the best option as an objective 
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measure to predict SRT with significantly greater number of participants which SRT can 

be predicted within 7 dB difference than other conditions. The strong correlation between 

the CAEP peaks amplitude and speech intelligibility was reported by Billings et al. (2013), 

however, to the best of the authors knowledge, there are no study that apply the method of 

fitting a psychometric function to the CAEP peaks amplitude to predict SRT. Ultimately, 

this may be due to the stronger or more onset responses in the CAEP. As it is shown in 

chapter 5 and 6, responses to /da/ have relatively high amplitude and hence SNR than 

cortical envelope entrainment. From a clinical point of view, in terms of prediction of SRT, 

CAEP may be preferable over the measurement of cortical entrainment to stimulus 

envelope. This is due to the shorter test time, higher number of detected responses, and 

importantly the better-established way of interpreting the peaks amplitude and latency in 

the coherent average waveform than for cortical responses to continuous speech. However, 

due to its unnatural stimulation method, it is probably not able to reflect comprehension of 

the speech stimulus, which is an area for further study. 

7.4 Suggestions for future study 

7.4.1 Cortical responses to continuous speech with pauses added between 

words 

The study in chapter 4 has demonstrated that the strength of cortical envelope entrainment 

can be affected by the amount and duration of pauses inserted to the continuous speech 

stream. A remaining question from the study is how does the stronger onset responses in 

cortical responses to speech with additional pauses relate to speech intelligibility. This 

would include behavioural speech intelligibility test, which was not done previously. The 

aim here is to investigate whether the more pause in continuous speech improves only the 

detection of responses or these pauses may contribute to stronger encoding of speech 

sound in the brain, though it might not improve intelligibility of perceived speech.  

7.4.2 Relation between cortical responses to sounds and speech intelligibility 

For the research are on relating cortical responses to sound and speech intelligibility, 

suggestions for future study can be divided into two lines of research. The first line of 

research is to improve the framework of using cortical responses as objective measures to 

predict SRT. The second line of research concerns the bigger picture of stages in speech 

comprehension introduced in chapter 2. 
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For the first line of research, the ultimate goal of the framework is to provide an accurate 

SRT prediction for each individual. However, this thesis showed that this framework does 

not work well individuals as the prediction error is considerably high, can be greater than 7 

dB difference from the actual SRT. One clear problem is that the measurement of cortical 

responses may not always be detected, especially for responses to continuous speech even 

in quiet condition. This may be addressed by including more EEG pre-processing and 

analysis methods for better detection of responses and more successful prediction of SRT. 

It would be important to manage the sessions of experiment well so that the participant will 

not get too tired because of long experiments, which can hugely affect the quality of the 

EEG. To make this framework more applicable for clinical use, further work is needed to 

assess the repeatability of the test. As it is shown across this thesis that cortical responses 

to continuous speech is considerably variable between participants, it is not yet clear 

whether it is also variable within the same participants or not.  

For the second line of research, future study may focus on extracting cortical responses to 

speech based on other stimulus features other than the stimulus envelope. As stated, that 

the measurement of cortical responses to speech and non-speech sounds in this thesis may 

mostly be a confirmation of access to sound (detection) but not reflecting further processes 

(discrimination, identification, and discrimination) in speech comprehension. This is true 

for non-speech sounds but uncertain for speech sounds. A study by Di Liberto, O'Sullivan 

and Lalor (2015) has shown that cortical responses to other stimulus feature more specific 

to speech, such as phonemes and phonetic features, can be decoded from the EEG. Cortical 

responses to these features also showed stronger correlation with speech intelligibility than 

responses to speech envelope. However, it is unclear if relating cortical responses to these 

more speech specific features reflects specific speech encoding or cognitive processing. It 

is also questionable whether what aspect in speech processing is being concluded from the 

framework of using cortical responses to sound to predict SRT. For normal hearing people, 

speech or lexical processing might not be measured from the behavioural test, due to the 

simplicity of words used in the test, it may be dependent mostly on SNR of sound.   

Since this thesis has shown that acoustic and cognitive processing can confound, it might 

worth consider towards using more objective measure to disentangle the measurements of 

encoding of acoustic information and cognitive processing related to speech intelligibility. 

One possible method is to decode speech specific features from cortical responses to 

speech in languages that the listener can and cannot understand. The aim of this is to 

determine whether the measurements of successful encoding of speech sounds in the brain 
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alone can be used to indicate speech comprehension or it is again a confirmation of access 

to sound in general. If successful, a measurement to confirm the encoding of speech sound 

in the brain without confounding cognitive processing might be useful for diagnosing the 

cause of language impairments in children, where it is not always or entirely related to 

hearing problem alone (Tuller and Delage, 2014).
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Appendix A  

A complete analysis of testing each of the three decoders (trained on full envelope, onsets, 

and non-onsets) on all speech features, nine pairs in total for each speech pause condition. 

 

Figure A1. The correlation coefficient of each decoder training and testing combination in the 
delta band across three speech pause conditions. Each point indicates the average 
Pearsons’ r across sixteen participants. Error bars indicate the 95% confidence interval 
for the mean. 

 

Figure A2. The correlation coefficient of each decoder training and testing combination in the 
theta band across three speech pause conditions. Each point indicates the average 
Pearsons’ r across sixteen participants. Error bars indicate the 95% confidence interval 
for the mean. 
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