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Hierarchical Convolutional Attention Network for
Depression Detection on Social Media and Its Impact

During Pandemic
Hamad Zogan, Imran Razzak, Shoaib Jameel, and Guandong Xu

Abstract— People across the globe have felt and are still going
through the impact of COVID-19. Some of them share their feelings
and suffering online via different online social media networks
such as Twitter. Due to strict restrictions to reduce the spread of
the novel virus, many people are forced to stay at home, which
significantly impacts people’s mental health. It is mainly because
the pandemic has directly affected the lives of the people who were
not allowed to leave home due to strict government restrictions.
Researchers must mine the related human-generated data and
get insights from it to influence government policies and address
people’s needs. In this paper, we study social media data to
understand how COVID-19 has impacted people’s depression. We
share a large-scale COVID-19 dataset that can be used to analyze
depression. We also have modeled the tweets of depressed and
non-depressed users before and after the start of the COVID-
19 pandemic. To this end, we developed a new approach based
on Hierarchical Convolutional Neural Network (HCN) that extracts
fine-grained and relevant content on user historical posts. HCN
considers the hierarchical structure of user tweets and contains an
attention mechanism that can locate the crucial words and tweets
in a user document while also considering the context. Our new
approach is capable of detecting depressed users occurring within
the COVID-19 time frame. Our results on benchmark datasets show
that many non-depressed people became depressed during the
COVID-19 pandemic.

Index Terms— Hierarchical CNN, Depression Detection, Twitter,

I. INTRODUCTION

The novel coronavirus has quickly spread throughout the globe,
affecting 218 nations and territories as depicted in Figure 2. By
31 July 2021, there were more than 4.2 million deaths and more
than 197 million confirmed cases of illness.1. This new pandemic
has created severe health and socio-economic disruptions worldwide.
The World Health Organization (WHO) claims that COVID-19 is a
pandemic that is taking lives throughout the globe every day, and the
severity of the outbreak rates strongly supports this claim. The World
Health Organization reported a new coronavirus outbreak in Wuhan,
China, on 31 December 2019 (WHO) [1]. COVID-19 is spread by
droplets and fomites during close, unprotected contact between sick
and affected people who are not properly treated2.

This epidemic has influenced mental health and the physical dan-
gers posed by the virus [2]. The pandemic has not only caused com-
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Fig. 1: A sample of depressed user tweets during the first months of
COVID-19.

plications by physically affecting the individuals but also impacted
their mental lives. The lockdown and stay-at-home policies have also
affected different types of individuals; for instance, a recent study
found that lockdown could lead to more violence in the UK3, which
will have a detrimental societal impact. After staying at home for very
long, quickly lifting lockdown restrictions will have an impact on the
mental health too4. According to some studies [3]–[6], the world’s
population will face many psychological problems related to anger,
anxiety, and others due to their isolation in homes. These studies point
out that people can only get out of this psychological state initially
through the intervention of governments in psychological support
during crises, not only treating them after disasters are over. With
the spread of COVID-19, mental health problems are suspected of
increasing among people. Other cascading factors that could severely
impact people’s mental health are job losses, increasing prices, non-
availability of certain food items, and others.

Mental health distress, including peri-quarantine anxiety, depres-
sion, and phobias specific to COVID-19, is supposed to increase
during the pandemic, affecting individuals and calling for interven-
tion. Due to pandemic-induced social distancing protocols, health
interventions have become the most common form of psychosocial
support for mental health. However, there is no evidence of the ef-

3https://www.msn.com/en-gb/health/mindandbody/youth-violence-likely-
to-explode-over-summer-uk-experts-fear/ar-AAMtHuO?ocid=msedgntp

4https://www.msn.com/en-gb/health/mindandbody/lifting-restrictions-
quickly-is-just-as-detrimental-to-our-mental-health-as-lockdown/ar-
AAMvF5f?ocid=msedgntp
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Fig. 2: As of July 23, 2021, the following countries or geographic
locations have confirmed cases of COVID-19.

fectiveness of remote psychosocial interventions in improving mental
health outcomes. Infection control strategies such as lockdown and
social distancing (physical distancing) try to slow disease spread
by decreasing direct contact among people. Conversely, lockdown,
quarantine, and social isolation may lead to personal freedom loss,
future uncertainty and anxiety, as well as a large increase in the
incidence of emotional diseases and mental health problems [7], [8].
Lockdown measures are connected to higher than average incidence
of mental illness such as depression, according to a study by Rossi et
al., [9]. More extended quarantine periods, fears of illness, frustration,
boredom, insufficient supplies, lack of knowledge, financial loss, and
stigma were all stressors. As a result, Tull et al., [10] found out
that remaining at home was linked to higher levels of health anxiety,
financial anxiety, and loneliness among healthy people.

In the midst of the COVID-19 epidemic, social media usage has
increased as more people rely on acquiring the newest concerning
COVID-19 information [11]. Additionally, social media, including a
variety of internet services and platforms like Facebook and Twitter,
allow users to converse, interact and different information sharing.
While social media can help distribute information, which could be
beneficial in the fight against the epidemic, it has also been related
to anxiety and depression [12]. We hypothesize that the COVID-
19 pandemic and its social restrictions may affect depressed users
and thus may be reflected in their daily tweets. Figure 1 shows a
sample of tweets from a depressed user during this pandemic. From
the Figure, we notice that the user continues to post about their mental
health issue, and we believe there is an increase in the proportion of
depression-related tweets during the pandemic compared to before. In
April 2020, several countries performed various lockdown restrictions
and testing strategies to contain the virus’s spread [13], and these
restrictions were reflected in user tweets, as we observe in Figure
1. One of the recent studies by Hua et al., [14], shows that many
people use social media to disseminate terrifying COVID-19-related
information, such as information on individuals who passed away as
a result of COVID-19 or who are battling the disease; hence, many
of these posts could be shared via depressed people.

In January 2020, lockdowns for the COVID-19 pandemic began in
China [13]. They were quickly followed by lockdowns in many coun-
tries worldwide, including Egypt and Germany. The first lockdown,
crucially, was generally unanticipated by the general public in all
countries. As a result, not everyone can tolerate the limits in daily life
and behavior equally well. WHO and health care professionals have
recommended that counseling programs supporting and directing
individuals in behavior modification become part of the COVID-19
pandemic preventive measures to avoid extra mental health costs in
the general population [15]. However, to properly promote mental
health, well-being, and behavior, a better scientific knowledge of
how individuals perceive and mentally react to the present COVID-

19 epidemic is needed. A better scientific understanding of the social
aspects of life most affected by the current COVID-19 pandemic,
including how individuals think, feel, suffer, deal with situations,
and perceive a threat, emotion, and emotion behavior control [16].
Moreover, a depressed user may post in various linguistic styles,
using depressing words, antidepressant mentions, and descriptions
of depressed symptoms, all of which can help diagnose depression.
While tweets may contain rich information sources, and due to their
unstructured nature, obtaining insights from them can be difficult
and time-consuming. Organizing text data is becoming ideal due to
advancements in natural language processing (NLP) [17]. In partic-
ular, text classification is among the most fundamental techniques in
machine learning. In text classification, given annotated training data,
the model learns patterns from this data. Given some unseen data, the
goal of the model is to assign labels to each instance; annotations or
labels could be in the form of topic, genre, or sentiment [18]–[20].
The importance of text classification has never been greater than it
is now, especially for companies seeking to boost productivity or
profitability. Most recently, new deep learning models have achieved
SOTA performance in text classification. More recently, transfer
learning methods have become very popular. In this setup, a model is
first trained on some general text collection. The model is then fine-
tuned on task-specific problems in certain domains. Several models
already have been developed that belong to such as class of transfer
learning model, for instance, ULMFit fine-tunes a 3-layered LSTM
[21] and Bidirectional Encoder Representations from Transformers
(BERT) from Google [22] has been shown to be effective in several
downstream tasks. Nevertheless, classifying tweets in social media is
still challenging due to the structure of the user tweets and the fact
that these text instances are very short and sometimes ambiguous.

Recently, the hierarchical attention networks (HAN) model pro-
posed by Yang et al., [23] achieved SOTA results on text classifi-
cation. What differentiates HAN from other existing approaches to
document classification is that it exploits the rchical nature of text
data by dividing a document into two levels, word-level hierarchy
and sentence-level hierarchy. The authors proposed a new model that
maintains a hierarchical structure consisting of word and sentence
encoders. The word encoder extract features at the word level and
sends them to the sentence encoder for processing. The sentence
encoder extracts the features at the sentence level and predicts output
probabilities at the final layer. However, HAN takes substantially
longer to train than CNN-based techniques because they utilize
RNNs. Long-distance linguistic elements are more difficult to capture
using CNNs. Despite this shortcoming, CNNs are typically just as
efficient as RNNs in performing many basic NLP tasks. The reason
why we developed our novel model based on HAN is that user posts
may include linguistic cues at various levels of word and tweet levels.
To identify a depressed user on social media, every word in a tweet
and every user’s tweet is equally essential Figure 1.

We propose a new hierarchical convolutional neural network
(HCN) model to better model user tweet classification through social
media. Our model can extract meaningful feature representations
from the word and tweet levels. Eventually, we studied our model
performance using a multi-channel convolution neural network CNN
and multilayer perceptron MLP in word-level encoding to combine
the advantages of two traditional neural network models. We found
our model performance increased when we used two channels for
word encoding, and we call this model with two channels HCN+.
Our research makes the following keys contributions:

• We develop a depressed user classification model based on a
hierarchical convolution neural network (HCN) and hierarchical
attention that can learn and extract linguistic relationships and
local features from tweets.
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• Besides HCN, we present a variant of hierarchical convolution
neural network HCN+. The model (HCN+) expands word
encoding by using two channels and reading the input differently
in parallel using multilayer perceptron and convolutional neural
network to extract various features from the same input and
boost our model performance to identify depressed Twitter users.

• We collected a dataset, including posts from users with and
without depression during COVID-19, to identify and analyze
online depression during the pandemic. We are aware that this is
the first study evaluating the behavior of depressed users during
the time of the COVID-19 epidemic. Furthermore, we have made
this dataset publicly available to aid in the research on mental
health and well-being5.

II. RELATED WORK

In this section, we summarise some closely related work, including
our previous works. We mention how the model developed in this
work is substantially novel and different from our previous works.

A. Depression Detection on Social Media

The majority of prior research, including ours, have focused on
user behaviour to identify whether the user is depressed or suffering
from another mental disease. Deep learning approaches for online
depression detection, such as public discussion forums, have been
developed to model data from the social media. Most methods take
words and word n-grams as user-level features and apply classic
classification algorithms such as Support Vector Machines (SVM).

Users that were depressed had much greater ratios of negative
emotion phrases, according to Tsugawa et al [24]. In general, the
linguistic style of postings may be used to extract features [25], [26],
[26]. Many factors, such as user tweets, replies, retweets, post time,
emotions, and so on, might help identify depression. Shen et al. [27]
used Twitter to create a well-labelled depression and non-depression
dataset and then investigated a variety of depression-related features
and developed a multimodal depressive model to identify depressed
users. They grouped these features into six depression-related fea-
tures, including clinical depression criteria and online social media
behaviours.

Wang et al., [28] proposed a way for automatically gathering
people who described themselves as having an eating disorder in
their Twitter profile descriptions to detect eating disorders within
social media communities. The authors collected features of linguistic
from users for psychometric qualities, and they used similar settings
described in [29]–[31]. From Twitter and Weibo, the authors collected
70 features. They took these characteristics from a user’s profile, and
user engagement characteristics like many followees and followers.
Wong et al., [28], on the other hand, integrated user-level and post-
level semantics and framed their problem as many instances learning
setup; this approach has the benefit of learning from user-level labels
to post-level labels identification [32]. Moreover, due to the need
to describe the underlying workings of a deep learning system and
make them more dependable and understandable, recently explainable
machine learning has drawn a lot of attention [23], [33], [34]. Inspired
by that, Zogan et al., [35] recently introduced a model that improves
depression detection by incorporating the explainability of depressed
user tweets. Their model interplay between multilayer perceptron
(MLP) and hierarchical attention network (HAN). MLP was used to
encode users’ online behaviour, while HAN encoded all user tweets
at two levels: word-level and tweet-level. They determined each tweet
and word weight and extracted characteristics derived from user

5https://github.com/hzogan/Post-COVID dataset

tweets’ semantic sequences. Another work by [36], the authors argued
that using all user tweets to identify a depressed user is ineffective and
could even degrade a model performance; therefore, they proposed
a new summarization framework interplay between extractive and
abstractive summarization to generate a shorter representation of user
historical tweets and help to reduce the influence of content that may
not eventually benefit the classifier.

B. Depression Detection due to COVID-19

COVID-19 has had a negative influence on people’s mental health,
and as a result of the epidemic, many people are experiencing
an increase in mental health issues. Various studies have recently
reported this. For instance, Zhou et al., [37] developed a depression
classification model that extracts multimodal features from topic,
emotion and domain-specific viewpoints using the tf-idf algorithm.
Their study focuses on detecting community level depression in
Australia and local areas only during the pandemic. Their findings
reveal an increase in depression following the COVID-19 epidemic.
While in our new study, we will analyse tweets of users with and
without depression during eight months before and after the start
of the COVID-19 pandemic. Galea et al., [38] claimed that the
pandemic’s mental health repercussions are applicable in the short-
term and long-term, and that COVID-19 provided an opportunity
to explore overseas students’ behavioural responses to the imposed
limits on travel and social interaction. Due to social distancing, the
current COVID-19 epidemic substantially impacts daily activities,
including work, social, educational, and recreational activities. Some
of these situations may raise the risk of aggressiveness and suicide
[39], [40]. During the pandemic period in China, Huang et al., [39]
investigated anxiety disorder, depression, and sleep quality and found
that the participants had varying degrees of mental health difficulties.
According to the same study results, 35% of participants had anxiety,
20% had depression, and 18% had poor sleep quality.

Our proposed approach, on the other hand, focuses on automati-
cally identifying depression online, which has the potential to monitor
people’s mental health. We have also developed a novel model for
automatic modelling on user’s depression as a result of the pandemic.

III. DATASET

To study depressed users during the COVID-19 pandemic, we
have created a new dataset that includs users tweets pre- and during
COVID-19. We show in Table I a summary of this dataset.

Pre-COVID-19 COVID-19
# User # Tweet # User # Tweet

Depressed 2,159 447,856 741 326,129
Non-Depressed 2,049 1,349447 682 931,527

TABLE I: Summary of the datasets that we used in our research

A. Pre-Covid-19 Dataset

Shen et al., [27] constructed a textual depression dataset on Twitter.
The authors labeled users as depressed if they found a user’s tweet
that contained a specific pattern. Between 2009 and 2016, they
constructed depressed users based on the content of their posts. There
are around 2K depressed users and around 400K tweets in all. The
tweets for non-depressed were collected in December 2016, including
over 2K users and over a million tweets.
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B. COVID-19 Dataset

Here, we provide a description of our dataset, which was generated
following the COVID-19 pandemic started to penetrate across differ-
ent nations. according to the tweets’ IDs in [27], first, we constructed
user tweets after COVID-19 using Twitter APIs. We set up a time-
frame to study all users in the COVID dataset from the 1st of
September 2019 until the 20th of April 2020. We crawled tweets
of 1423 users who were tweeting during the time-frame of our study.
Finally, we constructed this novel dataset with over a million and two
hundred tweets from both depressed and non-depressed users based
on these tweets.

IV. OUR PROPOSED MODEL

Figure 3 depicts the hierarchical attention network that was
provided to learn user tweets representation of as we were inspired
by [23]. As mentioned above, there are some key differences between
our model and the HAN model. One difference is that we have
used the CNN model in our framework with two channels for word
encoding. Assume that U is a user who posted M tweets T =
[t1, t2, ...., tM ] each of which had Ni words ti = [w1, w2, ...., wN ].
The series of d-dimensional embeddings of each tweet’s words,
wi = [w11, ...., wMN ], serves as its representation. Each word is
represented by a fixed-size vector from pre-trained word embeddings
as the input layer. Figure 3 depicts the overall structure of our HCN+.

A. Word Encoding

Given a tweet with words wit, t ∈ [0, T ], we begin by converting
the words to vectors using an embedding matrix. Each word vector
is represented by a fixed-size vector obtained using pre-trained word
embeddings as the input layer. To initially capture the contextual
information of the annotations, CNN is employed as the word level
encoder. We utilized one-dimensional convolution, where a filter vec-
tor slides across a sequence and detects features at different points in
one-dimensional convolution. The convolution kernel completes the
convolution operation in the k-dimensional window, the convolution
kernel w ∈ Rhk operates on the input data matrix xi:i+h−1 to create
the feature ci each time, and the output features are as follows:

ci = f(wxi:i+h−1 + b) (2)

where f is the nonlinear activation function relu, h is the sliding
window range, b represent the bias and xi:i+h−1 is the result of
joining the word xi to xi+h−1. As a result, the convolution kernel is
applied to the tweet sequence of length n, yielding n−h+1 results:

c = {c1, c2, · · · , cn−h+1} (10)

Reducing the size of features is done using the pooling layer and
eliminate redundant information. The pooling process is carried out
using the pooling technique. The K-max pooling layer is utilised
in our architecture to down-sample the local feature maps C and
extract global feature representations of short texts with fixed-length,
as follows:

ĉ = max(c) (3)

The attention mechanism is then described. It is important to create
a trainable and expected to capture global word vector uij for all
words. The ĉij annotations build the basis for attention, which begins
with another hidden layer. The annotations uij will be represented
as following:

uij = tanh(Ww ĉij + bw) (1)

Where Ww and bw are the trainable parameters that learned by the
model after random initialisation. Then the product uijuw (uw is
randomly initialised) is intended to emphasise the significance of the
word j and normalised by a softmax function to an importance weight
per word αij :

αij =
exp(uijuw)∑
j
exp(uijuw)

(2)

A weighted concatenation of word representations and the previ-
ously determined annotations is known as the tweet vector vi, where
αt is the importance weight per word:

vi =
∑

t
αij ĉij (3)

For our first model HCN, we have utilized one channel CNN for
word encoding Figure 4 depicts the word encoding component for
HCN. Then, in order to combine the advantages of two traditional
neural network models and alleviate their shortcomings, we have
utilized two channels CNN and a multilayer perceptron (MLP), to
obtain multi-channel representations. The multi-channel representa-
tions reflect the various contributions of different words to a tweet’s
semantics and provide a way to represent a tweet from several views.
Hence, we have examined the effectiveness of using multi-channel
CNN-MLP for the word encoding of our second model HCN+
depicted in Figure 5. Each deep learning model has its own method
for converting target data into feature vectors. The embedding layer
first fed into the MLP with the attention model, which generates an
MLP feature vector and fed CNN with the attention model, generating
a CNN feature vector. These vectors are concatenated and produced
a tweet embedding representing the content within that tweet.

B. Tweet Encoder

Yang et al. [23], achieved SOTA performance on HANs by
employing a hierarchical framework that breaks down texts into
sentences first. The word-level reads in word embeddings from a
given sentence. It produces a sentence embedding representing the
content within that sentence. In comparison, the tweet-level reads
in the tweet embeddings produced by the word-level as depicted
in Figure 6. Given that a user’s tweets might not be significant in
identifying and elucidating a depression of a person, the attention
layer is employed with the tweets of user to obtain the more important
tweets. Utilizing the tweet level attention layer, we will gather the
connected tweets. The importance of the i tweet is predicted to be
indicated by the product uius, which has been standardised to a αi

importance weight for each tweet. Eventually, a vector called t̂ will
be used to compile all the tweet data from user posts:

t̂ =
∑

t
αih

t
i (4)

C. Classification Layer

At the classification layer, we must determine whether or not
the user is depressed. So far,we’ve covered the encoding of user
tweets (s) by simulating the tweet and word levels of the hierarchical
structure. Such a network’s output is often sent to a sigmoid layer
for classification:

ŷ = Sigmoid(bf + t̂Wf ) (5)

where ŷ denotes the predicted probability vector. Predicted prob-
abilities of labels being 0 (non-depressed user) and 1 (depressed
user), they are correspondingly represented by the symbols ŷ0 and
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Fig. 3: A diagram of (HCN) that we employed for user all user posts

TABLE II: Performance Comparison on Pre-COVID datasets. HCN+ outperforms baselines.

Training Data Model Precision Recall F1-Score Accuracy

Tweets Summarization

XLNet (base) 0.889 0.808 0.847 0.847
BERT (base) 0.903 0.77 0.831 0.837

RoBERTa (base) 0.941 0.731 0.823 0.836
BiGRU-Att 0.861 0.843 0.835 0.837
CNN-Att 0.836 0.829 0.824 0.824

CNN BiGRU-Att 0.868 0.843 0.848 0.835

All user tweets

BiGRU 0.766 0.762 0.786 0.764
CNN 0.817 0.804 0.786 0.806
HAN 0.870 0.844 0.856 0.835

HCN 0.853 0.852 0.852 0.852
HCN+ 0.871 0.868 0.869 0.869

Fig. 4: An illustration of one channel CNN model that we use for
HCN word encoding

Fig. 5: An illustration of two channel CNN+MLP model that use for
HCN+ word encoding

ŷ1. Afterward, the ground-truth label for each user y, we seek to
minimise the cross-entropy error:

Loss = −
∑
i

yi · log ŷi (6)

yi represents the user who has the ground truth label (either non-
depression or depression) and ŷi is the predicted probability.

Fig. 6: An illustration of a tweet encoder network

V. EXPERIMENTS AND RESULTS

The experimental results of our model are shown in this section and
compares them with different comparative models. We also present
qualitative results.

A. Experiment Setup
1) Dataset: To evaluate the effectiveness our models, we conduct

our experiments on Shen et al., [27] pre-COVID dataset, as shown in
Table I, which contains users and their posts on Twitter. Each user
is labelled either depressed or non-depressed. For preprocessing, we
remove users who have less than ten tweets and for evaluation, we
randomly split the dataset into training and test set with a ratio of
80:20 with 5-fold cross-validation.

2) Comparative methods: This section presents an experimental
assessment to verify HCN’s performance. We looked into three well-
known pre-trained models since they are frequently used in contextual
language models created using recent deep learning techniques. Our
model is compared with different classification methods using the
following data inputs:



6 GENERIC COLORIZED JOURNAL, VOL. XX, NO. XX, XXXX 2021

Precision Recall F1-Score
0.84

0.86

0.88

0.9

0.86

0.88

0.87

0.85

0.87

0.86

0.85

0.91

0.88

HAN HCN HCN+

(a) Depression

Precision Recall F1-Score

0.8

0.82

0.84

0.86

0.88

0.9

0.88

0.8

0.84

0.86

0.83

0.85

0.89

0.83

0.86

HAN HCN HCN+

(b) Non-depression

Fig. 7: Comparison between HCN+ and other hierarchical text classification models (a) for depression prediction and (b) for nod-depression
prediction

1) Tweets Summarization: Zogan et al, [36] summarize all user
tweets utilizing a new summarization framework interplay
between extractive and abstractive summarization to generate
a shorter representation of user historical tweets and help
to reduce the influence of content. Their experiments for
summarization sequence classification have examined several
models, Conventional neural network with attention CNN-Att,
Bidirectional Gated Recurrent Neural Network with Attention
BiGRU-Att. Three pre-trained models for transformers have
also been investigated by the authors, and they are XLNet [41],
BERT [22] and RoBERTa [42].

2) All User Tweets: For all user tweets, our model is comapred
to the following classification methods:

• BiGRU:For the purpose of classifying user tweets, we em-
ployed the Bidirectional-GRU [43] with attention method
that we deployed to get user tweet representations.

• CNN: In order to represent user tweets and capture the
semantics of various convolutional window sizes for de-
pression detection, we used CNN [44] with an attention
mechanism.

• HAN:In order to identify depression in user postings, a
hierarchical attention neural network architecture [23] is
deployed. The network encrypts first user postings by
paying attention to both the words in each tweet and the
tweets themselves. Bidirectional-GRU is used (GRU).

• HCN: Similar to HAN, however instead of utilizing
(GRU), hierarchical convolutional network (HCN) rely on
architectures based off convolutional neural networks.

• HCN+: The proposed model in this paper.

3) Evaluation metrics: We employ the standard metrics for
information retrieval such as accuracy, F1-score, and precision as
metrics to examine the classification performance. These metrics are
widely used in previous works for depression detection [27], [35]–
[37].

4) Experimental settings: We performed the experiments with
Python 3.6.3 and Tensorflow 2.1.0. Word embeddings is initialized
by Glove [45]. The dimension of word embedding is 100, and the

dropout rate is set to 0.5. We created 100 different filters for the
convolutions, each with length 4, so the result will bring 100 different
convolutions. We used the Adam optimization algorithm for both
HCN and HCN+ with default value learning rate (lr) = 0.001. We
train HCN+ for 20 epochs on all the data with a batch size of 32.

B. Results

In this section, we report the quantitative results obtained from dif-
ferent models. Evaluation results for different competing methods are
presented, where the best results for the best model are highlighted in
bold in Table II. The first part of the table shows the effective results
of using summarization sequences of user posts to detect depression;
the performance compared using some models that achieved a new
state-of-the-art result on many NLP tasks, such as text classification.
We see that CNN BiGRU-At outperforms other models with F1-score
and recall; however, XLNet and RoBERTa perform best among all
the different models with accuracy and precision, respectively.

The second part of Table II, shows the results of using all user
tweets; we observed that all the hierarchical text classification models
(HAN, HCN and HCN+) efficient outperform other neural network-
based methods, such as BiGRU and CNN. Furthermore, we observed
that our two models, HCN and HCN+, outperform other models in
terms of Accuracy and Recall. Comparing our model with HAN, Our
model HCN+ boosts about 3.4%, 1.3%, 2.4% and 0.1% in terms of
Accuracy, F1-score, Recall and Precision.

Generally, our models based on the hierarchical network can
consistently outperform other methods in terms of Accuracy, F1 Score
and Recall on both training data (tweets summarization and all user
tweets). Our models based on hierarchical networks achieve a relative
improvement of 0.5% for HCN and 2.2% for HCN+, compared
against the best results (XLNet) in terms of Accuracy.

Finally, to better understand and examine the effectiveness of our
model, we have compared the performance of our model (HCN+)
with other hierarchical text classification models (HAN and HCN) in
order to predict the depressed (Figure 7-a) and non-depressed-users
(Figure 7-b). We found out HCN+ obtains better performance in both
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labels in terms of F1-score, showing 87% and 86% for depressed and
non-depressed users, respectively.

C. Discussion

Fig. 8: Monthly tweets for all users during the COVID-19

To study user tweets dynamic during COVID-19, we set up a time
window to study all users in the pre-COVID dataset from 1 September
2019 until 20 April 2020. According to the table, we studied 1423
users; 741 were labeled as depressed users before COVID-19. Figure
8 shows the monthly users’ posts during our study window. We see
that tweets for both depressed and non-depressed users have increased
per month since the first cases of COVID-19 were reported (according
to Lancet journal [1]). We have also observed that in February 2020,
the number of tweets increased dramatically among all users.

After having testified our classification model, we utilize HCN+
to users in the COVID dataset (Table III). First, we studied all user-
collected tweets in the time frame from September to April and
showed the proportion of positive cases among depressed and non-
depressed users during COVID-19 Figure 9. As shown in Figure
9a, more than 80% of depressed users were predicted via HCN+
as depressed during the four-months time frame. The proportion in
Figure 9 looks natural since these users have been diagnosed with
depression before COVID-19. However, Figure 9b shows that 63%
of non-depressed users were predicted as depressed. It shows how
COVID-19 impacted normal users’ tweets during the pandemic.

We further analyzed monthly dynamic user tweets. Figure 10 shows
monthly dynamic depressed user tweets during our study time frame.
We observed the number of depressed users predicted as positive,
roughly the same during the first three months. However, once the
first case was reported in late December 2019 in Wuhan [1], we can
see that the number of positive cases decreased in December, which
may be due to depressed users posting news tweets instead of tweets
to expose their feelings. We also noticed that the number of positive
cases of depressed users reached a peak in March, which is the same
month that World Health Organization WHO declared that COVID-
19 is a pandemic [46]. Also, in March, several countries performed
various lockdown restrictions and testing strategies to contain the
virus’s spread [13].

On the other hand, non-depressed dynamic tweets in the first four
months of the study time-frame are quite similar to depressed users’
tweets during the same time frame Figure 10. Like depressed users,
the number of positive cases of non-depressed users also peaked in
March. However, we noticed something considerably interesting, the
portion pattern of depressed users’ positive cases before and after
December was slightly the same. While in non-depressed users, as
we can see in Figure 11, the number of positive cases rate starting to
increase in January compared to the positive cases rate in November,
which is the month before the first case of Corona was announced.
We found out the positive cases rate increased by 3%, 9%, 15% and
12% in January, February, March and April, respectively.

(a) Depressed Users (b) Non-depressed Users

Fig. 9: The proportion of positive cases among depressed and non-
depressed users during COVID-19.

Fig. 10: Depressed user dynamics between September 1, 2019, and
April 20, 2020

Fig. 11: Non-depressed user dynamics between September 1, 2019,
and April 20, 2020

VI. CONCLUSION

In this paper, we studied tweets of depressed and non-depressed
users during eight months before and after the start of the COVID-
19 pandemic. A user classification model to automatically detect
depressed users based on a hierarchical convolution neural network
(HCN) is proposed, which exploits data from Twitter. HCN considers
the hierarchical structure of user tweets (tweets-words) and contains
an attention mechanism that can find the most crucial tweets and
words in a user document while also considering the context. We
expand word encoding by using two channels and read the input in
different ways in parallel using MLP and CNN to extract different
features from the same input and boost our model performance. The
results showed that our two models (HCN and HCN+) outperform
strong comparative models and effectively detect depressed users.
Furthermore, we have also investigated depressed users’ well-being
during COVID-19 by crawling and classifying their tweets during
the pandemic. Moreover, we have analyzed depressed users’ well-
being during COVID-19 by crawling and classifying their tweets
during the pandemic. We found that the COVID-19 pandemic and
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its restrictions, such as lockdowns and changes in the workplace,
impacted many depressed and non-depressed users. In the future,
besides the users’ tweets, we will analyze user behaviors related to
depression during the COVID pandemic, such as social engagement
and social interaction with others. This would provide the model with
more contextual information and allow us to concentrate on a task
where our model not only detects depression but also automatically
gives a possible diagnosis. Moreover, we will aim to detect a user’s
loneliness during the pandemic, which is one mental illness that has
never been before in this field. Loneliness is considered one of the
early depression symptoms; therefore, its detection will help in early
depression detection.
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