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Abstract

As the world’s dependency on air travel and transportation increases, the public’s
concern over noise pollution around airports grows. Engine manufacturers must meet
increasingly stringent noise certification targets while designing new products.
Traditional noise analysis techniques often assume that jets are axisymmetric which is
not true for realistic geometries. Therefore, a more detailed analysis is needed to see

how to model complex asymmetric jets.

A method has been previously developed at the University of Southampton, called
Lighthill’s Acoustic Analogy with Ray Tracing (LRT), to predict the jet mixing noise
for civil aircraft engines. In this thesis, the LRT method is used to analyse the change
in the jet mixing noise that different geometric features cause. By studying how the
mixing noise scales and how the source distribution changes with geometry, this can

be used to inform decisions for future commercial aircraft nozzle designs.

The main contributions of this work are as follows: RANS has been shown to predict
the flow field of the isolated axisymmetric and asymmetric jets that have been studied.
This allows the LRT acoustic model to predict the change in the isolated jet mixing
noise to within 0.5dB as the geometry changes. The azimuthal variation in the noise is
accounted for in the ray tracing calculation. LRT now includes the ability to predict
the reflected mixing noise from solid surfaces. RANS prediction for static installed
cases showed good agreement with experimental data underneath the wing, leading
to accurate prediction above St = 2 of the high-frequency noise. Despite
over-predicting the turbulence levels downstream of the wing trailing edge, this has
minimal impact on the far-field mixing noise. It is hoped that this work will be used in
the future to help understand the jet-surface interaction that dominates installed jet

noise below St = 1.
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Chapter 1

Introduction

1.1 Problem specification

As the world’s population continues to grow, there is an increasing demand for air
transportation. Recently, the issue of noise from aircraft engines has been a source of
great debate with the proposed third runway at London’s Heathrow Airport. It is
argued that Heathrow’s capacity is being capped with only two runways for both
trade and long-haul flights. An expansion would allow the airport to accommodate
the growing number of passengers and goods as shown in Figures 1.1.1 and 1.1.2,

respectively.

However, an expansion of Heathrow airport will not only result in an increase in
carbon emissions from planes and road traffic, but the public living nearby will also be
exposed to greater noise levels. Hearing loss, increased stress levels and sleep
disturbance are the main health impacts associated with excessive noise exposure.
Clark [1] reports that the elderly, shift workers and children are thought to be most at
risk. A higher level of exposure to noise within the school environment was shown to
have a detrimental effect on children’s reading, comprehension and memory. It is,
therefore, imperative for airports and aircraft manufacturers to consider the impact of

noise of current and future aircraft.
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FIGURE 1.1.1: Diagram showing the number of passengers travelling by air transport
worldwide. (Data from ICAO [2]).
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FIGURE 1.1.2: Diagram showing the number of departures of aircraft worldwide.
(Data from ICAO [3]).

To combat the increase in noise levels from a growing number of flights, some airports
restrict airlines to fly within certain hours or follow flight paths that avoid densely
packed urban areas. Heathrow, for instance, does not allow flights to land before 4:30
am [4]. Alternatively, governments have introduced schemes to reduce the ambient
level of noise that households experience around airports, such as providing loft
insulation and double glazing [5]. The location of some airports outside of city centres,
like Washington Dulles, can minimise the impact on the local populous. However, as

Smith [6] remarked, this does make it unpopular for commuters.

Since the earliest jet engines entered service in the 1960s, aircraft manufacturers have
continued to increase the engine efficiency, capacity of aircraft and produce greater

thrust from engines by primarily turning to coaxial engines with increasing bypass
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ratios (BPR). One of the consequences of this is a reduction in the overall noise level,
seen in Figure 1.1.3, as for a larger engine, the same thrust can be achieved with a
lower bypass velocity. As the dominant noise source of large coaxial engines is the
shear layer between the bypass and ambient air, a lower noise level is generated with

a reduced bypass velocity.
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Aircraft type

FIGURE 1.1.3: Increase in capacity (Tonnes) against Effective Perceived Noise Level
(EPNL) over time (Data from [7]).

Aircraft require certification to demonstrate they meet the required international
standards for airworthiness. The International Civil Aviation Organisation (ICAO) has
introduced regulations to cut down on the noise produced by aircraft. During
certification, a series of microphone measurements are taken at critical points around
the aircraft’s flight path. This is shown in Figure 1.1.4. These reference points are at
the approach, sideline and take-off positions and allow for the variation in noise from
different components to be accounted for both airport workers and the surrounding
community. The approach reference point is 2000m along the centre line of the
extended runway at a position vertically below the 3° glide path. The sideline
measurement is taken 450m parallel to the runway while the take-off (fly-over)
reference point is 6500m from the start of the roll. One of the ways to reduce noise at
the fly-over reference point is to operate the engine at a reduced thrust and angle of
climb, called cutback, after the aircraft has reached a minimum altitude. This is done

to limit noise exposure for airport workers and local communities around the airport.

During the certification process, the Effective Perceived Noise Level (EPNL) is
calculated to ensure the aircraft meets regulations [6]. However, the EPNL is a

complex metric as it has to account for the range of frequencies that can be heard by
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FIGURE 1.1.4: Diagram showing aircraft noise certification reference points according
to ICAO Annex 16.

people (normally between 0.02 and 20kHz [8]), tone corrections (discrete tone
penalties above the ambient level) and the duration of each event (approach, fly-over
and departure). Studies have found that the most annoying frequencies are in the 2.5 -
5.5kHz range [9,10]. To pass the certification process, the cumulative value of the three
reference points needs to be below the allowable levels depending on an aircraft’s
Maximum Take-Off Mass (MTOM) and the age/chapter of the aircraft. This can be
seen in Figure 1.1.5. The certification process measures the noise from the entire
aircraft and can be broken down into sources from different components. Figure 1.1.6
shows the typical strength of these sources on take-off and approach. Here it can
easily be seen that the fan and jet noise dominate at take-off. Although the jet noise
provides a smaller contribution to the total noise on approach, it is still present and

mainly contributes to the installation effects.
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FIGURE 1.1.5: Diagram showing the ICAO cumulative EPNL for each chapter of
aircraft against Maximum Take-Off Mass (MTOM) (Data adapted from [11]).



1.2. Motivation

Typical Take-Off Noise Distribution Typical Approach Noise Distribution

5d31

e a0 @ g <@ g N Y O I - SN R P Y\
¢ @ 0\)%\ “0{0\(\ 5- S {\(aﬁ <0 ¢ ‘ng«\‘o\)g\ \}{0\0 b \\'3"\? <o _é(bd\,("(d\

e < @
o oo (,;\Q‘“ ¥ P-&c,"" oo™ o \09@@\@0 N@(‘J"b

FIGURE 1.1.6: Typical noise distribution for take-off (left) and approach (right). Data
adapted from private communication with Roll-Royce (2017).

1.2 Motivation

h\

Primary Jet
Secondary Jet

FIGURE 1.2.1: Diagram showing the geometry around the engine.

Most of the noise reductions seen in aircraft engines over the last sixty years have
come from increasing the BPR. However, as engines have increased in diameter, their
surface area and, therefore, drag have increased. Future engines will encounter
ground clearance issues if the engine is kept below the wing and the BPR is increased
further. To solve this, the engine can be moved forwards and lifted higher off the
ground. This will bring the jet closer to the wing and it is thought that a
low-frequency penalty will be introduced due to the increase in the jet-surface
interaction with the wing and flap. Therefore, there is a trade-off between increased

noise levels and having a larger and more efficient aircraft engine.

Aircraft manufacturers have had to turn to other solutions to continue to reduce the

noise. Numerous geometric variations of nozzles have been employed which include
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chevrons [12-14], serrations [15], non-concentric nozzles [16] and plugs in the primary
nozzle [17]. These geometries cause a reduction in noise either due to the change in
the sound propagation path or the mixing rate of the jet. Another area of

research [18-20] is the design of low-noise pylons which connect the engine to the
wing (Figure 1.2.1). The blockage of the pylon on the flow will obviously cause an
asymmetric flow and noise fields to develop even before considering the impact of the
wing. Advanced prediction methods are, therefore, needed to be able to study this

complex situation at the preliminary design stage.

Taking noise measurements is an expensive and time-consuming process for aircraft.
Differences between static and in-flight noise mean that full-scale testing on an
airframe is required for the certification procedure. Therefore, companies only carry
out noise measurements near the end of the design cycle. Before then, companies need
to rely on analytical and numerical procedures to highlight potential noise risks at the
early design stages. These are preferred to experimental testing due to the low cost
and fast calculation that is possible with modern computers. Traditional analytical
noise prediction techniques have often assumed the jet to be axisymmetric. This is
clearly no longer valid for more realistic asymmetric geometries. Therefore, there is a
need for developments in the simulation techniques used. Computational Fluid
Dynamics (CFD) simulations are used to analyse the flow and range from fast
calculations from Reynolds Averaged Navier-Stokes (RANS) simulations, to slow
Direct Numerical Simulations (DNS). Design teams must find a compromise between
computational time and the scale of turbulence that can be simulated. The results of
these simulations are then used to help inform the design of future aircraft to meet
increasingly demanding requirements. For simulation techniques to be useful at the
preliminary design stage, confidence is needed that these techniques can predict the

changes in the flow field and noise that different designs produce.

The focus of this work is the change in the mixing noise as the nozzle geometry is
changed for subsonic isothermal jets for ultra-high bypass ratio (UHBR) engines. The
noise from other sources such as the fan, internal noise sources (combustion and
Outlet Guide Vane (OGV) interaction noise), landing gear noise (one of the most
significant contributors to airframe noise), and the noise from supersonic jets will not
be covered here. The change in noise produced by hot jets will not be discussed in

detail since the majority of jet mixing noise from modern large bypass ratio engines
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comes from the outer shear layer formed by the cold bypass ratio flow and the
ambient air. While installed jets are studied in Chapter 6 of this thesis, the additional
energy at low frequency due to the jet-surface interaction is not modelled, and so will

not be discussed in much detail.

The co-ordinate system that is used in this thesis is shown below in Figure 1.2.2. The
observer polar angle, 6, is measured from the x; axis and the observer azimuthal
angle, ¢, from the positive x3 axis going anti-clockwise when looking upstream. It

should be noted that 0 < 8 < rand 0 < ¢ < 27t.

X3 X3

~o| A

Nozzle \

_—

FIGURE 1.2.2: Diagram showing the co-ordinate system used. The jet axis is aligned
with the x; axis.

Internal nozzle blockage

X2

1.3 Author’s contribution

This project has developed the method called Lighthill’s Acoustic Analogy with Ray
Tracing (LRT), initially developed by Ilario [21], and implemented several novel ideas

to advance the current understanding in aeroacoustics. These include:

¢ A new derivation of the source equation used in the LRT model to include the
convection effect on the axial length scale. This introduces a source compactness

term that has not been considered within the LRT method previously.

¢ Using LRT, in-flight predictions of the far-field jet mixing noise away from

6 = 90V for isolated jets have been carried out.

¢ Improved predictions can be made using an anisotropic model for the jet mixing

noise instead of assuming isotropic turbulence.
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¢ Analysis has been conducted on pylons of differing internal blockage to

ascertain the impact of this variable on the far-field mixing noise.

* Reflections can now be modelled from simple geometries (a cone and flat plate)

to allow for installed geometries to be analysed.
The research questions that have been answered in this project are:

¢ What degree of accuracy can be obtained from a k-€ RANS model for predicting
the flow of realistic isolated and installed nozzle geometries? What are the

limits?

¢ How does introducing an internal and external blockage to the nozzle (a pylon)

affect the far-field mixing noise amplitude and directivity?

¢ How does the reflected and jet mixing noise change when an installed geometry

is considered?

* How does the source strength and distribution change and scale as the geometry

is changed from a simple conical nozzle to an installed jet?

1.4 Outline of thesis

The structure of this thesis is as follows: Chapter 2 introduces the background to fluid
motion and turbulence, how these are simulated, jet physics, and a literature review of
how the mixing noise has been modelled previously. Chapter 3 outlines the
methodology of the work with the generation of the CFD meshes, inputs for the CFD
simulation, and generation of the inputs for the ray tracing code. An improved source
equation is then derived to account for the convection of the axial length scale and
source compactness. Although the author has not conducted any experimental work,
data from the Doak Laboratory at the University of Southampton has been used to
compare against simulations and so the experimental set-up is briefly discussed. The
LRT method is validated against results for a simple conical nozzle in Chapter 4 and
the sensitivities of the method are discussed, including the impact of the anisotropy
on the flow and acoustic results. Within Chapter 5, the complexity of the isolated
geometry is increased to understand how different geometric features influence the

flow and noise produced. The primary focus is on the impact of the blockage caused
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by the pylon on the flow field and mixing noise. Chapter 6 demonstrates how the LRT
method can be used to predict the direct jet mixing and reflected mixing noise from
installed jets. The reflective code is validated against experimental data for varying
wing positions before the LRT method is applied to two installed geometries. Finally,
a theoretical deflected jet from a flap is analysed to see how the ray path changes
when flaps are deployed during take-off and on approach. The final chapter of this
thesis, Chapter 7, presents the conclusions, recommendations and future work for this
project. Additional details on some of the mathematical modelling can be found in the

Appendix.
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Chapter 2

Background

Having discussed in the previous chapter the problems that local communities around
the airport face due to excessive noise from jets, this chapter aims to provide the
reader with a background to the topics that will be crucial for the rest of the thesis;

namely, how can jets be modelled and what research has been done previously.

2.1 Modelling fluid motion

The noise that jets generate, and how that noise propagates, is due to the behaviour of
air as a fluid. Fluid motion is governed by the Navier-Stokes equations which are
derived from the continuity (Equation 2.1.1) and momentum equations (Equation

2.1.2).

dp . 0pv;
5 + axi
ot Jox;  pox

=0 (2.1.1)

+ B; (2.1.2)

p is the density of the fluid, t is time, v; is the total velocity of the fluid in the iy,
direction, x; is the direction of the component, 7;; is the stress component, and B; is the
body forces that are applied to the fluid (e.g. gravity). By expanding the stress
component using the relations for stresses in a Newtonian fluid, the Navier-Stokes

equation for an incompressible fluid is written as
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(801' 801') B al 0%v;

0 o + v]-a—xj = _axi ”ax]-axj + pB; (2.1.3)

where p is the pressure and y is the dynamic viscosity. Although compressibility is
needed for acoustics, the incompressible equation is shown here for ease of use. The
Navier-Stokes equations are essentially Newton’s second law applied to a fluid, i.e.

the acceleration of a mass of fluid is equal to the forces applied to that fluid.

One way to simplify the Navier-Stokes equations is to use a process called Reynolds
decomposition. Here, a flow variable is split into a mean component and a fluctuating

component. For example, the turbulent velocity field, v;, is given by

v; = Ui + U, (2.1.4)

where the mean velocity is u; and the fluctuating component of velocity is u]. By
carrying out this procedure with each variable in Equations 2.1.1 and 2.1.2, the
resulting time-averaged equations for an incompressible fluid, neglecting the effect of

gravity, are

ng =0 (2.1.5)
ou; ouu; ap ou; a“fu;'
Pg P ax,‘ - _aTci + yaxjax] —P ax] (216)

The final term in Equation 2.1.6 is known as the Reynolds stress and deals with the

turbulence of the flow.

There are a wide range of turbulent scales within a flow, which vary from the largest
integral length scale to the Kolmogorov scale (smallest). Eddies between these two
sizes are known as the Taylor microscale, as shown in Figure 2.1.1. Most of the energy
of the flow is contained within the largest structures of the flow. This turbulent energy
is transferred to smaller eddies as the eddies roll-up and break down in size in the
inertial subrange. The slope of the inertial subrange (Figure 2.1.1) is constant due to
there being an equilibrium between the energy gained from the largest turbulent
scales and that which is lost to the smallest scales. Energy is lost in the dissipation

range (also called the viscous subrange) as heat due to viscosity.



2.1. Modelling fluid motion 13

Taylor Kolmogorov

Integral microscales scales

scale
Energy

Energy : H issipation
iniection O O O O O C)d L

Energy #—— Universal equilibrium range

containing Inertial subrange iDissipation range
ol L e by |n

Modeled scales

Reynolds-averaged
Navier-Stokes

(RANS)

E(x)

Resolved scales

Large eddy
simulation
(LES)

Completely resolved scales

Direct
numerical
simulation

(DNS)

K

FIGURE 2.1.1: Diagram showing the energy of eddies based on their wavelength.
(Diagram from Jyeshtharaj [22]).

In Figure 2.1.1, the wave number, «, is defined as

K=" 2.1.7)

where A is the wavelength of the wave.

Due to the non-linear nature of the Navier-Stokes equations and the large range of
turbulent length scales that exist in flows, it is not possible to solve the flow fields of
complex jets analytically. Instead, several numerical methods have been developed
over the years, depending on the level of turbulence that needs to be modelled. These
can be split into Reynolds Averaged Navier-Stokes (RANS), Large Eddy Simulations
(LES) and Direct Numerical Simulations (DNS). RANS models calculate a
time-averaged mean flow and only capture the largest eddies in the energy-containing
region. LES simulations model a large proportion of the turbulence in the inertial
subrange whereas DNS models the complete range of scales. LES and DNS are more
computationally expensive than RANS due to needing a finer mesh to resolve the

smaller turbulence scales. Therefore, there is a balance between how much of the
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turbulence range is needed to provide results and the limits on the time and
computational memory available. Due to this, some researchers have turned to hybrid
RANS-LES models. A low Reynolds number RANS model is used close to the wall, to

reduce the computational requirements for fine-scale modelling [23].

The advantages and disadvantages of the three main CFD methods are summarised
below in Table 2.1. In this thesis, the focus will be on RANS models, but it is useful to

have an understanding of other CFD methods when looking at the literature.

Method Advantages Disadvantages
RANS Quick simulation time (hours), Results are an average over time,
low grid requirements, models all different turbulence models
scales of turbulence needed to close equations

LES Simulates a larger range of Higher computational cost than

turbulent length scales than RANS due to using a finer mesh,
RANS, uses a model for the longer simulation time than RANS

smallest eddies in the viscous (weeks)
subrange
DNS Simulates all turbulence scales Higher computational cost than

LES due to finer mesh, long

simulation time (weeks/months)

TABLE 2.1: Advantages and disadvantages of CFD methods.

The problem that CFD models face is that there is no information within the solution
to directly calculate the Reynolds stresses from Equation 2.1.6, and hence the
equations are not closed. Different turbulence models have been generated to provide
closure. One of the most common approaches that CFD models use is the Boussinesq
hypothesis which relates the Reynolds stress term to the mean velocity gradient by the

eddy viscosity, y;. Different turbulence models will solve for this in different ways.

Over the years, different RANS models have been developed, for example, the k- and
k-w models, to look at a variety of flow regimes. The k-e model [24] is often used
when looking at jets and is a two-equation model; one for the turbulent kinetic energy

(TKE), k, and one for the turbulent dissipation rate, €. The TKE is modelled by
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o(k) ~ 9(ku;) O rp ok du;  ouj\ du;
ot P oy, —axj[akaxj] f(ax]. ax)axj pe (218)
k2
Ut = pr? (2.1.9)
The dissipation is then calculated by
d(e) , O(eu;) O [ O Cipee (Ou;  Ouj\ du; €2
B M)t (o e G @110

The terms involving buoyancy have been neglected from Equations 2.1.8 and 2.1.10
since only a single-phase fluid, air, is being considered. Cu, C1, Gy, 0y and o are
numerical constants and the standard values of these are 0.09,1.44,1.92,1 and 1.3
respectively. Equations 2.1.8 and 2.1.10 are transport equations for the kinetic energy
and dissipation rates respectively. Both are made up of a time and convection term on
the left-hand side of the equations. The right-hand side contains a diffusive term first
of all, followed by any sources or sinks of energy. Once the transport equations have
been solved, the value of y; can be calculated and used to compute the velocity field in
Equation 2.1.6. The k-e model was first developed to model turbulent boundary layers

and plane shear flows [25], but is also commonly used for jet flows.

One of the limitations of the k-e turbulence model is the fact that it does not produce
good results for adverse pressure gradients (for example, the separation of the
boundary layer over an airfoil [26]). This is due to the damping functions that are
needed in the k-e model to calculate the near-wall region in the viscous sublayer. The
damping functions were originally derived for a flat plate with no adverse pressure
gradient. Therefore, a new turbulence model was proposed, first by Kolmogorov [27]
in 1942 but the modern version is by Wilcox [28], called the k-w model which

addresses this shortcoming.

Like the k-e model, the k-w model is a two-equation model. The transport equation
for k is the same (Equation 2.1.8) but a transport equation for the specific turbulence

dissipation rate, ws, is used rather than the transport equation for €. w; is defined as
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Ws = —— (2.1.11)

The transport equation for w; is written as

w
} + Zﬂtfez‘jeij — Bipw? (2.1.12)

d(wsu;) 0 [(}H—ﬂ)aws

oot TP oy T M T o

where ¢;; is the strain rate tensor and there are two empirical constants: 0, = 2 and
Bi = 0.072. The final two terms on the right-hand side of Equation 2.1.12 account for

the generation and dissipation of ws, respectively.

Similar to the k-e model, the transport equations for k and w; are solved within the
k-w model to allow y; to be calculated, and hence the momentum equation is solved.
The main differences between the k-e and k-w models are the values of the empirical
constants and the fact that k-w does not need damping functions in the near-wall
region. Hence the suitability for k-w for adverse pressure gradients. However, it has
been shown in the literature that the k- model is dependent on the freestream
turbulence conditions [29]. One way to get around this is to use a k-e model, which is
not dependent on the freestream conditions, away from the wall and a k-w model
close to the wall. A blending function is then used to change between the models. This
is the principle behind the SST turbulence model [30] which has been found to give
improved predictions of the flow around airfoils compared with other turbulence

models [31-33].

So far in this chapter, a brief discussion on how fluids can be modelled has been given.
Depending on the problem being studied and any time constraints, an appropriate
method will be selected. To proceed with looking into jet noise, an understanding of
the physics of jets, how the noise is modelled and what work has been done

previously is required.

2.2 The structure of jets

Jets can be broken down into two categories: single and coaxial jets. The structure of

each of these will now be discussed.
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2.21 Single jets

Within a single jet, three main regions can be identified, as shown in Figure 2.2.1. The
flow inside the nozzle is assumed to be laminar and exits the nozzle into the initial
region. Here, a turbulent shear layer is created between the flow from the nozzle and
the ambient air. As the shear layer grows, part of the jet flow outside the nozzle, but
not in the shear layer, can still be considered as being laminar. This is called the
potential core. The initial region ends at the end of the potential core. The second
region of a single jet is the transitional region, where the flow regimes mix. Far
downstream of the nozzle exit, the main region exists where the flows have been fully

mixed.

Within a jet, the size of an eddy is limited by the shear layer width. Therefore,
high-frequency noise is generated very close to the nozzle exit where the shear layer
and eddy size are small. As eddies travel downstream, they roll-up, forming larger
eddies and lower frequencies. These low frequencies, as mentioned in Chapter 1, are
what aircraft manufacturers are most concerned about as they are said to be the most
“annoying” to people.

Transitional

Initial region i i i
gio region Main region

FIGURE 2.2.1: Diagram showing the main regions in a single jet. (Diagram from
Abramovich [34]).

By normalising his velocity data by the jet velocity and the radial distance by the
distance from the centreline to the point which is half the centreline value,
Abramovich [34] showed that the velocity profiles of axisymmetric jets collapsed onto
each other. This is called similarity. Two different types of similarity are present in an

axisymmetric single jet. Until the end of the potential core, the flow can be considered
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as being a two-dimensional (2D) shear flow and once the flow is fully mixed, it
becomes axisymmetric. Wygnanski [35] and Hussein [36] showed that the similarity of
the jet exists up to seventy diameters downstream of the nozzle exit. The importance
of similarity for jets is that it allows for axisymmetric jets of different sizes and jet
velocities to be compared, as long as velocities and distances are in a non-dimensional
form. This means that analytical models of the velocity profile can be derived [35-37].
However, when an asymmetric jet is considered, similarity conditions cannot be
applied to asymmetric flow regions. This means that complex flow fields require
expensive computation before analysis of noise can begin, rather than using simple

analytical models. Therefore, advanced simulation techniques require development.

2.2.2 Coaxial jets

Modern jet engines are coaxial due to their increased propulsive efficiency and
reduced noise levels compared to single-stream jets. However, the larger diameter
means a greater drag, heavier fan and larger supporting components, so there is a

trade-off here.

The regions of the coaxial jet are defined slightly differently from the single jet and are
illustrated in Figure 2.2.2. The initial region contains the secondary jet that issues from
the bypass duct of the engine. Starting at the end of the potential core of the secondary
flow, the interaction region contains the rest of the potential core from the core of the

engine. The potential core of the primary jet is longer than that of a single jet since the
secondary flow shields the primary flow from the ambient medium. Far downstream,

the flow can be considered as being fully mixed in the mixed flow region.

Unlike a single jet, there are two shear layers present in coaxial jets. The primary shear
layer (see Figure 2.2.2) occurs between the potential cores of both nozzles. In modern
civil turbofan engines, the flow velocities are fairly similar so this layer is sometimes
neglected in studies [38]. The ambient shear layer occurs due to the mixing of the
bypass flow with the ambient medium around the engine. This region behaves
similarly to the initial region of a single jet. The size of each region is determined by
the velocity and area ratios between the primary and secondary nozzles. UHBR
engines have a BPR above 9. Due to the secondary to ambient shear layer being the
dominant source of mixing noise for UHBR engines, these engines are often

considered as single stream jets for the purpose of noise predictions.
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One of the other differences between single and coaxial jets is the fact that a
temperature difference exists between the flows. The primary nozzle directs the flow
that has passed through the combustion chamber and is consequently much hotter
than the bypass flow. While heating a jet has been shown to reduce the mixing

noise [21], it also introduces a dipole-like source [39,40]. The work in this thesis will
focus on UHBR engines, where the mixing from the bypass and ambient fluid

dominates, so the heating effect on the primary flow will not be considered further.
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FIGURE 2.2.2: Diagram showing the regions of a coaxial jet. (Diagram from Fisher
and Preston [40]).

Early work on coaxial jets was carried out by Ko and Kwan [41,42]. When looking at
the turbulence generated, the primary shear layer behaves like a single jet discharging
into a moving stream, while the ambient shear layer behaves like a single stream jet.
This meant similarity could be achieved in the initial and mixed-flow regions, just like
a single stream jet. In terms of the noise produced, the primary shear layer was found
to predominately produce the high-frequency noise while the ambient shear layer
produced the lower frequencies. The presence of two jet streams did cause two
distinct peaks to evolve in the SPL spectra, although the high-frequency peak
disappeared as the velocity ratio approached unity. Ko and Kwan concluded by
saying that as an agreement in terms of similarity and spectra could be found between
single and coaxial jets, then coaxial jets could be modelled by several single jets.
Further work by the same authors in [42], provided additional evidence showing that
both single and coaxial jets exhibit similar coherent structures using two-point

correlation measurements.
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Having gained an understanding of how fluids and jets behave, the next step is to

look at how the noise from jets can be modelled.

2.3 Modelling jet acoustics

The previous discussion has focused on how the flow field of a jet may be modelled.
With this information, the strength of acoustic sources can be determined as well as
how noise propagates away from the sources. The next section discusses how the
acoustic source strength and propagation of the resultant noise are mathematically

modelled.

2.3.1 Lighthill’s analogy

The study of noise produced by jets, called aeroacoustics, began with Lighthill in
1952 [43,44]. In these papers, Lighthill developed his now well-recognised analogy
which is a rearrangement of the Navier-Stokes equation into a wave equation-like
form. Lighthill considered an isolated jet discharging into a quiescent medium and

analysed an eddy generated in a moving frame of reference as seen in Figure 2.3.1.

Moving frame e

Stationary frame

FIGURE 2.3.1: Diagram showing Lighthill’s frame of reference moving with an eddy
as opposed to a stationary frame of reference in the laboratory.

To derive Lighthill’s analogy, one starts from the compressible mass and momentum
equations given in Equations 2.1.1 and 2.1.2 but repeated below for convenience. Any

effect by the body forces has been neglected.

dp  9pvi _
Fm + - 0 (2.3.1)
, , oT;;
0v; n Jdv; 10T (23.2)

ot va% ~ p oy
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where p is the density of the fluid, t is time, v; is the velocity of the fluid in the iy,
direction, y; is the source location and 7;; is the stress component. Taking the time

derivative of Equation 2.3.1 gives

9?0  dpv;

=5 = 2.3.

a2 dy;ot 0 (23.3)
If the partial derivative with respect to y; is taken of Equation 2.3.2, Equation 2.3.3 can

be substituted into the results of the spatial derivative to give

2 9? . 9200:0:
Lf __ 0T 9 pu; (2.3.4)

Subtracting cj<p from both sides of Equation 2.3.4, where ¢ is the speed of sound in

2 9%
09y?

the far field, gives

azp 2829 _ azTif

o~ a2~ dyidy,

(2.3.5)

where

Ty = (p — pc5)éij — ij + pviv; (2.3.6)

where 0;; is the viscous stress tensor and J;; is the Kronecker delta. Equation 2.3.5 is
Lighthill’s equation. Tj; is called Lighthill’s stress tensor and pv;v; is the Reynolds

stress term.

Given that Lighthill’s analogy is a rearrangement of the Navier-Stokes equation, it is,
therefore, an exact equation as no approximations have been made. If it is assumed
that the right-hand side of Equation 2.3.5 is known, then one can work out the noise
generated in a turbulent jet. Lighthill’s Acoustic Analogy shows that the aerodynamic

. . e . 0%T;;
noise of a jet creates a distribution of quadrupole-like source terms, Taly]"
tuJ]

Lighthill’s stress tensor in Equation 2.3.6 can be simplified in certain circumstances.

For jets at sufficiently high Reynolds numbers, the viscous stress term (0;;) is much

smaller than the Reynolds stress term (pv;v;) and so can be neglected. For isothermal
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jets, the contribution of density fluctuation in (p — pc3) can also be ignored. Therefore,

Lighthill’s stress tensor can be approximated as

Tij ~ povi”(']]‘ (2.3.7)

There are several issues with Lighthill’s analogy which need to be accounted for when

looking at the noise from jets.

¢ Lighthill’s analogy assumes that the medium outside the jet is quiescent, so there
is no convection of sound by the flow. These effects are assumed to be contained
within the Tj; term and are, therefore, known. Additional modelling is needed to

account for any convection or refraction that happens within the jet.

¢ The jet is considered to be isothermal. For heated jets, a dipole-like term is

introduced [39].

* Analysis is limited to subsonic jets as shock wave production is not accounted

for.

¢ There are no surfaces within the domain and so Lighthill’s analogy is only
accurate for isolated jets. Curle [45] and Ffowcs Williams [46] extended
Lighthill’s analogy to include solid boundaries in stationary and moving
mediums, respectively, which results in two extra terms being generated;

namely a dipole and monopole-like terms.

Lighthill went on to develop an important scaling law which provides a lot of useful
information about jet noise. In the far field, a wave emitted from a source will behave
like a spherical wave and so the density fluctuation, p’, without the presence of flow

can be written as a free-space Green'’s function to give

1 17 0%T;
'(x,t) = - ! & 2.3.8
P t) 4rc? /v r {ayiayj} T=t-L y 238)
where x is the observer position, V is the volume of the jet, r is the distance from the
source to an observer (r = |x — y|) and 7 is the retardated time. According to
Goldstein [47], Tj; can be assumed to be smooth and decays quicker than y‘l in the far

tield. Therefore, Equation 2.3.8 can be written as
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1 82 Ti'
"(x,t) = 1 & 239

o) 47c? /v {axiax]- r } T=t-L y (23.9)
x; is the direction component as opposed to x which is the location of the observer in
the far field. According to Goldstein, the second derivative of T;; can be approximated
as

2 Ty _ 1xx; 92

axiaij - % x3 ot2 Y

(2.3.10)

Using the ideal gas assumption that the pressure fluctuation, p’, is given by p’ = 2o’

and Equation 2.3.10, Equation 2.3.9 becomes

1 XiX; 82T1]
4rcd x3 Jv 072

p'(x,7) = (y,7) &y (2.3.11)
The peak frequency, f, of a jet changes with the maximum velocity in the jet, U;. To
link this to Equation 2.3.11, one needs to consider how Tj; changes with Uj.

Khavaran [48,49] demonstrated that the largest component of T;; comes from the Ty
part. Given that the turbulence of a jet scales with jet velocity, T1; must also scale with

Uj. The peak frequency is approximated as

uj
~ 2.3.12
f Dy (23.12)

where Dj is the nozzle diameter. Equation 2.3.12 shows that the peak frequency of a
jet inversely scales with the jet diameter but scales with the jet velocity. This is because
both these variables are linked to the size of the shear layer and hence how large
eddies are. As % ~1=¥%, aa—; ~ f2, the source term on the right-hand side of

Equation 2.3.11, with Equation 2.3.7, becomes

T 1
a2 H%p

oU7 (2.3.13)

This means that Equation 2.3.11 can be written as
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p~=2Up (2.3.14)

Here, it is assumed that f d3y ~ D?. The far-field acoustic power of a jet, assuming

spherical spreading, can now be written as

Py ~ %D%u? (2.3.15)
0

which is Lighthill’s famous eighth power law. Experimental data has been taken by a
range of authors, including Lush [50] and Harper-Bourne [51], which has confirmed
this scaling law. Harper-Bourne [52] also showed that this meant that the turbulent
intensity of a jet scales with U}l. Lighthill’s scaling law can be used to understand how
increasing the bypass ratio has led to quieter jets. As thrust scales as D% UIZ, a higher
BPR allows for a greater bypass mass flow and a lower bypass jet velocity for the same

thrust. Hence, for a constant level of thrust, a lower noise level is generated.

In order to compare different nozzles or to extrapolate how a nozzle behaves under
different conditions, the noise produced by a jet can be scaled. From Lighthill’s scaling
law in Equation 2.3.15, the noise of jets can be scaled using the jet velocity and

diameter. A ratio of 70log uu ff is used to scale the noise between different Mach

number jets [53] from the same nozzle while a ratio of 20 log % can be used to
account for the difference in the flow area [54] of the same shape nozzle at 6 = 90°.
Uyer and D, refer to a reference jet velocity and diameter, respectively. The scaling of
noise due to flight-stream effects, however, is a subject with some variation in the
literature. Viswanathan [55] showed that the flight velocity exponent changed with
the polar angle from 2.9 at = 50° up to 7.6 at & = 150° for a cold jet but also varied
with temperature [54]. A value of roughly 3 was found at § = 90°. On the other hand,
Michalke [56] found a value of roughly 6 was needed for the flight exponent at

6 = 90°. The variations in results are due to the simplifications and approximations
that are used to describe the various effects that are combined together on the

right-hand side of Lighthill’s equation in Equation 2.3.5.

To allow for the convection effects of the flow to be accounted for in Equation 2.3.11,

an additional factor needs to be included. Lighthill modelled the amplification of
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sound due to convection with a (1 — M, cos )~ term where M. is the convected
Mach number and 6 is the polar angle. Ffowcs-Williams [57] later corrected this as he
found that Lighthill’s factor over-predicted the noise intensity. Ffowcs-Williams
considered a limited source volume and found that the convection effect could be

modelled by (1 — M, cos6)~>.

Convection effects have now been accounted for. However, the refraction effect on the

propagation of noise has not. One way of doing this is to use ray theory.

2.3.2 Ray theory

Ray tracing, also known as geometrical acoustics, can be used to quantify the effect of
refraction, as shown in Figure 2.3.2. Refraction occurs due to the gradients of velocity
and temperature for non-isothermal jets. Ray tracing methods assume the wavelength
is much smaller than fluctuations in the flow. This means that ray tracing is a
high-frequency approximation. Due to the ease of coding the equations shown in this
section, several authors [21,58,59] have used ray-tracing methods to predict jet noise.

The derivation of the equations in this section can be found in Pierce [60].

Wave with no flow
>

Refracted wave

Source
Nozzle| Potential core

Wave with no flow e

'Y

FIGURE 2.3.2: Diagram showing the effect of refraction inside the jet. (Adapted
from [21]).

A wavefront is defined as a line on which all points have the same emission time and
the same phase. A plane wave moves perpendicular to the wavefront. When a mean
flow is present, the wave is also convected. The mean flow may not be constant,

however, and this causes the normal of the wavefront to change direction. Hence, the

shape of the wavefront changes in space and time.
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Ray path

S

—

Clocalli

T+ At

T

FIGURE 2.3.3: Diagram of a ray path and wave front. (Adapted from Pierce [60]).

Figure 2.3.3 shows the concept of a ray path. The wavefront moves perpendicular to
the current position of the wave at the speed of sound but is convected along by the
mean flow, u;, so the actual path of the ray is a combination of these. Pierce shows that

the path of a ray at the position, ry, can be modelled by

ds; I;
i vclocal —5; X (V X Mi) —5;- (vui) (2316)
dt Clocal
and
drx Clzocalsi
dr 2317
ks T (2.3.17)

where s; is the slowness vector parallel to the normal vector of the wavefront, #;, cjocal
is the local speed of sound and I'; = 1 — u;s;. Equations 2.3.16 and 2.3.17 allow the
propagation of rays through the jet shear layer to be calculated. Furthermore, as there
is no assumption of axisymmetry, these equations can be applied to asymmetric flows.
Within the LRT, as will be detailed in Chapter 3, rays are released from source points
in the jet and traced to the far field. This enables the calculation of the flow factor,
outlined in Appendix A.2, which allows for the effect of refraction on the mixing noise
to be captured. The flow factor is then used in conjunction with the source equation

derived in Chapter 3, to calculate the far-field mixing noise.
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When analysis using ray theory is conducted on jets, it is found that the region close to
the jet axis has a lower predicted intensity of sound than would be expected from
experimental data. This region is called the cone of silence and, unlike the name
suggests, is the region where the intensity of noise is the largest. The additional noise
that ray theory does not include is generated by evanescent complex rays which decay
exponentially. These rays become trapped within the cone of silence and are beamed
downstream close to the jet axis (see [61,62] for more details). Ray theory assumes that
only the real part of the pressure contributes to the noise created and so
under-predictions at low polar angles occur. The edge of the cone of silence, 005, and
therefore the minimum polar angle that ray theory will give accurate results for, can

be calculated using the following expression [63].

Beos = sin~! (UIJFEM) (2.3.18)
where Uj is the maximum velocity in the jet, Uy is the flight-stream velocity and ¢y is
the speed of sound at the nozzle exit. For the static conical nozzle at a jet Mach
number of 0.6 that is studied in Chapter 4, 0.,; = 38.9°. Increasing either Uj or Uy will
reduce 6,s. It should be noted that the edge of the cone of silence is not a definite
point, but rather a region where the physics changes. Therefore, analysis in this thesis
is conducted above 0 = 50° to ensure that there are no cone of silence effects within
the experimental data. Lilley [64] found that by this polar angle, there was a minimal

influence of cone of silence on the far-field mixing noise.
The assumptions and limitations of ray theory are outlined below.

¢ The acoustic source is compact which means that the wavelength of the acoustic
wave is small compared to the variations within the flow. This means that ray

theory is a high-frequency approximation.

¢ For high frequencies, the wavelength is small enough that the flow can be

considered as being a uniform mean flow.
¢ Rays are considered as spherically spreading plane waves.

¢ Ray theory is not capable of capturing the effects within the cone of silence.
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2.4 Literature review of noise modelling

So far, an understanding of the problem that jet noise poses to those around airports
has been gained, as well as mathematical descriptions of how fluids behave and how
the jet mixing noise can be modelled. The next step is to understand the different
ways that previous researchers have used simulation techniques to predict jet noise.
With over sixty years of research into aeroacoustics, there is a vast amount of literature
available, so a summary is presented here. This will be split into three investigations:
an investigation into jet mixing noise, how the jet mixing noise is changed by the

pylon and the additional noise sources of an installed jet.

2.4.1 Jet mixing noise

Before looking at the noise models that have been developed over the years, it is
worth taking a bit of time to understand some of the common simplifications that are
used to generate noise predictions. These include splitting the noise into its self and
shear components, modelling the fourth-order correlation function as a sum of
second-order components and the use of Gaussian functions to approximate those

second-order functions.

The idea of splitting the mixing noise into the self (that which comes from the
turbulence alone) and shear noise (which comes from the turbulence and mean shear
flow) was originally proposed by Ribner [65]. Ribner showed that the self noise has
nine non-zero components which make up the quadrupole directivity for individual
eddies within an axisymmetric jet. As each quadrupole is oriented randomly, the
overall effect is a uniform directivity to the whole jet mixing noise. At § = 90°, only
the self noise is present as there is no shear. Away from this polar angle, the shear
noise contributes to the overall directivity of the jet as shown in Figure 2.4.1. This
directivity does not include the effects of convection or refraction, which were
accounted for separately. Ribner showed good agreement with experimental data

outside of the cone of silence when 6 > 40°.

Experimental data is often quoted as a pressure squared term, which having squared
7 012 912 °

Batchelor [66,67] found that the fourth-order correlation function could be modelled

Equation 2.3.11, will generate a fourth-order correlation term

as a sum of second-order components. This ignores the non-linear effects that arise
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FIGURE 2.4.1: Directivity of self and shear noise without convection or refraction
(Diagram from Ribner [65]).

from the triple-velocity correlations, but as Batchelor noted, these non-linear effects
only dominate for the smallest eddies which contain little energy. Therefore, this

approximation is valid for the energy-containing region of the jet.

The next step is to determine mathematical models that can be used for the
second-order components. Ribner [65] showed that the second-order components
were independent of each other in terms of space and time. Therefore, separate
functions can be used to model the spatial and temporal decay of eddies. The most
commonly used functions are Gaussian [51,68,69] which have been found to match
experimental data [52]. The exact form of the Gaussian function varies between
authors depending on the assumptions or simplifications that each researcher uses.
However, it should be pointed out that the magnitude of the overall pressure field,
and therefore the value of any calibration constants, is dependent on the choice of

Gaussian function.

Now that some of the common aspects of different mixing noise models have been
explored, attention can be turned to those models. With seventy years of research into
this area, several different noise models are outlined in the literature. The main
differences between them are what assumptions and simplifications are used to
determine the right-hand side of Lighthill’s equation (Equation 2.3.5). One of the
limitations of Lighthill’s equation is the fact that the refraction effects that take place
within a jet, are not explicitly defined. An alternative formulation of Lighthill’s
equation was proposed by Lilley [70], who rearranged the mass and conservation

equations to obtain a new wave equation with the refraction effect included within the
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propagation operator. Due to the complex nature of the Lilley equation, this is not

widely used. One successful application of Lilley’s equation is in the MGBK method.

The method referred to as the MGBK method, was developed by Mani, Gliebe and
Balsa [71] in the 1970s with improvements being made later on by Khavaran [72].
Lilley’s equation is solved for a point source in an axisymmetric jet being convected by
the flow using a high-frequency Green’s function. Shielding coefficients, which
depend on the case being studied, are used to model the refraction effects. The jet is
assumed to be parallel and so the refraction effect can be modelled as the velocity and
temperature profile only varies in the radial direction. The advantage of this method
is the fact that different flow conditions or source terms like source compactness,
different correlation functions, refraction and shielding effects can be investigated for
both subsonic and supersonic flows [68]. However, the MGBK model also assumes

that the jet is axisymmetric and so is of limited use for realistic jets.

Another method was proposed by Tam [73-75] when Tam noticed that he could split
the experimental spectra of jet mixing noise into a summation of large and fine-scale
turbulence. The fine-scale turbulence was found to dominate at high polar angles.
Tam developed a semi-empirical prediction method based on kinetic gas theory for
the fine-scale noise based on input data from a k-€ RANS model. Three empirical
coefficients were found; the length and time scale coefficients and a kinetic energy
constant for the fine-scale turbulence. The jet was divided up into slices every 0.5
diameters to work out the volume integral. Analysis was conducted on a large range
of subsonic jet conditions and nozzle geometries which covered all known operating
conditions during flight. Tam’s method provided good agreement for both the
symmetric and a few asymmetric jets, apart from at high frequency due to the
high-frequency cut-off of the microphones. Morris and Farassat [76] analysed Tam's
method and found that it was identical to Lighthill’s Acoustic Analogy at 6 = 90° if an

isotropic turbulence model was used.

A more general approach was taken by Goldstein [77] by solving linearised Euler
equations. The Reynolds stress terms were then included in the source terms. Within
his analysis, Goldstein assumed the jet was axisymmetric rather than the more

restrictive assumption of isotropic turbulence that Ribner used. This allowed for the
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anisotropy of the jet to be modelled. The details of anisotropy will be discussed

shortly.

So far, several different acoustic models have been introduced which differ in how
they treat the source term on the right-hand side of Lighthill’s equation. The
difference between these models was the focus of the work by Samanta [78] who
found that models which explicitly modelled the propagation effects, like Goldstein’s
model, provided more accurate predictions than simpler models. Samanta showed
that the simpler models were more sensitive to errors within the large-scale structures,
while similar predictions were made between all models studied at high frequencies.

He concluded by saying that more analysis was needed for heated and complex jets.

While a lot of work has focused on single-stream jets, coaxial jets offer an increase in
propulsive efficiency and so are used for modern engines. One method of predicting
the noise of coaxial jets was proposed by Fisher [38] and developed the work of Ko
and Kwan into an acoustic model called the 4-source model. For an isothermal coaxial
jet, Fisher found that the noise could be modelled as a superposition of single jet noise
spectra, confirming what Ko and Kwan thought. Four regions, or sources, were

identified and are as follows:

¢ The noise from the ambient shear layer in the initial region. This has the same
flow characteristics as the initial region for a single stream jet using the

secondary nozzle diameter and flow velocity.

¢ The noise from the primary shear layer in the initial region. It should be noted
that although this is a source of noise, it is sometimes neglected as the secondary
to ambient shear layer is the dominant noise source for certain applications (e.g.

UHBR engines).
¢ An effective jet from the interaction region.

¢ The noise from the mixed flow region can be modelled as a single stream jet
characterised by a mixed velocity and diameter which take into account the area
and velocity ratios of both nozzles. This region is primarily responsible for the

low-frequency content of the jet noise spectra.

When modelling the noise from the interaction region, the effective jet was found to

use a lower turbulence level than was typical for single jets (10% instead of 15%). This
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is due to a change in flow conditions at the end of the potential core of the primary jet.
Overall, this causes the noise in the interaction region to be under-predicted but is
compensated by an additional contribution from the mixed flow region. In general,
good agreement to within 1dB was found with experimental data, but it was noted
that at low polar angles and high-velocity ratios, there was an under-prediction at
high frequency. This was thought to be due to the large change in velocities that occur
between the primary jet velocity and fully mixed jet velocity which does not occur for
single stream jets. Fisher [40] later extended his analysis to look at a heated primary
stream. A change in the noise level in the interaction region was put down to the
density variations within a heated jet giving rise to a dipole-like term. This dipole
term scales with jet velocity differently to the quadrupole mixing noise. Therefore, an
attenuation factor was required to change between having a quadrupole and
dipole-dominated field. The noise in the secondary shear layer and fully mixed
regions did not need to be changed for the heated case. Again, a match to within 1dB
was found with experimental data. Further work on the 4-source model was carried
out by Bryce [79] who looked into in-flight predictions using static data. The in-flight
predictions were achieved by modifying the spreading rate of the secondary jet which

meant that expensive in-flight testing was not needed for preliminary designs.

The work by Fisher and Bryce has shown that despite coaxial jets being more realistic
than single-stream jets, the simplification of the situation can still provide useful

insight into the complex problems of jet noise predictions.

The models mentioned previously require information about the turbulent nature of
jets which is often extracted from numerical simulations. Due to the lack of computing
power, until recently, as Lilley [64] pointed out, researchers have often turned to
RANS simulations for this data. As early as 1976, RANS was used as the input for
calculations in the MGBK method by Mani, Gliebe and Balsa [71] and Khavaran [72].
Both Béchara [80] and Bailley [81, 82] used k-€ RANS simulations to analyse subsonic
and supersonic jets. Ribner’s model was compared against Goldstein’s model and it
was found that similar predictions could be made at 6 = 90°, but Ribner’s model
over-predicted the noise in the rear arc. This was attributed to the improvements in

the turbulence modelling within Goldstein’s model.

Morris [83] used a hybrid k- RANS and acoustic model to look at an isothermal



2.4. Literature review of noise modelling 33

axisymmetric jet. He found that the convective amplification effect, where the relative
source motion to the observer is important, was only true if a Gaussian model was
used for the space and time correlation functions. Morris assumed that the length
scale of an eddy was independent of frequency, however, does present an alternative
method for a frequency-dependent length scale. This second model gave nearly
perfect agreement with experimental data at 6 = 90° while the model with a length
scale independent of frequency under-predicted the high frequency. Morris concluded
that the high-frequency predictions are, therefore, sensitive to changes in the

modelling of the source statistics.

Ilario [21,84] developed a novel method called Lighthill’s analogy with Ray Tracing
(LRT). A RANS CFD model was used to provide the mean flow inputs to an acoustic
ray tracing model. Good agreement was found with experimental data for a large
range of single and coaxial engines. It was shown to provide better predictions than
the MGBK method, especially at high polar angles. The results were only applicable

outside of the cone of silence due to the limitations of the ray tracing method.

Given the advancements in computational power and simulation techniques in the
last couple of decades, more detailed analysis can be undertaken on the flow field.
Within a jet, the axial component of the flow is dominant over the transverse
components. This causes eddies in the shear layer to be stretched along the jet axis, as
seen by Townsend [85] and is called anisotropy. Given that the shear is the greatest
close to the nozzle exit where the shear layer is the thinnest, high-frequency eddies are
more affected than larger eddies which occur further downstream. The stretching of
eddies causes the axial length scale, L1, to become greater than the transverse length
scale, L,, and so a ratio between the two is defined as A = % This stretching also

causes the turbulent fluctuations in the axial and transverse directions to change and

2
o . . . . u
so this is taken into account with the expression g =1 — 2.
u

1

Due to anisotropy mainly influencing the fine-scale turbulence which has little energy,
RANS models based on the Boussinesq hypothesis assume that the turbulence is
isotropic as this will be the case for the large energy-containing structures of the flow.
Therefore, the stretching of the eddy and the change that this introduces to the mixing
noise directivity is ignored. The question that must now be asked is, how much does

this influence noise predictions?
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Proudman [86] was one of the first to consider how an isotropic turbulence model
would be applied to jet noise. As Proudman found that the power output of a jet was
not critically dependent on the correlation function used, he concluded that the
assumption of isotropy could be applied to jets, but should only be used to give a
rough estimate of the order of magnitude of acoustic noise. This was confirmed by

Lilley [64,87] for both cold and hot jets.

However, not all authors have assumed isotropic turbulence. Almeida [88] noted that
neglecting the impact of anisotropy has very little impact on the magnitude of shear
stresses which dominate the mixing process and hence will have little impact on the
magnitude of turbulence and noise generated. Therefore, a rough estimation can be
found using an isotropic model. Almeida also noted that the anisotropy changed
through the jet but there is a lack of mathematical and experimental investigations to

implement a more accurate description of anisotropic turbulence.

Khavaran [48,49] also studied the influence of anisotropy on jet noise using a RANS
simulation with a k-e turbulence model to provide the input to a source model based
on Lilley’s equation. Although both self and shear noise were modelled, the shear
noise was found to have a greater impact at lower values of . Khavaran selected
values of 0.4 and 0.5 for B and A, respectively, which were assumed to be constant
across the whole jet. He noted that, although decreasing A reduced the noise intensity,
increasing B had a much larger effect. The overall effect of anisotropy was to increase
the noise produced by about 5dB across all polar angles. This increase was, however,
sensitive to the values of f and A that were chosen. Khavaran concludes by saying
that, although an anisotropic model would be ideal, an axisymmetric model with

constant  and A values may be accurate enough for most applications.

Jordan and Gervais [89] included the inhomogeneous and anisotropic effects of
turbulence within their analysis by adapting the spatial and temporal correlation
functions. Unlike other authors who only considered the effect of anisotropy on the
length scales, Jordan split the time scale into its axial and radial components to better
match experimental data. A rough factor of two was found between the two. Jordan
found that an anisotropic turbulence model reduced the characteristic length scales in
both the axial and radial directions over which the turbulence is correlated. The

reduction in correlation also led to the shear noise efficiency decreasing with the
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anisotropic model. This means that an isotropic model will likely over-predict the
noise from the shear noise source. On the other hand, the self noise was seen to
increase in magnitude when anisotropy was introduced. The self noise was, therefore,
shown to be dependent on the intensity of turbulence as opposed to the spatial extent
of correlated turbulence for the shear noise. This changed the proportions of noise
from each source, with the self noise becoming more dominant. Good general
agreement was found with experimental data but the model did not include acoustic
to hydrodynamic interactions, leading to a poor agreement at high frequencies and
low polar angles. Jordan and Gervais concluded by saying that the assumptions of

isotropy and homogeneity of flow are an oversimplification of reality.

Self [90] developed a jet noise model based on Lighthill’s Acoustic Analogy but
decided to include frequency-dependent length and time scales. The flow anisotropy
was modelled with different length scales parallel and perpendicular to the jet axis.
Only the self noise term was modelled to avoid the flow-acoustic interaction of the
shear noise term. Due to this limitation, predictions were limited to § = 90°. Self used
a moving-axis time scale which was dependent on frequency to better model the
characteristic length and time scales. This is different to other authors who assumed
these scales are independent of frequency. The reason for doing this was to better
match experimental data gathered by Harper-Bourne [51]. Harper-Bourne showed
that the low-frequency length scale was independent of frequency but there was an
inverse dependency on frequency for higher frequency length scales. Self also pointed
out that the high frequencies see a uniform shear as they are small compared to the
shear layer width. On the other hand, the large-scale turbulence is limited by the shear
layer width and so decays more rapidly. A good match was found with experimental
data from the EDSU database for single stream jets and demonstrated the

improvement of using a frequency-dependent length scale within the model.

The study of jet mixing noise is a complex and not fully understood subject as evident
above. Different authors have proposed variations of models to overcome the
limitations of other methods. Some of these limitations have been necessary in the
past due to computational limits, however, with more computing power available,

researchers can now start modelling more complex geometries.
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2.4.2 Changes to the jet mixing noise caused by the pylon

All the jets studied in the previous section were axisymmetric. Although these simple
geometries are useful to understand the underlying mechanism of jet mixing noise,
realistic civil aircraft engines are asymmetric. This is because the pylon attaches the
core of the engine to the wing and so blocks part of the flow through the nozzle (see
Figure 2.4.2). Hence the flow and noise become asymmetric. The question that now
arises is how much does the mixing noise change due to the pylon? This area of
research is often referred to as Propulsion Airframe Aeroacoustics (PAA) within the
literature. A lot of research in this area has focused on coaxial pylon jets. Thus, it is not
clear what effect such a blockage has on the primary-to-secondary compared to the
secondary-to-ambient shear layer. Given that the secondary to ambient shear layer is
dominant for UHBR engines, which is the focus of this work, it is believed that the

trends seen for a single-stream pylon jet will be relevant.

The main change to the flow field that is introduced by the pylon, or bifurcation, is the
introduction of a wake (low-pressure region) behind the pylon tip causing the jet to be
drawn towards the pylon (a “rooster-tail” flow field). This has been seen
experimentally by Doty [91] and in CFD simulations by Vuillot [92], Hunter et al [93]
and Massey [94]. Vuillot showed that the pylon wake redistributed the turbulent
energy of the jet, with twice the amount of energy behind the pylon as in the shear
layer on the opposite side. This effect was also noted by Hunter et al [93].
Furthermore, the pylon only affected the flow field within the first ten diameters of the
nozzle exit and “jump-started” the mixing process. He noted that the pylon induced
counter-rotating streamwise vortices which would explain the extra mixing effect
present near the nozzle exit. This resulted in higher turbulence and noise levels close
to the nozzle exit but a reduction downstream. The overall effect is, therefore, a

reduction in noise from the whole jet.

Acoustically, the change in the distribution of the turbulence within the jet will create
an azimuthal variation in the jet mixing noise. Figure 2.4.2 has been included to
remind the reader of how the azimuthal angle is defined relative to the pylon. The
increase in turbulence behind the pylon seen in the CFD simulations will cause an
increase in noise at ¢ = 0° while observers at ¢ = 180° will be shielded by the jet and

so see a noise reduction. This is similar to non-concentric jets [95].
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Lower bifurcation strut

FIGURE 2.4.2: Diagram of azimuthal angles relative to the blockage from the pylon.

The azimuthal variation in real jet geometries was noted by Viswanathan [18]. He
found that engine power, engine angle and aircraft speed altered the directivity of
noise. When the secondary stream was seen to dominate (i.e. when the area or
velocity ratios were high between the secondary and core flows), Viswanathan found
there was no azimuthal variation. However, when the velocity and area ratios were
low, there was an increase of around 3dB at low polar angles. In these conditions, the
primary flow would be the dominant noise source. When compared to an
axisymmetric jet, it was noted that the pylon reduced the noise at small polar angles
between 2 and 4dB while a 2dB increase was seen at higher polar angles. Therefore, it
is important not to view the pylon as simply a noise-reducing component as it
redistributes the noise. Similar trends were observed going in-flight, although the
absolute levels again changed with velocity and area ratios. This work highlights the
fact that the influence of the pylon on the mixing noise can vary drastically as the

geometry and operating conditions are changed.

Zaman [95,96] studied the impact of the pylon on static jets. He split his analysis into
two parts: one looking at the effect of the internal blockage of the pylon and the
second into the effect of the external pylon fairing. A substantial decrease, of around
5dB, was seen in the Overall Sound Pressure Level (OASPL) at the sideline and
fly-over positions at low polar angles when the internal blockage was included. There
was virtually no change in the forward arc. The external pylon was seen to have a
negligible impact on the results, possibly due to only static tests being carried out.
Zaman also found that changing the nozzle changed the impact of the internal pylon
on the far-field results. It was thought that the change in flow lines from straight in a

conical case to converging with an annular nozzle was the cause, however, further
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analysis was required to be certain. A noise reduction was generally seen at ¢ = 180°

and low polar angles.

Ilario [21] found that the modification of the flow field by the pylon caused an increase
in the attenuation of sources at ¢ = 90°. This was particularly strong for the
high-frequency noise at low angles outside of the cone of silence. An increase in noise
was seen at high polar angles at the sideline. Despite a high-frequency cut-off at 5kHz
due to starting the computational domain at the end of the pylon, Ilario showed that

his novel method predicted the mixing noise below this limit well.

As seen above, the amount of change in mixing noise introduced by the pylon is
subject to contention in the literature. Looking through more literature, Bhat [97]
reported that more noise was generated at the sideline position and in the rearward
arc. This was true for static and in-flight cases. Azimuthal variation of up to 3.5dB was
found. Similarly, White [20] found an increase at the sideline position by 1-1.5dB but a
decrease in peak Perceived Noise Level (PNL) by 1dB at the fly-over position. The
largest decrease in noise was found at low polar angles. The azimuthal variation that
Bhat and White saw was not seen, however, by Thomas [14] who found very little
azimuthal variation but did see that the pylon reduced the mixing noise by 1IEPNdB
overall. Another set of experimental data by Meloni [98] found that the pylon created

an increase in noise in the forward arc at the fly-over position.

Part of the reason for the variation in results could come from the different ways in
which authors report experimental results. It is not clear if Zaman and Thomas
corrected their results for the change in the flow area introduced by the pylon.
Therefore, it is difficult to discern if the change in noise is a geometric effect of the
pylon or simply due to a difference in flow area and thrust. Meloni acknowledges this
point but does not correct for it due to not being certain of the correct way of doing so.
On the other hand, Bhat accounted for this by producing geometries with the same
flow areas but different nozzle diameters. All the authors mentioned in this section
also present results in terms of frequency rather than a non-dimensional Strouhal
number. This makes the comparison between different authors’ results extremely
difficult as either one or neither of the axis of data have been corrected for flow area

variations.
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Despite the variations in how results are reported, it is thought that this will not
account for all the variations seen in results in the literature. The sensitivity of the
pylon to small changes, as suggested by Papamoschou [99], is dependent on the
repeatability of experimental test runs while the wear and tear or material

defects [100] may also play a part. Furthermore, Tam [101] suggested that the large
scales of turbulence, which have dimensions comparable to the mean flow, are
dependent on the specific flows generated by each geometry. Therefore, by the nature

of authors looking at different nozzles, a variety of results are generated.

More research is required to understand the change in the jet mixing noise caused by
the pylon blockage. The eventual goal is to be able to look at the change in mixing
noise in a closely installed case where Semiletov [102] noted that there was a large
increase in the turbulent kinetic energy due to the interaction of the pylon and wing.
The ability to predict the jet mixing noise of the installed jet will allow a more detailed
analysis of the more prominent jet surface interaction noise source for installed

geometries.

2.4.3 Jet-surface interaction and jet-surface reflection

Flight-stream Jet-Flap
e :
) . Interaction
Jet-Surface Reflections Flap
vzl
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i Change in Jet Mixing due to Pylon
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FIGURE 2.4.3: Diagram showing the geometry and acoustic sources around the
engine.

Much of the research over the past seventy years in aeroacoustics has focused on the
jet mixing noise of isolated jets. However, the solid surfaces close to the jet introduce
two additional noise sources; Jet-Surface Reflections (JSR) from the wing and

Jet-Surface Interaction (JSI). As the focus of this thesis is on the mixing noise of jets, a

summary of these noise sources and how they can be modelled will now be given.
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JSR is caused by waves being reflected off solid surfaces, like the wing and flaps,
before the wave is propagated to the far field. Given the shear layer width is small
under the wing, the high frequencies generated here are the most affected and so the
JSR is primarily a high-frequency effect. Looking at an example of an installed spectra
in Figure 2.4.4, one can see a constant increase in the installed spectra above the
isolated spectra at high frequency. This is due to the JSR. The increase is due to a
mirror-image source being created by the wing, and so there is a theoretical maximum
increase in noise of 3dB. The pylon will create some additional reflective noise,
primarily at the sideline, but this will be limited to higher frequencies than the
reflected noise from the wing. As the contribution of the reflections from the wing will
be most prevalent directly below the wing, where the public is, this is the primary
reflective source studied. Due to the simplicity of modelling reflections, most of the

research on installed jet noise has focused on the JSI noise source.

The JSI noise source is caused by the interaction of the near-field pressure fluctuations
interacting with solid surfaces. In the near-field of a jet, pressure fluctuations are
generated which decay exponentially. These fluctuations do not contribute strongly to
the isolated far-field mixing noise. However, when a surface with a sharp trailing edge
is introduced, these near-field pressure fluctuations can be scattered more efficiently to
produce a large contribution to noise at low frequencies. This can be seen in Figure
2.4.4. If the noise generated in this way comes from the flap rather than the wing, it is
called Jet-Flap Interaction (JFI) noise. Although the JSI noise source is not modelled
within this work, it is important to understand the influence of the JSI on installed
noise spectra. Lawrence [103] studied the effect of wing position on installed jet noise.
He varied the vertical, h, and horizontal, 1, distance to the wing trailing edge in a
parametric study, as defined in Figure 2.4.3. Lawrence found that decreasing h led to
an increase in the peak amplitude and frequency of the JSI noise. However, up to 15dB
variation in noise was seen in the JSI when | was varied. Although the absolute levels
of JSR noise were found to be dependent on the wing position, especially the

horizontal distance 1, it was found to be independent of jet Mach number.
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FIGURE 2.4.4: Installed jet noise spectrum at § = 90° (Diagram from Lawrence [103]).

Early work on installation noise was carried out by Curle [45] and

Ffowcs-Williams [46]. Curle extended Lighthill’s analogy to show that a stationary
solid boundary acts on the flow to cause a dipole term to arise in addition to the
quadrupole jet mixing noise term. The dipole term becomes increasingly important as
the jet velocity decreases. The acoustic power of these dipoles was found to vary as U]6
whereas the mixing noise from isolated jet varies as U?. Ffowcs-Williams extended
Curle’s work to account for the flight-stream past the solid surface. Later on,

Amiet [104] used the pressure on the surface of an airfoil to derive a method for
scattering the dipole noise source from the trailing edge. The work by these three
authors forms the basis for much of the work on simulating the JSI noise source. A
few of these noise models for the JSI noise source will now be reviewed. The point of
including these is to make the reader aware that the JSI can be modelled, rather than

an in-depth study of the literature.

Using ray theory, McLaughlin [58] studied the installation effects of jets by modelling
the wing as a flat plate. His model included a semi-empirical blockage model to deal
with refractions of noise in hot jets caused by the temperature and velocity gradients.
Although accurate predictions could be made on the cases studied, due to the
semi-empirical nature of the model, there was some doubt over its applicability to
other geometries. Lyu [105] proposed a semi-analytical model for installed jet noise
which combined Lighthill’s Acoustic Analogy for modelling the quadrupole mixing

noise sources and a trailing edge scattering using Amiet’s approach. The effects of the
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mean flow refraction on the installed jet were not taken into account, so Lyu’s model
was only accurate at § = 90°. Good agreement was found with the isolated and
installed results at & = 90°. Lyu demonstrated the low-frequency enhancement that
the jet-flap scattering introduces to the noise spectrum was predicted well by his
model. Building on Lyu’s work, Dawson [106] used near-field experimental data to
predict the far-field JSI of in-flight installed model jets. Good agreement between the
model and experimental data up to a flight Mach number of 0.2. Dawson’s model was
also seen to account for the decrease in JSI seen as 6 increased. However, a consistent
under-prediction of the high-frequency noise was seen in the forward arc as the JSR

noise source was not modelled.

The literature reviewed in this section has shown that numerical models exist which
can be used to predict the individual noise sources of the jet mixing and the JSI. It is
assumed that each noise source is independent of the others. Within the literature,
there are a variety of models available for each noise source which differ in the
assumptions that have been used to derive them. Although isolated axisymmetric jets
are well understood, the variation in reported results for isolated asymmetric jets
would suggest a change in the underlying physics. More work is, therefore, needed to
understand how current models need to be adapted to predict isolated asymmetric
jets. As the pylon will affect the flow, and therefore noise, generated close to the wing,
it is important to be able to understand and then model this. This is the focus of the

work in this thesis.

2.5 Summary of chapter

In this chapter:

¢ The background to turbulence and how fluid flows are modelled have been

outlined.
¢ The structure of jets has been described.
¢ The fundamental equations for modelling the acoustics of jets have been derived.

¢ A literature review of jet mixing noise modelling, the change in the mixing noise

with the introduction of the pylon, JSI and JSR noise sources has been conducted.
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Chapter 3

LRT Methodology

The work in this thesis is a continuation of work done by Ilario [21] and Rosa [107].
Ilario [21] developed a hybrid method called Lighthill’s analogy with Ray Tracing
(LRT). It relies on a CFD RANS calculation to work out the mean flow physics and
then the acoustic field is calculated separately. This method was then extended by
Rosa [107] to include the thermodynamic effect of heated jets by separating the
momentum and enthalpy terms. In this current work, the enthalpy term has been

neglected as analysis is only being undertaken on cold jets.
Within the LRT method, several assumptions are made and are outlined below.

¢ An infinite flight-stream is assumed to exist between where a ray exits the

acoustic domain and the far field.

* When My > 0, the free-stream flow is in the same direction as the jet stream (i.e.
the aircraft is moving forward) and is parallel to the jet axis (i.e. the angle of

attack (AOA) of the engine is 0°).

* Jet mixing noise and jet surface reflective noise are the only noise sources that
are modelled. Other noise sources may be present (e.g., vortex shedding or jet

surface interaction) in experimental data, but are not modelled.
¢ There is no noise generated inside the nozzle.

For reference, the co-ordinate system used in this thesis is repeated below. It should be

noted that 0 <# < mand 0 < ¢ < 27
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FIGURE 3.0.1: Diagram showing the co-ordinate system used. The jet axis is aligned
with the x; axis.
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3.1 Mathematical modelling

3.1.1 Numerical procedure

An overview of the methodology of LRT can be seen in the block diagram in Figure
3.1.1. The geometry is exported into a software called Pointwise used to produce the
CFD mesh before it is run using ANSYS Fluent. After the CFD simulation has
converged, an orthogonal grid with constant spacing is generated. The CFD data are
interpolated onto this orthogonal grid. Acoustic source points are generated from
which the ray tracing is performed. The ray tracing code used in this thesis has been
developed previously at the University of Southampton. With the results of the ray
tracing, the source equation that will be derived in Section 3.1.4 is used to calculate the

Sound Pressure Level (SPL). More detail on each of these steps will now be given in

this chapter.
Geometry: CFD Mesh generation: CFD calculation:
Solidworks Pointwise ANSYS Fluent
Acoustic grid generation code:
Matlab
Results: Ray tracing code: Source generation code: I
Matlab Fortran Fortran

FIGURE 3.1.1: Work flow of the LRT method.
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3.1.2 CFD model

This section describes the CFD setup for each of the geometries that have been studied
in this thesis. CFD meshes have been generated using Pointwise V18.4. In all
simulations, ANSYS Fluent 19.1 has been used to calculate the mean flow data. The
CFD model has a domain size of 50 x 20 x 20D; downstream of the nozzle exit. It was
found that an extra-long section (10Dj) of the nozzle was needed before the nozzle
exit for a turbulent boundary layer at the nozzle exit to be achieved. As most of the
mixing noise is generated within the first 20D;, the domain is sufficiently large to

capture most of the mixing noise.

Details of the CFD meshes and their quality can be found below in Table 3.1. The
average aspect ratio and maximum centroid skewness values have been collected
from the structured parts of the meshes only. Some of the meshes in Table 3.1 have an
average y' ~ 1, while others have a y* & 35. The meshes with a y™ ~ 1 were made
by a consultant to the ISVR and were designed so that LES could be run on them if it
was thought necessary. These fine meshes used a structured grid within the jet and an
unstructured grid outside of this to help reduce the mesh size. This is the reason for

the coarse mesh for the annular nozzle having more grid points than the fine mesh.

To reduce the complexity of the mesh in the annular nozzle, the three internal struts
that hold the bullet in place were removed. As the struts are thin and aerodynamically
shaped, it was thought that their impact on the flow field would be minimal. Part of

the mesh for the annular nozzle can be seen in Figure 3.1.2.

FIGURE 3.1.2: Diagram of the CFD domain inside the annular nozzle (left) and at the
nozzle exit (right) in the x1-x3 plane

Although the use of structured grids enables fast run times for simulation, the
complex geometry of asymmetric nozzles means that this is a time-consuming process
to generate the mesh. The solution is to use an unstructured region of mesh around

complex geometric features. Dippold [108] studied the impact of unstructured grids
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on jet plume development. He discovered that structured grids in the jet plume more

accurately predicted the velocity and turbulence profiles than unstructured grids.

Geometry Average Cell count Average Max centroid skewness
yt (million)  Aspect ratio (Majority<0.8)
Conical 35 17.7 3.7 0.44
Isolated Annular
35 22.4 7.3 0.68
(coarse)
Isolated Annular
1 18.4 9.62 0.47
(fine)
5% Internally
35 15.8 44 0.45
Blocked
10% Internally
35 16.7 3.27 0.76
Blocked
10% Externally
1 245 9.80 0.77
Blocked
20% Internally
35 15.0 3.49 0.34
Blocked
Installed Annular 35 30.7 7.53 047
Jet-pylon-wing 1 27.5 9.1 0.77

TABLE 3.1: CFD mesh size and quality.

FIGURE 3.1.3: Diagram of the CFD domain of the 10% internally blocked nozzle in
the x;-x3 plane.

Unstructured grids could be used outside the jet plume to enable a reduction in the
computational cost of the simulations without loss of accuracy. Unstructured grids in

the jet plume led to an under-prediction of the thrust and momentum of the jet, even if
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the mesh was significantly refined. Therefore, in this thesis, an unstructured grid has
been used inside the asymmetric geometries while a structured grid is used externally.
An example grid near the nozzle exit of the 10% internally blocked nozzle can be seen

in Figure 3.1.3.

Having generated the above meshes, the flow solution could then be calculated.
ANSYS Fluent 2019 was used as the CFD solver. A density-based solver, with a k-e
turbulence model employing the coefficients found by Thies and Tam [25], was used.
Thies and Tam found that by changing the model coefficients within the k-e model, a
better agreement could be found between CFD simulations and experimental data.
More detail on this will be given in Chapter 4. Second-order schemes were used to
model the flow, kinetic energy, and dissipation rate. The pressure at the nozzle inlet
was matched to that set in the experiment to achieve the correct acoustic Mach
number (M) at the nozzle exit. Two acoustic Mach numbers are studied in this thesis,
M;j = 0.6 and 0.8, which give a Reynolds number (Re = %) of 0.56 and 0.74 x 10°.
This is where p is the density of the fluid, U; is the maximum velocity in the jet, D is

the jet diameter and y is the dynamic viscosity. Therefore, the jets are fully turbulent.

The pressure values at the flight-stream inlet boundary condition were found using
the isentropic flow relations and a small temperature difference of 2K between the jet
and the free-stream inlets was used. To help with convergence, a small flight-stream
Mach number (My = 0.005) was applied at the free-stream boundary of the CFD
domain for any static cases reported in this thesis. All CFD simulations were run until
the residuals were reduced by at least two orders of magnitude and when no change

was observed in the velocity and TKE profiles.

3.1.3 Acoustic grid and source generation

Having determined the flow field of a particular simulation condition, the impact of
the flow on the propagation of sound needs to be determined using a ray-tracing code.
The ray-tracing code requires an orthogonal mesh and given that the CFD mesh is not
orthogonal, an interpolation onto a new grid was needed using a Matlab script. For
the simulations in this thesis, a grid of 400 x 161 x 161 grid points was used over a
domain of 40 x 12.5 x 12.5 jet diameters (Dj) from the nozzle exit. The odd number of
grid points in the x; and x3 directions means that there is a grid point on the centre line

of the jet. This gives a frequency range that the grid can capture up to 0.425-42.5kHz
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which is within the 0.4-40kHz limit of the experimental data. A constant grid spacing
was used in each direction. This was to speed up the ray-tracing calculation as the

distances between grid points do not need to be calculated at each ray tracing step.

The final input needed for the ray-tracing code is the position of the acoustic source
points from which rays will be released. Sources are distributed in radial rings down
the jet based on the RANS data and concentrated within the shear layer. An example
source distribution can be seen below in Figures 3.1.4 and 3.1.5. Here, 6,636 sources
are distributed within the jet plume, whereas Ilario used 1700 in [84]. The original
code distributed the first two rings of sources at 0.01 and 2D; downstream from the
nozzle exit. It was thought that this spacing was too big and so would not be able to
capture changes in the flow field close to the nozzle exit, especially for asymmetric
geometries. Source planes are now spread axially downstream based on a growth rate
of 1.1 times the distance between the previous planes as far as 25D; downstream of
the nozzle exit. The first ring of sources is placed 0.01D; from the nozzle exit. Some of
the geometries studied in this thesis contain a centre-body “bullet” or pylon that
protrudes into the acoustic domain. Any sources located inside the solid surfaces are,

therefore, removed.
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FIGURE 3.1.4: Sources are distributed down the jet and are concentrated in the shear
layer.

The interpolated CFD data and the source positions are then used as the input to the
ray-tracing code following the method shown by Pierce [60]. 655, 000 rays are released

from each source and traced to the far field where they are collected in bins. These
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FIGURE 3.1.5: 1% ring of sources.

bins are formed from a geodesic sphere consisting of 10,200 faces. The number of rays
that are traced to each bin allows the flow factor ® - a measure of flow-acoustic
refraction - to be calculated. The source equation, which will be derived in Section
3.1.4, can then be used to compute the SPL as a function of frequency. Data is

calculated for a Strouhal number range of 0.08-8.

3.1.4 Source equation of LRT

The LRT source equation is derived from Lighthill’s equation. This section follows the
derivation by Azarpeyvand [68] and is reproduced below. Starting from Lighthill’s
equation, the steps found previously between Equations 2.3.8 and 2.3.11 are used. For

convenience, Equation 2.3.11 is repeated below.

1 xix; azTi]'

3
PRl W (y,7) d’y (3.1.1)

p/(X/T) =

where x and y are the observer and source locations, respectively, r is the distance
from the source to the observer given by r = |x — y|, ¢ is the speed of sound in the far
field, V is the volume of the jet, T is the retarded time and T}; is Lighthill’s stress tensor.

Any bold terms denote vector quantities.

The intensity in the far field, I, assuming spherical spreading, is then given by
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I(x,t) = MP "(x,T)p' (x, t +T)

1 X; x]xkxl

By 3
167r2p0c0 x0 //a 7 Tij (ya, T)Ti(ys, t + 7) d°yad’ys

1 xlx]xkxl// i
i M, - dyad 3.1.2
167r2p0c X2 oTe ]kl(YA n T"’ ) yaan ( )

where py is the density in the far field, X is the position of the wavefront, # is the
separation distance in the moving reference frame between two source locations, ya

and yg, and the over-bar represents a time-averaged quantity. Furthermore,

X
Rij(ya, 1, T+ ;%) = Tij(ya, T) T (ya +1,t + 1) (3.1.3)

where R;j is Lighthill’s stress correlation function in a frame of reference that moves
with the eddy. This has used a transformation of coordinates with the expression
77 = yB — ya. Taking the Fourier transform to convert into frequency space, Equation

3.1.2 becomes

N I—[ijkl o gt n IW(T,X.l)
I(x,w) = 167T2p()c(5,1'2/008774/yA/R”kl(yA'”'T+ ;a) o) dydyadt (3.1.4)

where i = v/—1, w is the angular frequency and directivity of the jet is given by

1]kl(9 (P)

1 /27 xjxixx
/ RSy (3.1.5)

27 x4
While I'1;3; is a tensor, it has been shown by Khavaran [48] and Ilario [21] that the
directivity of an axisymmetric jet can be linked to the intensity along the jet axis, Ry111.
Each of the tensor components can be represented as a multiple of the Ryq11. This is
detailed in Appendix A.1. Thus, IT;j; becomes a scalar component and the indices will
be dropped hereafter. Equation 3.1.5 includes a integral over ¢ which is not present in

the previous steps. This is due to the fact that Equation 3.1.2 is valid for any single
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.® Observer

FIGURE 3.1.6: Transformation of co-ordinate frames. Diagram adapted from [68].

point in space but one is interested in a range of angles in the far field and so an

additional integration over space is carried out.

So far, the noise produced by an eddy in the moving frame of reference has been
considered. To transform into the static laboratory coordinate system, the following

equation will be used

Gi=1ni—UcT (3.1.6)

where {; is the separation in the static laboratory coordinate system, U, = [u; 00] and
u; is the axial velocity. Equation 3.1.6 allows for the convection of the eddy by the
mean flow to be accounted for. It is assumed, here, that the axial component of
velocity is much larger than the transverse components, thus the jet can be considered

to be parallel. Using Equation 3.1.6, Equation 3.1.4 becomes

IT o gt

I(x,w)=———— —
(o) 1671200c3r2D3 J—co OT*

i % Gi
/ /R?;kl(yAlgilT)elw((l—MCcose)r_;.%) déidyAdT
ya J6i
(3.1.7)

le']?kl is Rjj in the static frame and so the eddy is moving relative to this reference

frame. The Doppler factor, Dr, is defined by
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Dr = (1 — M, cos0) (3.1.8)

where 6 is the observer polar angle to the jet axis and the convective Mach number,

M., is given by Ilario [84] as

1 uq 1 U]
M= (=) +5(Z 3.1.9
‘ Clocal - 3 ( o ) ( )
where ¢y, is the local speed of sound and Uj is the maximum velocity of the jet.
Equation 3.1.9 is not a unique solution of how the convected Mach number can be
modelled. Different variations of Equation 3.1.9 are present within the literature

(e.g. [21,52]) but causes very little difference in the final far-field noise predictions.

Since one can swap the order of elements of multiplication, the integration over time

in Equation 3.1.7 can be written as

© o* — _x&
[w Rg?kl(yAICi/T)we w((l MCCOSB)'( X CO) dT

0 % G

= w!(1 = Mecoso)* [ Riy(ya, G r)e MO0 g

~ 0 /_m R (ya, G, 7)< T MT0G) g (3.1.10)

where () is the convected angular frequency and is given by

Q= 27Tf\/(1 — Mccost)? + (WIC{:S)Z (3.1.11)
Here k is the turbulent kinetic energy and vy is an empirical constant that needs to be
determined experimentally. Ilario [84] reported that v = 0.5. This definition of the
convected frequency allows for a numerically stable solution to be obtained when
M, — 1 at the sonic condition. The -y term is much smaller than the (1 — M, cos 9)2
term (O[1 x 1073 compared to O(1) ). Therefore, the overall value of Q will not
change significantly with this additional term. The definition for D will be updated
from Equation 3.1.8 to
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K05+ 2
Dy — \/(1 — Mccosf)? + (VT) (3.1.12)
0

Using the result of Equation 3.1.10, Equation 3.1.7 becomes

ot oo iw((1—Mecosd)T—%- i)
I(x,w) = 167T2po(381’2D15c/00 /YA /Cf R?;kl(YA,gi,T)e o) dZ;dyadt
(3.1.13)

To continue, an accurate model of R is required. It has been shown in Appendix A.1
that the largest contribution to jet noise comes from the axial component, i.e. the RY;
term. If one assumes the length and time separations can be modelled using Gaussian

curves, RYj;; can take the form

—52 w2 _((faUety2, (Gay\2 (32
R (y, Gy 1) = puZ e (& e (G5 (3.1.14)
Li, Ly and L3 are the length scales of the eddy along each of the direction axes, 171 is
the average turbulent fluctuations in the x; direction and 7; is the time scale at the
source. Equation 3.1.14 is not a unique way of modelling how turbulence behaves in

space and time. A number of other functions are listed by Azarpeyvand [68].

For the integration to be carried out in Equation 3.1.13, the following co-ordinate

transformation for the convected eddy, as given by Azarpeyvand [68], is used

x| »

“ i = {1 €080, + Co8in by, COS Prel — {3 8in 6, sin Prel (3.1.15)

where 0,,; and ¢, are the relative polar and azimuthal angles of the randomly
orientated eddies. The % - {; term accounts for the difference in retarded time from one
side of the eddy to the other as pointed out by Goldstein [47]. Goldstein explains that
this difference in time will be much less than the decay time of the eddy for subsonic
jets and so ignores this difference. If this approach is taken, the integration of Equation
3.1.13 will reduce to the LRT source equation found by Ilario [21]. In this derivation,

the difference in time across the eddy will be accounted for.
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Although the inclusion of the relative polar and azimuthal angles is a more accurate
description of the physics, it does present issues with how to carry out the integration
of Equation 3.1.13. To solve this, one needs to consider what is happening during the
integration steps. If one considers a single randomly orientated eddy or point in
space, as one integrates over time, that eddy or point in space will exhibit a uniform
directivity. In other words, there is no preferred directivity. Therefore, any terms

which include relative angles will tend to zero during an integration over time.

When considering the integration over space (i.e. the jet volume), one needs to
consider the energy that a far-field observer is receiving. When one of the lobes of the
quadrupole is aligned with the mean path that the rays take to reach an observer in
the far field, that quadrupole will contribute the most to the overall noise for the
observer. The angle of the lobe to the horizontal will tend to the global polar or
azimuthal angle in the far field. Therefore, during the integration over space, the

relative angle can be replaced with the global equivalent.

Combining Equations 3.1.13, 3.1.14 and 3.1.15, the integration can be carried out using

the general result for the integration of an arbitrary Gaussian function of

/w exp(—a(x +b)?) dx = \/f (3.1.16)

Due to the complexity of each integration, the integrations over {; and T are shown

separately below, starting with ;.

2 _2Uctgy +Uc272

7(§172) — (1% 08 6,4101)
/e L1 e ) rel61 dC]
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=e¢ 1 e 1 dcy
U 2.2 1 L iwcos 0,1 —2UccT
VSR (gl 20T
= e U dél
Ucsz L2iw cos 6, —2UccqT L2iw cos 6,4 —2UccqT

L Ziw cos 0, — zuccor))Z L(L%iwcos(J,deUccOT)z
2¢q eL% 2¢cq
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The integration of {, is much simpler than that of {; and is written as

/6(2%53 (lw ¢ SinOrer COS(Prez)éz)dgz

[ iwld ) 1 w3
- g (€2+ 25 sin 0,,; cos ‘Prel) - g ( ZCO sin 6, cos (Prel dé
= e L 2
[ iwl2 . L .
- L]T (€2+ 2502 sm Grel Ccos (Prel )2 + ( ZTOZ s 97[’1 cos ¢rel)2i|
= [e 22 i,
- _i(é +iWL% 5in 0,1 COS Py ) wly 2
_ e | L% 27 3¢, rel rel e ( ﬂ sin 0,,; cos Prel ) dCz
= Ly/re (5 sinfcosg)? (3.1.18)

A similar procedure to the integration of {; takes place for {3 and gives

dgs

g/ (T sinbsing)? (3.1.19)

/ _(L%gg (Osmemsm(l?rez)gs)
e 3

When considering the integration over 7, the second exponential in Equation 3.1.17

needs to be included. The integration becomes

1 Uciwcos b,
—(Z T —iwDpT+—7 14T
/E (Tsz F ) )d’f

( Uciw‘rsz cos9 ol — leFTS c

CO )}dT

Uciw'rs2 cos 0, 7ia)DFT52L‘0 )27 ( Uciu)'rs2 cos grelfi‘”DFTSZCO )2

— /e T
,L
_/ S2 2¢q 2¢q dT

222
w"DETs

T~ 4 (3.1.20)

Combining Equations 3.1.17, 3.1.18, 3.1.19 and 3.1.20 together, and if L, = L3, gives

sz% cos2 6+w? L% sinZ 0 cos? (/)erZL% sin? 0 sin? ¢

) w22
4

- 2 _
Lq L%TS e 4 e
w212 cos? 0+w? 12 sin? §(cos? zp+sin2 ¢)
) 5 = 1 2462 ) 2D2:2
= LiL5tt%e 0 e

w? L% (c052 0+A2 sin? 0) ) W2D222

= L%Azrsnzei( i et (3.1.21)
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where the ratio of length scales, A, is defined as

A= L (3.1.22)
Ly
Substituting Equation 3.1.21 back into Equation 3.1.13 gives
szz(cos29+AZSin29) 5 92 9
pOQ4H / 3 A2 7’22 B ' 4c2 e DFTS 3
I(x,w) = ———+% LiA“Tur e 0 e+ d 3.1.23
() 1632D3 Jy, 10 M ya (8.1:23)

Equation 3.1.23 reduces to that found by Azarpeyvand [68] if one assumes that the

flow is isotropic.

Until now, the effects of refraction have been neglected. Equation 3.1.23 can be

multiplied by the flow factor, ®, to incorporate this effect. The flow factor is given by

IA
D(x,y) = — (3.1.24)

Ifree field

where [iet and Ifec fielq are the intensities of the source seen by an observer in the far
tield when the jet is present and when there is just a free field, respectively. Therefore,
the flow factor includes both the effects of refraction and reflection. Furthermore, no
assumptions are made as to whether the jet is symmetric or in-flight. This term is
evaluated by using the results from the ray-tracing calculation. Further details of this

can be found in Appendix A.2.

To proceed with the source model derivation, the distribution of turbulent energy

when an eddy is stretched (i.e. the anisotropy) must be considered. It is assumed that
the turbulence in the transverse directions is equal (i.e. u’22 = u’32). This allows the

turbulence ratio between the longitudinal and transverse directions, 8, to be defined as

u’22
/

Uy

Thus turbulent kinetic energy, k, is now defined as

1 SR PR JR—
k= > (uﬁz + u’22 + ugz)
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_ u?(% ~5) (3.1.26)

Substituting Equation 3.1.26 into Equation 3.1.23 gives

szz(c0529+A251n29) 222
WO e : P g
I(x,w) = ————+ LTk D(x, e K e” % d’ya
( ) 16C87’2D15; Va 1°ts ( Y)(g_lg) y
(3.1.27)
The axial length, L;, and time, T;, scales of an eddy are given by
3
122
Ly =¢
ki (3.1.28)
- Cl 3 .d.
(3 —B)2
2
s
€
k
= (3.1.29)
e(3 - B)

where ¢; and ¢; are the length and time calibration constants, € is the turbulent
dissipation rate and L, is the integral length scale of the eddy in the direction of the jet
axis. As the integral scales contain most of the energy in the flow, this is a good
approximation to make when looking at the jet mixing noise. L; can now be written in

terms of 7; and the result substituted into Equation 3.1.27 to give

w212 (cos? 9+A2 sin? 6)

S

723 0 e 4 d ya
2

4 3

00 II 7C

I(x,w) = ,05725/ k> %Q(X/Y)
16cgr=Dy Jya for

(3.1.30)
A new time scale was found by Azarpeyvand [109], called the Turbulent Energy
Transfer (TET) time scale. This is shown in Equation 3.1.31. 7 is the time scale (or
lifetime) of the largest eddies, which is linked to their size. The ratio lLTl,r where Dy is
the jet diameter, shows how large an eddy is relative to the shear layer width, which
scales with nozzle diameter. High-frequency eddies generated near the nozzle exit,

where the shear layer is the thinnest, will see a higher shear rate and so will have a
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shorter lifetime. Azarpeyvand showed that using this definition for 7" yields an

improved prediction compared to experimental data.

T = TS<Ll>§ (3.1.31)

Replacing 7; with 7, Equation 3.1.30 is written in terms of the Power Spectral Density

(PSD), P, to give the final source equation as

w? Lz(cos2 0+A2 sin? 0) «
PRI 4] G A e ek g
P(X,(U) = L4015 T k2¢(x,y)*377€ 0 e 4 d ya
16cyr=Dy Jya cy (% —B)2

(3.1.32)

Equation 3.1.32 is the final source equation used within the LRT acoustic model. From
this equation, several different physical effects can be seen. The anisotropy that is

a A;) - term. This will be discussed in
3-p)2

more detail in Section 4.3.3. It is worth noting that the minimal value of 3 — Bis 1 and

induced by the shear layer is present in the

so the PSD is always a finite value. The decay rate of each frequency is dependent on
the values of the two exponentials, as seen in Figure 3.1.7. Within Figure 3.1.7, the

Strouhal number, which is a non-dimensional frequency, is defined as
fD;
t=—= 1.
S 0 (3.1.33)
where f is the frequency, D; is the jet diameter and U] is the maximum jet velocity.

The first exponential in Equation 3.1.32 can be thought of as a source compactness

term. This is because “’C—gl = 27§\L1 , with A being the wavelength of noise produced by

an eddy. If L1 < A, then the first exponential will tend to one. This term, therefore,
only becomes relevant when the source is non-compact (i.e. L; > A). The compactness
term is multiplied by a directivity factor based on the anisotropy of the eddy

(cos? 6 + A?sin?6). A tells us how stretched an eddy is due to the shear force exerted
on it. The stretching of eddies (a decrease in A) will result in the source compactness

term being relevant for a larger proportion of the flow field.
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FIGURE 3.1.7: Variation in the exponential terms with frequency along the lip-line of
the static conical nozzle studied in Chapter 4 at M; = 0.6, 6 = 90° and assuming
isotropic turbulence.

The second exponential determines the decay rate based on an eddies life span and
how it is being convected. The larger the eddy is, the longer the life span will be and
hence the slower it will decay by this exponential. This term will be the dominant
factor for most frequencies when the source can be considered non-compact and so

the first exponential will have little effect, as seen in Figure 3.1.7.

It should be noted that both exponentials are dependent on the frequency of the eddy
in the moving frame, w, rather than the convected wavelength that an observer sees,
Q). There are two effects that need to be separated here. Although the frequency that is
observed at different locations will change due to the Doppler effect, eddies decay
based on their local shear rates. The D> term accounts for the variation in observed
frequency, while the exponentials model the change based on the local shear rates.
These shear rates are represented by the relationships between k and € in the length

and time scales.

The source equation (Equation 3.1.32) gives the PSD for a jet. Results in this thesis are
presented in terms of an SPL. To convert the PSD into an SPL, the bandwidth (which is

100Hz) needs to be accounted for by using the following formula

SPL = PSD + 10log(bandwidth) (3.1.34)
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The acoustic model requires calibration using the two constants, c; and ¢;, which
correspond to the length and time scale calibration constants. These are empirical
constants which allow the average energy found at a point in space to be linked to a
particular frequency. Given that this average energy is a sum across all frequencies,
the calibration constants allow the specific energy per frequency to be recovered. It
should be noted that the calibration constants are dependent on the choice of
functions used to model the stress correlation factor, R;jx;, and so the values of these

constants cannot be compared between authors with different models.

The experimental data at § = 90° is often used to calibrate prediction models. This is
the simplest case to analyse as the convection and refraction effects from the jet are
negligible at this angle. To calibrate the LRT model, the static conical nozzle described
in Chapter 4 at Mj = 0.6 is used. The first step is to select whether an isotropic or
anisotropic turbulence model is being used. This will be discussed in more detail at
the end of Chapter 4. Next, the peak frequency is matched by changing the time scale
calibration constant ¢;. Once the peak frequency is matched, the final step is to match
the peak amplitude by adjusting the length scale calibration constant, ¢;. Minor
adjustments may be needed to c; as ¢; also has an impact on the frequency response.

For an isotropic turbulence model, this procedure gives ¢; = 0.43 and ¢; = 0.8.

The effect of changing the values of the calibration constants is highlighted in Figure
3.1.8 where the calibration constants have been independently increased by 0.1 from
their isotropic values. This increase in ¢; leads to a 2.7dB increase in noise but a
decrease in the peak frequency by 200Hz while the increase in ¢; leads to a decrease in
noise level by 1.5dB and a decrease in peak frequency by 200Hz. There is no noticeable
change in the shape of the curves when the calibration constants are changed. Due to
the opposite directions that the magnitude of noise moves when the calibration
constants are increased, it is easy to see how multiple pairs of constants could provide

the same prediction. This will be discussed in more detail in Section 4.3.2.

The derivation of the LRT source model in this thesis is different to the one originally
proposed by Ilario [21] as the new source equation in Equation 3.1.32 has the source
compactness exponential. The difference that including this term has on predictions is
illustrated in Figure 3.1.9. Here, no difference is seen at very low frequencies, but

above St = 0.5, the old model starts to over-predict the high-frequency noise. By
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FIGURE 3.1.8: Variation in the SPL values as the calibration constants are changed
individually by 0.1 for the static conical nozzle studied in Chapter 4 at M; = 0.6 and

0 = 90° from their isotropic values.
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FIGURE 3.1.9: Comparison of the old and new LRT models for the static conical
nozzle studied in Chapter 4 at Mj = 0.6 and 6 = 90°. The new model has an
additional decay rate due to the source compactness.

St = 7.8, there is a 1.2dB over-prediction while the new model matches the
experimental data well. Therefore, the inclusion of the source compactness term
allows for the fall-off at high frequency to be better modelled and for a more accurate

prediction to be made.
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3.2 Experimental set-up

Although experimental results are presented in the following results chapters, the
author did not take part in this work. However, an overview of the experimental

set-up and data acquisition is given below.

The experimental data was generated using the Flight Jet Rig (FJR) in the Doak
Laboratory, at the University of Southampton. Full details of the rig and measurement
data uncertainty are outlined by Proenca [53,110-112]. The Doak Laboratory is an
anechoic chamber, approximately 15m-long, 7m-wide and 5m-high. The laboratory is
fully anechoic down to 400Hz. A high-pressure reservoir supplies the flow through
the nozzle. An upright labyrinth silencer plenum ensures that the flow is quiet and
has a uniform pressure distribution. The FJR can support in-flight isolated and
installed jet testing at flight-stream Mach numbers (M) in the range of 0.05 to 0.3. The
laboratory setup can be seen in Figure 3.2.1 and 3.2.2. Although the Doak laboratory is
capable of running the flight-stream at M = 0.3, it was found that noise from the
finite flight-stream mixing with the ambient air contaminated experimental data when
% < 3, where M; is the acoustic jet Mach number. This led to a large increase in noise

at low frequencies and so analysis has been limited to My = 0.2 in this thesis.

The acoustic jet Mach number is defined as

My = u?;x (3.2.1)

where 11,4y is the maximum velocity in the jet and ¢y is the speed of sound in the far

field.

Aerodynamic data were recorded using a constant temperature anemometry
single-component, single-point hot-wire probe. The probe measured the
instantaneous resultant velocity field. For the far-field acoustic measurements, both
azimuthal and fly-over arrays were used to gather the data. The fly-over array was
situated 58D above the nozzle. 1/4-inch GRAS Type 40BF condenser microphones
with B&K Falcon Type 2670 pre-amplifiers were used on both arrays. A 24-bit
National Instruments PCI-4472 dynamic signal acquisition system was used to sample

the data at 100kHz. The data was passed through a low-pass filter set at 40kHz to
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FIGURE 3.2.1: Experimental set-up of the Doak laboratory, University of
Southampton.

avoid any aliasing effects. For the conical nozzle at M; = 0.6 studied in Chapter 4, this

gives a Strouhal number range of 0.08-8.
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FIGURE 3.2.2: Experimental set-up of the Doak laboratory when looking at an
installed case.

The experimental acoustic data taken in the Doak laboratory has had several
corrections applied to it. Firstly, the data has been corrected for any background noise
on the day of the experiment. When looking at in-flight cases, corrections have been
made for the refraction of the shear layer of the finite flight-stream. Finally, the
Doppler shift due to the convection of sound has also been accounted for. It should be

noted that the experimental data used has an error of £0.25dB. Therefore, it is
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important when looking at small changes in noise from experiments and predictions

to take this into account.

3.3 Summary of chapter

In this chapter:

* The numerical implementation of the LRT method has been described and the

assumptions and limitations of the method are outlined.

¢ The source equation used in the LRT acoustic model is derived from Lighthill’s
equation and includes the anisotropy of the turbulence and the compactness of

the source. The final equations are as follows:

2041_:[ 3 2 _ (UZL%(COSZ 0+A2 sin2 0) w2p2 75*2
P(x,w) = %4725/ Ts*4k%q>(x,y)c—é A e 4 e+ dlya
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1 =0 3 0.
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L e 3.3.6
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2 3.7
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p=1-2 (3.3.8)
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N e il 3.3.10
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Further details on ®(x,y) and IT can be found in Appendix A.1 and A.2, respectively.
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Chapter 4

Method Validation

In previous chapters, the issue of jet noise has been explained and the background to
how simulation techniques have been used to help mitigate noise has been explored.
A method called LRT has then been explained and is being developed to understand
how the asymmetric nature of jet flows affects the mixing noise produced. In this
chapter, a simple round nozzle has been analysed to gain confidence with the method
and to allow for the sensitivities of the model to be investigated. This nozzle has a
40mm diameter (D;) with a 2.5° convergence angle («) as shown in Figure 4.0.1. The
nozzle has been run at different acoustic jet, M, and flight, M r Mach numbers as seen
in Table 4.1. These cases have been selected as they are representative of jet speeds at

take-off, when the noise problem will be greatest for those around the airport.

FIGURE 4.0.1: Conical nozzle geometry.

M; My
0.6 and 0.8 0.0 — 0.2 (0.1 intervals)

TABLE 4.1: Cases simulated for the conical nozzle.
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4.1 CFD results

The first question to ask is which turbulence model should be used for predicting the
flow of jets. Within the literature shown in Chapter 2, the k-¢ turbulence model is the
most commonly used and so this turbulence model has been primarily used in this
work. The sensitivity of the CFD results to the turbulence model will be investigated
in more detail in Section 4.3.4. For now, the degree to which the CFD profiles match

experimental data will provide evidence for the choice of turbulence model.

One of the sources of error that occurs with the k-e RANS models of jets is the
over-prediction of the potential core length, L, as seen in [75,113,114]. This means
that the physical location of the maximum turbulence, which occurs just after the end
of the potential core, is different between the experiment and the simulation. Previous
work [107] has shown that normalising by the potential core length allows the isolated
CFD results to collapse. For isolated jets, this difference in potential core length will
not cause much difference in the far-field mixing noise as the difference in position
and angle is negligible in the far field. However, for an installed case, the flow field
will be affected by the presence of solid bodies around the jet and the relative position
of the acoustic sources compared to the surface will clearly also be important for the

reflected mixing noise problem.

Thies and Tam [25] looked into the over-prediction of the potential core and found
that the error arises from the assumptions used to derive the k-e turbulence model.
When the model was first proposed, it was assumed that the characteristics of
turbulence were universal. The early applications of the k-¢ model were on turbulent
boundary layers and plane shear flows rather than spreading jets. It has since been
realised that, as the large-scale turbulent structures are of the same order of magnitude
as the flow field, they are dependent on the geometry being studied. Fine-scale
turbulence, on the other hand, is more universal. Thies and Tam studied a large
number of isolated single and coaxial jets at subsonic and supersonic conditions. They
found that by changing the values of the constants used in the k-e model in Equations
2.1.8 and 2.1.10, a much better set of predictions for the velocity profiles, and hence
more accurate potential core length prediction, could be achieved. The work by Thies

and Tam has since been used by Weaver [115] and Tam [75] to give more accurate
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predictions using the k-€ model. The standard coefficients, together with those used

by Thies and Tam, are shown below in Table 4.2.

Coefficient Standard model Thies and Tam’s model

Cy 0.09 0.0874
Ci 1.44 14
Ca 1.92 2.02
o 1 0.324
Oe 1.3 0.377

TABLE 4.2: k-¢ turbulence model coefficients.

The conical nozzle was analysed with both sets of coefficients and the results are
shown in Table 4.3. Proenga [53] found that the experimental potential core length for

this particular nozzle could be calculated using the equation

L .
P 07 (4.1.1)

Dj - (0.16 - 0.162M;)) 2"

where pg is the density in the far field and p; is the density of the jet at the nozzle exit.
This equation is based on the definition that the end of the potential core is the point

on the centreline where the velocity decreases below 98% of the maximum velocity.

Potential Core length [ILJ—’;] % Error

Experiment 4.86
RANS: Standard k-¢ coefficients 7.99 64
RANS: Thies and Tam’s coefficients 5.86 20

TABLE 4.3: Potential core lengths of the static conical nozzle at M; = 0.6 with
different k-e turbulence models.

Using the Thies and Tam coefficients, the error in the potential core length has been
reduced from 64% down to 20%. This implies that the velocity and turbulence

distributions in the shear layer are now much closer to reality.

To check the sensitivity of the potential core length to the CFD mesh, the mesh density

at the nozzle wall (y*) was investigated on a 2D simulation. The results can be seen in
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Figure 4.1.1. Here, the 2D RANS converges away from the experimental value as the
mesh density increases rather than towards it. Figure 4.1.1 shows that increasing the
y " by a factor of ten from 35 to 3 has a minor impact on the overall potential core
length for a considerable increase in computational cost. This will be even greater for
running three-dimensional (3D) cases with the finer mesh. Therefore, a mesh density
with a y* ~ 35 will be used for future simulations. The small increase in potential core
length going from 2D to 3D RANS is thought to be due to the extra degree of freedom
within equations. No data has been taken for y values between 5 and 30 because
there is a cross-over region between the viscous sublayer (y* < 5) and the log-law
region (y* > 30). This cross-over region is called the buffer region and neither of the
equations that are used to model the velocity in the other two regions holds for the
buffer region. There is, therefore, limited accuracy of CFD grids that have a y™ in this

region. Hence, no calculations are presented for grids with 5 < y+ < 30.
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FIGURE 4.1.1: Variation in potential core length as the y* of the mesh is changed.

Having shown that the prediction of the potential core length has been improved by
using the Thies and Tam coefficients, comparisons of the RANS flow field to model
experimental data can be undertaken. Radial profiles of axial velocity are shown
below in Figure 4.1.2 and show excellent agreement with the experimental data. The
peak velocity is predicted to within 5% until 1%11 = 10, where there is a 6%

under-prediction. This error will now be investigated further.

The blue dashed line marks the edge of the jet where the velocity has fallen to 10% of

the maximum velocity, U;. This allows the spreading angle, -y}, to be calculated. This
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FIGURE 4.1.2: Radial profiles of axial velocity for the static conical nozzle at M; = 0.6.

is the angle from the edge of the jet to the horizontal as seen in Figure 4.1.3. The shear

layer half-width, d5, was found by Proenca [53] to follow the relationship

Op = % sin(7y +7Lp) when x; < L
P~ cos(yy)cos(r1,) P

= xq tan(7yj) + 0.5D; whenx; > L,, (4.1.2)

where 1 ) is the angle between the horizontal and the edge of the potential core.

Nozzle
L = Iaﬁ

Yi, 1
Potential core

FIGURE 4.1.3: Diagram to show the definition of the spreading angles, yjand 1, to
calculate the shear layer half-width, dg.

The spreading angle computed from the experimental data is 6.06° compared to 6.8°
from the RANS solution. The larger shear layer produced by RANS will result in the
flow mixing faster than in the experiment. The far-field acoustic result of this will be

that energy is shifted towards the nozzle exit and higher frequencies.

To see if this additional spreading happens at all scales within the flow, the flow at the
nozzle exit is analysed. The boundary layer at the nozzle exit is shown below in

Figures 4.1.4. The experimental boundary layer thickness, ¢, is about 2mm whereas
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the boundary layer for the RANS simulation is about 3mm. This would indicate that
the increase in the spreading rate is due to a global parameter or equation within the
k-e model rather than a wall function in the CFD model. Despite this, a turbulent
boundary layer profile is produced at the nozzle exit in the velocity profile and there is

a reasonable agreement in the shape of the profiles shown.

When looking at the turbulence intensity profile, a reasonable match is found when
% > 0.3. Very close to the wall, there is an error in the first two experimental data
points due to the finite size of the hot-wire probes. One of the probes is effectively
outside the jet stream and so a large difference is measured between the probes.
Therefore, the first two experimental data points should be discounted. The
turbulence should decrease to zero at the wall. RANS also predicts a large increase in
turbulence when 3 < 0.3. This is thought to be due to a combination of the large y*
(= 35) and the fact that damping functions are used to model the dissipative effects of

viscous forces within the viscous sublayer.
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FIGURE 4.1.4: Profiles of axial velocity (left) and turbulent intensity (right) within the
boundary layer for the static conical nozzle at M; = 0.6 of the RANS simulation
compared to experimental data.

So far, the velocity field has primarily been considered. However, the turbulence is of
most interest to the noise problem. Profiles of turbulent intensity along the centre and
lip-lines can be seen in Figure 4.1.5, while radial profiles can be seen in Figure 4.1.6.
When looking at Figure 4.1.5, the experimental data indicates that there is a small
amount of turbulence present on the centreline inside the potential core but the RANS

simulation predicts very little. As the flow within the potential core can be considered
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laminar in nature, this additional turbulence in the experimental data will not
influence the far-field noise much. Nearing the end of the potential core, the RANS
simulation predicts a sharp rise in the turbulent intensity as the laminar flow mixes
with the turbulent shear layer. The peak on the centreline in the RANS simulation
occurs 0.25L, closer to the nozzle than in the experiment. This will certainly skew the
source distribution towards the nozzle exit. The shape of the experimental data is
captured much better on the lip-line compared to the centreline, although the peak
magnitude is not the same. The under-prediction in peak intensity level is consistent

with results found by Lyu [105].
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FIGURE 4.1.5: TI on the jet centre and lip-lines for the static conical nozzle at
Mj = 0.6.
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FIGURE 4.1.6: Radial profiles of TI for the static conical nozzle at M; = 0.6.
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In terms of the radial profiles in Figure 4.1.6, good agreement is found within the first
two diameters for both the shape and the peak levels. However, due to the differences
in potential core length and spreading rate, the RANS under-predicts the peak level by
1% at %1] = 4 and the shear layer is nearly fully mixed by %1] = 8. It should be noted
that RANS assumes isotropic turbulence throughout the jet. This is not strictly correct
for eddies close to the nozzle exit. This will be discussed in more detail in Section

4.3.3. Despite this, reasonable agreement to within 1% can still be found.

Having analysed the conical nozzle statically, in-flight results are now presented. As
the flight Mach number increases, the potential core of a jet increases in length due to
the reduced shear between the jet and ambient air flows. Proenga [53] found,
empirically from experimental data, that the change in potential core length for this

nozzle when a flight-stream is present could be expressed as

[ﬁ

L
D}]Mf>0 = 16My + |-

3 } o (4.1.3)

The length of the potential core in-flight can be seen below in Table 4.4. Although
these results indicate that the in-flight potential core length is still over-predicted by
RANS by roughly 10%, a much smaller error exists compared to the results shown by
Ilario [21] using the standard coefficients for the k-e turbulence model. It is unclear
why there is a variation in the error but further investigation of this is beyond the
scope of this thesis. The main observation that can be made from Table 4.4 is the fact

that RANS does not predict either the potential core length or the spreading rate

correctly.
Potential core length {é—’; } Spreading angle [degrees}
My | Experiment RANS % Error | Experiment RANS
0 4.86 5.86 20 6.06 6.8
0.1 6.46 7.03 9 3.3 4.4
0.2 8.06 8.99 12 2.09 24

TABLE 4.4: Variation in potential core length and spreading angle of the conical
nozzle with My in the RANS simulations and experiment for M; = 0.6.
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FIGURE 4.1.7: Radial profiles of ilTl, (left) and turbulence intensity (right) for the
conical nozzle at M; = 0.6 and M = 0, 0.1 and 0.2. Each row corresponds to ’%1] =2,

4 and 8, respectively.
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The radial profiles of axial velocity and turbulence intensity as the flight-stream
increases can be seen in Figures 4.1.7. Good predictions of axial velocity (within 5%)
are made within the first four diameters and, although the peak velocity is not
matched after four diameters (up to 8% error), the RANS simulations predict the
correct shape. The amount of under-prediction downstream of the potential core is
similar for both the static and in-flight cases. This result is not surprising given the
error introduced when predicting the potential core length seen in Table 4.4. A slight
negative skew can be seen in the experimental data at %1] = 8 in Figure 4.1.7, which is
likely due to a compounding probe alignment error. The turbulent intensity profiles
show that the in-flight data has the same trends as the static case. Both the static and
in-flight data show that the shear layers mix out quicker in the RANS calculation
compared to experimental data and that the turbulence exists over a wider area, due
to the increased spreading angle. RANS captures the decrease in turbulent intensity

which will result in a reduction in mixing noise as My increases.

4.2 Acoustic results

Having analysed the CFD data, far-field acoustic predictions of the static and in-flight
cases are now presented. The initial results in this chapter have used an isotropic
turbulence model (i.e., A = 1 and B = 0). The impact of anisotropy on the results will

be studied at the end of this chapter (Section 4.3.3).

All experimental and simulation data in this thesis are compared for a 1m lossless

situation and primarily shown as 100Hz narrow band data.

Figures 4.2.1 and 4.2.2 show the results for the conical nozzle at M; = 0.6 and 0.8 for
My =0, 0.1, 0.2 at three polar angles. As mentioned previously, the calibration of the
LRT model was carried out at = 90° for the static M; = 0.6 case by matching the
peak frequency and SPL level. This results in the prediction being within 0.5dB of the
experimental data at all frequencies. The calibration constants are kept the same for all

simulations and polar angles.

Starting with Figures 4.2.1, there is an over-prediction at 6 = 60° at high frequency
(2dB at St = 3) and the peak is over-predicted by 0.75dB for the static case. At
8 = 120°, there is an under-prediction of 1.5dB statically. However, when one

considers the in-flight predictions, more accurate predictions are generally made
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compared to the static case. Similar trends are generally observed in Figure 4.2.2 for
the M; = 0.8 data compared to the M; = 0.6 case. One thing of note is that there is an
under-prediction at high frequency for the static M; = 0.8 case. This point will be

revisited, later in this chapter, when the topic of anisotropy is considered.
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FIGURE 4.2.1: LRT predictions for the conical nozzle for M; = 0.6 with experimental
and simulation data at 100Hz narrow band frequencies. a). 6 = 60°, b). § = 90° and
c). 6 = 120°.
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FIGURE 4.2.2: LRT predictions the conical nozzle for M; = 0.8 with experimental and
simulation data at 100Hz narrow band frequencies. a). 8 = 60°, b). § = 90° and c).
6 =120°.

Clearly, there are errors in the directivity of the model away from 6 = 90°. Although
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Ffowc-Williams [57] corrected Lighthill’s Doppler factor to an exponent of -5,
Goldstein [47,116] showed that an exponent of -3 better fit the data. Making this
change within the LRT source equation would reduce the variation away from 6 = 90°
and hence the LRT predictions would improve. This change will be left to future work
in this project as the focus of this work is the change in the source distribution at

6 = 90°.

Data is often scaled to compare different scenarios [57,117-119]. For far-field mixing
noise at 6 = 90°, where the effects of refraction are negligible, the OASPL of subsonic

jets scales according to the Lighthill’s Acoustic Analogy by U?. Figure 4.2.3 shows the

scaling of the conical nozzle data with jet velocity using the relationship 70log (Lllfljf ) ,
where U, is a reference velocity. The reference case for this figure is the static

M) = 0.6 case. The experimental data collapses well, but due to the under-prediction
at high frequency for the M; = 0.8 case, the LRT data does not. This will be revisited

later in Section 4.3.3.

When considering scaling of jets with flight Mach number, there are a variety of
scaling relationships proposed within the literature [54-56]. Figure 4.2.4 shows the
scaling with flight Mach number at 6 = 90° data using the relationship

60log (uﬁfuf ) , which matches results that found by Michalke [56]. As can be seen,

there is a good match between the experimental data sets when St > 0.2.
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FIGURE 4.2.3: Scaling data with jet velocity using 70log (L{’l‘;f
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FIGURE 4.2.4: Scaling data with flight velocity using 60 log (U/L—l]llf) for the M; = 0.6
jetat 8 = 90°.

The source strength, Q, distribution for the static M; = 0.6 case at # = 90° has been
analysed and can be seen in Figure 4.2.5. This has been calculated by taking radial
slices down the jet and integrating the source equation (Equation 3.1.32) over each
slice. The maximum energy is seen to occur at roughly St = 0.4, as expected. One
would also expect St = 1 to be produced just downstream of the end of the potential
core, but LRT predicts that this Strouhal number occurs upstream of this. The likely
cause of this is the increased spreading rate seen in the CFD, which causes the jet to

mix faster and produce stronger high-frequency sources close to the nozzle.

Further evidence of the redistribution of sources towards the nozzle exit can be seen in
Figure 4.2.6, where the centroid position of each frequency is compared against the
experimental data from Battaner-Moro [120]. Here, it can easily be seen that for

St > 0.4, LRT predicts that more high-frequency energy exists closer to the nozzle exit

compared to the experimental data.

There are several potential explanations for this, but it is difficult to determine which
one is dominant. Firstly, it has been demonstrated that RANS over-predicts the
spreading rate. Given that the shear layer width determines where different
frequencies occur, it is not surprising that higher frequencies occur nearer the nozzle
exit. Secondly, the choice of calibration constants will influence where frequencies

occur within the jet. As these values have been chosen to match the peak SPL and
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frequency at 6 = 90°, this will potentially cover up the errors seen in the CFD

predictions.
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FIGURE 4.2.5: Axial distribution of source strength for the static conical nozzle at
different Strouhal numbers for M; = 0.6 at 6 = 90°.
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FIGURE 4.2.6: Centroid position per frequency for the static conical nozzle for
M = 0.6 compared with experimental data from Battaner-Moro [120] at 6 = 90°.

4.3 Sensitivity studies

In this section, the sensitivity of the LRT method will be studied. There are six
variables within the LRT source equation that control the amplitude and frequency

response of the model. These are k, €, ¢;, c;, p and A.
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4.3.1 Turbulence intensity and dissipation rate

The source equation (Equation 3.1.32), outlined in Chapter 3, requires the mean flow
variables from a RANS calculation. The obvious question, therefore, is how sensitive
is the LRT model to this input data from RANS. The k-e model has been shown to
over-predict the potential core length and spreading rate of the conical nozzle in Table
4.4. Thus, the input data to the acoustic model is inherently inaccurate. In order to
assess the impact of CFD inputs on the LRT prediction, k and € were increased
independently by 5% across the entire jet. The change in SPL at 6 = 90° is shown
below in Figure 4.3.1. As expected, the change in TKE significantly affects the
low-frequency region, since these larger structures exist in the energy-containing
region of the flow. They are, therefore, more susceptible to gross changes in the TKE.
Above St = 1, there is a roughly constant 0.25dB increase in noise. In contrast to this, a
5% increase in the dissipation rate primarily affects the high frequencies. Intuitively,
this makes sense as the dissipative effects have a greater impact on smaller eddies
which exist where the shear layer is thinnest. These small eddies generate the high
frequency noise and so the greatest change is seen for these frequencies when the

dissipation rate is changed.
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FIGURE 4.3.1: LRT predictions of the change in SPL due to 5% changes in the
magnitude of k and € RANS input data for a static conical nozzle at M; = 0.6 and
6 = 90°. The values of the calibration constants are unchanged.

It has already been shown that RANS under-predicts the turbulent intensity after six

Dj, which is the main noise-producing region and where the low frequencies
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dominate. The LRT model is, therefore, particularly sensitive to changes in this region.
For example, in Figure 4.1.6, there is an under-prediction of 0.5% for the peak
turbulence intensity level at ]’5—1] = 10 which equates to a 6.5% change in the TKE level
or 1.4dB at St = 0.1. Improving the CFD predictions downstream of the end of the
potential core would, therefore, lead to a large change in the low frequency
predictions. This could be done by changing the turbulence model that is used (see the
end of this Chapter). Once new results are generated, the model will need to be
re-calibrated. It would therefore make sense to check how sensitive the LRT model is

to the values of the calibration constants.

4.3.2 Calibration constants

It was noted in Chapter 3 that it may be possible to generate the same acoustic
prediction with multiple combinations of the calibration constants, ¢; and c;. To test
the sensitivity of the LRT model, the calibration constants were each varied in 0.01
increments in the ranges 0.35 < ¢; < 0.5 and 0.7 < ¢; < 0.9. The root mean square
(RMS) difference between the predictions and experimental data was then calculated.

The RMS difference is calculated as follows

1 N
RMS = (Predictioni — Experimenti) (4.3.1)
=1

Z|

1

where N is the number of data points.

The results are shown below in Figure 4.3.2. Two features can be seen. Firstly, a linear
diagonal region of low error exists as both ¢; and ¢; are varied. Secondly, rather than a
valley-like contour forming to indicate a single minimum, multiple local minima are

present in Figure 4.3.2. These local minima will be investigated further shortly.

The calibration procedure mentioned previously matched the peak frequency and SPL
level (red dot in Figure 4.3.2), but a more accurate way would be to minimise the
errors between prediction and experimental data at all frequencies rather than at a
single frequency. It should be noted that the calibration procedure is dependent on
having accurate experimental data. However, given that the experimental data has an
error of +0.25dB, the absolute values of ¢; and ¢; will vary by 0.01 and 0.005 within

this error range.
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FIGURE 4.3.2: RMS difference of LRT prediction compared to experimental data as ¢;
and ¢; are changed at 6 = 90° for the static conical nozzle at M; = 0.6. The red dot
marks the values of ¢; and c; selected through the initial calibration procedure.
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FIGURE 4.3.3: The variation in LRT prediction as c; and c; are changed on the
diagonal of local minima values at 6 = 90° for the static conical nozzle at M; = 0.6.

Further study of the local minima on the diagonal line in Figure 4.3.2 has been carried
out and is shown in Figure 4.3.3. Here it can be seen that increasing the values of ¢
and c¢; has a negligible effect (< 0.5dB) at St > 1. However, a 3dB variation can be seen
at St = 0.1. This highlights that the low frequency predictions are sensitive to the
absolute values of the calibration constants. This should not be surprising as it was
already shown that the low-frequency data was influenced more than the high
frequency predictions by changes in the CFD data in Figure 4.3.1. On the other hand,

the high frequency content (St > 1) is shown to have multiple pairs of values which
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predict the high frequency content above St = 1 to within 0.5dB of each other.
Therefore, the high frequency content is less sensitive to the absolute values of the

calibration values.

The reason for the variation in sensitivity of the LRT predictions at high and low
frequencies is explored in Figure 4.3.4. In this figure, the axial source strength, Q, of
the jet, computed using two different pairs of c¢; and ¢; values, was interrogated at four
frequencies. As ¢; and c; are increased (solid to dashed lines), it is clear that the peaks
all move upstream. The peaks of the highest frequencies move less than 0.1L, and the
low-frequency peaks move by around 0.2L,. A change in the time scale exponential,
see Figure 4.3.5, is responsible for the change in peak frequency seen in Figure 4.3.3.
Although the change in both exponentials is to move frequencies upstream, the time

scale exponential is the dominant factor.
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FIGURE 4.3.4: The variation in the source strength, Q, as ¢; and c; are changed at
6 = 90° for the static conical nozzle at Mj = 0.6. Qyqx refers to the maximum source
strength in either LRT calculations.

The change in amplitude is linked to the change in peak amplitude and area under the
source distribution curve. The change is much larger for the lower frequencies than
for the high frequencies. At St = 0.1, there is a 23% increase in the area under the
source distribution curve, while only a 7% increase at St = 5.9. Given the turbulence
intensity decays after % = 1.5 in the RANS (Figure 4.1.5), moving the peak location of
low frequencies closer to the nozzle exit means these frequencies have more energy.

Thus, there is a greater change in the SPL at low frequencies.
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FIGURE 4.3.5: The variation in exponential terms as c; and c; are changed at 6 = 90°
for the static conical nozzle at M = 0.6.

4.3.3 Anisotropy

The next sensitivity study concerns anisotropy within a jet. Only the static case will be
considered here. Anisotropy, as mentioned in Chapter 2, describes the stretching effect
that eddies experience due to shear forces. Near the nozzle exit, where small eddies
are typically generated, an eddy will see a large shear relative to its size, so will
become distorted and anisotropic. However, as the shear layer width grows, the shear
forces decrease. As lower frequencies are produced further downstream, the larger
eddies will see lower shear forces and, therefore, tend to be more isotropic.
Experiments have shown that the jet does not become fully isotropic until 40-50D;
downstream of the nozzle exit. Thus, some degree of anisotropy is always present
within the main noise region of the jet which typically exists within the first

twenty-five jet diameters [21].

Anisotropy is classically modelled using the ratio of axial and transverse velocity
fluctuations, B, and the ratio of axial and transverse length scales, A, previously
defined in Equations 3.1.22 and 3.1.25 and repeated below for convenience. Within the
literature, there are a range of values reported for B (0.37 — 0.52) and A (% — %) as
mentioned by Almeida [88]. Experimental values by Khavaran [48] and Proenca [121]
can be seen in Table 4.5. Khavaran and Proenga have determined similar values for A.

However, Proenca found that A is radially-dependent since the value changed

between the lip and centreline of the jet he studied. This makes more physical sense
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than Khavaran’s constant values. As previously mentioned, the local shear rate is
important to the degree of anisotropy present. Given that the shear layer increases in
size as the jet develops, the shear rate (and therefore anisotropy) will be dependent on

the axial and radial position. Hence a variable value of A within the jet.

uZ
B=1- :i (4.3.2)
Uy
L
A= Lf (4.3.3)

Turbulence model

Variable Isotropic Anisotropic [48] Anisotropic [121]
B 0 0.4
A 1 0.5 0.5-0.625

TABLE 4.5: Values of § and A used for isotropic and anisotropic turbulence models
from the literature.

While Proenga, does not present data for § in [121], further work has been carried out

and is presented below.

The axial and transverse turbulent fluctuations of the conical nozzle were measured
experimentally by Proenca in the Doak laboratory and the results can be seen in
Figure 4.3.6. Data was taken every diameter in the x; direction and every 0.05D; in the
x3 direction. Here, two features can be identified. Firstly, § has a negative value close
to the nozzle exit. This is interesting since it is commonly assumed that the axial
turbulence is greater than the transverse component. Since this region of —f is located
inside the potential core, however, there is little turbulence and thus only a small
amount of mixing noise is produced. The far-field effect, therefore, is negligible. The
second interesting feature is that f remains roughly constant after the end of the
potential core along the lip-line. Since this is the area of highest turbulence (and,
therefore, mixing noise) within the jet, this justifies the use of a constant value of g for

simulations.

Although there is not enough data to produce a similar contour plot of A, the

difference in shear forces in the axial and transverse directions is thought to lead to a
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similar effect as B. Given that the shear forces are responsible for both changes in the
size of eddies and their fluctuations, a constant A is likely to be seen along the lip-line.
Therefore, the flow can be modelled as having constant anisotropy for simple isolated
round jets. This matches with results from LES simulations by Karabasov [113] who
found that on the lip-line the anisotropy was independent of axial position. Further

work will now be carried out using the values proposed by Khavaran.
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FIGURE 4.3.6: Contours of p =1 — % from the experimental data of the static conical
u

1
nozzle at Mj = 0.6. The dashed line indicates the lip-line. (Data from private
communication)

In terms of the acoustic effect, the first question to ask is how much does the
anisotropy affect the LRT predictions? To that end, the values of f and A have been
changed independently from the isotropic values to those stated by Khavaran, see
Figure 4.3.7. The LRT prediction results, here, are computed for the static M; = 0.6 jet
at 8 = 90°, keeping the calibration constants (c; and c;) constant. To explain these
results, the pertinent equations from Chapter 3 are repeated below for convenience in

Equations 4.3.4 - 4.3.6.
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FIGURE 4.3.7: The impact of changing the values of 8 and A on the LRT prediction of
the static conical nozzle at M; = 0.6 and 6 = 90°. ¢; and c; values have remained
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Several interesting observations can be made from Figure 4.3.7. Firstly, when only B is
changed (solid black to dotted black), it is clear to see that there is a large change in the
frequency response of the LRT model. The change in § has shifted the curve left (by
700Hz) and slightly up (by 0.5dB) without changing its shape.  is used to calculate
the length and time scale, which are used in the exponential functions within the
volume integral in Equation 4.3.4. These exponential functions control the
frequency-dependent decay. By increasing f, these exponential functions decay faster
for all frequencies. In other words, frequencies are moved closer to the nozzle exit.

Therefore, the peak frequency occurs at a lower frequency.

A different effect can be seen when only A is changed (solid to dashed curve). Here,
there is an increase in SPL across all frequencies that ranges from 1.2dB at St = 0.1 and

gradually increases to 2.2dB at St = 7.6. From Equation 4.3.4, A appears in three
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a AZ) - term, referred to as the anisotropy amplitude term, the directivity
3—B)2
factor, I, and the source compactness exponential term (the first exponential term).

places: the

Changing A from 1 to 0.5 causes the value of the anisotropic amplitude term to go
from 1 to 0.25, which translates to a -6dB change in SPL. The same change in A results
in a +7.2dB contribution from I1. However, the change in the source compactness term
causes eddies to decay slower and, therefore, exist further downstream than before.
There is a greater impact at higher frequencies as these frequencies are moved towards
the region of the jet which contains more energy. The overall effect of these three

factors is an increase in noise at all frequencies.

Finally, it can be seen that changing both the p and A values (solid to the dot-dashed
line) combines the move towards lower frequencies and the increase in amplitude
seen previously. However, the increase in amplitude is accentuated below St = 0.6.
This is because the dominant exponential, as seen in Figure 3.1.7, is the second
exponential which only contains B. Therefore, eddies decay faster and move
frequencies closer to the nozzle exit as B increases. The lower frequencies, therefore,

exist in a region of high turbulence intensity as the turbulence decays after 1.5L,,.

Having seen that the introduction of anisotropy into the LRT prediction serves to
redistribute too much energy to the low frequencies (by moving the source
distribution towards the nozzle exit), the LRT model must be re-calibrated, by
reducing the values of ¢; and c;. The re-calibrated prediction is shown below in Figure
4.3.8. It can be seen that by re-calibrating the LRT model, the shape of the spectra at
low frequency is unchanged but the fall-off at high frequency (above St = 1) is
reduced. Therefore, one can conclude by saying that anisotropy increases the
high-frequency content of simple isolated jets at 6 = 90° if the low frequency is
matched via re-calibration. Although the low frequency is not strictly speaking

anisotropic, the effect on the low frequencies is mitigated by the re-calibration method.

It was previously seen in Figure 4.2.2 that there was an under-prediction of the LRT
model at high frequency for the M; = 0.8 jet. Since the inclusion of anisotropy has
produced an increase in the SPL at high frequency (in Figure 4.3.8), the static M; = 0.8
case has been recomputed. A better match to the experimental data is now obtained,
see Figure 4.3.9. It is interesting to note that the isotropic and anisotropic model

predictions diverge at St = 0.5 for the M; = 0.8 case, whereas the M; = 0.6 case
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FIGURE 4.3.8: LRT prediction of the static conical nozzle at M; = 0.6 and 0 = 90°
with and without correcting for the anisotropy.

diverged above St = 1. Therefore, an anisotropic model is more relevant for higher jet

Mach numbers.

Although there is a lack of experimental data to explain this, let’s consider what is
happening physically as M; increases. Since the spreading rate of jets does not
dramatically change with increasing M; [53], eddies will experience a greater shear
over approximately the same shear layer width. Consequently, a greater stretching of
the eddies is thought to occur close to the nozzle exit as Mj increases (i.e. the eddy is
more anisotropic). As eddies travel downstream, they will become more isotropic but
as the spreading rate is roughly constant and eddies start as being more anisotropic, a
greater proportion of the frequency spectrum will be influenced by the anisotropy.
There is a greater increase in the amplitude at high frequency for the M; = 0.8 case as
opposed to the M = 0.6 case simply because the TKE increases with jet Mach

number. Therefore, the effect of anisotropy is magnified.

Further analysis was undertaken on the anisotropic data for the M; = 0.8 case. It was
noted in Figure 4.2.3 that the LRT predictions did not collapse when data was scaled
for different jet Mach numbers. Re-plotting this data with the anisotropic data allows

for the LRT prediction to collapse at high frequency and within 0.4dB at low frequency.
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FIGURE 4.3.9: LRT prediction of the isotropic and corrected anisotropic models for
the static conical nozzle at M; = 0.8 and 6 = 90°.

With improvements in predictions seen at § = 90°, attention can be turned to other
polar angles. Away from 6 = 90°, the cos? 0 + A2 sin® § term within the source
compactness exponential, which could be thought of as an anisotropy directivity, will
introduce additional variation to the predictions. The isotropic and anisotropic LRT
predictions at § = 60° and 6 = 120° are shown below in Figure 4.3.10. Here it can be
seen that there is a similar level of improvement in the rear arc predictions for both jet
Mach numbers. The amplitude of the peak frequency is better predicted with the
anisotropic model as this has been reduced by approximately 1.5dB. Although the
noise at high frequencies is still over-predicted at 6 = 60°, the error has been reduced
in the anisotropic model. However, when looking at the results in the forward arc, the
anisotropic model has reduced the LRT predictions by 0.5dB, resulting in a greater
error compared to the experimental data. It has been decided that work in further
chapters will use the anisotropic model. This is because better predictions are made at
high frequency at 6 = 90°. Away from this polar angle, although there is a detriment
to the accuracy of predictions in the forward arc, this is much smaller than the
reduction in error in the rear arc. Therefore, the benefits of changing to the anisotropic

model outweigh the drawbacks.

Given that such a large impact has been observed for a simple axisymmetric geometry,
it is hypothesised that modelling the anisotropy for an asymmetric nozzle is essential.

This presents a problem. Each geometry will generate a different flow field and hence,
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FIGURE 4.3.10: LRT prediction of the static conical nozzle at Mj = 0.6 and 0.8 at
6 = 60° and 0 = 120° with isotropic and anisotropic models.

a unique set of anisotropy values. While RANS will never contain the necessary data
to calculate the values of B and A directly, approximate values could be used in the
absence of further data. A small amount of experimental or LES data could help to
re-calibrate the model in the future. For now, the same values of § and A will be used

for future geometries.

4.3.4 RANS turbulence models

The final sensitivity study that has been conducted is to do with the selection of the
turbulence model used within RANS. Looking at the literature, Mohan [13] found,
that although the length and time scales changed when different turbulence models
were used, the far-field noise data only varied by around 0.5dB. Mohan, therefore,
concluded that the results were insensitive to the turbulence model used. Given that
Mohan only analysed a static axisymmetric jet, it is worth looking into this further,
given the fact that the analysis in future chapters will deal with asymmetric and

installed jets.

Figure 4.3.11 shows the results of this study for a 2D simulation of the conical nozzle.
In Figure 4.3.11, it can be seen that there is a large variation in potential core length
between the different turbulence models. Therefore, the region of maximum
turbulence changes position relative to the nozzle exit. As already mentioned, this will

not influence the isolated far-field mixing noise greatly but will have a greater impact
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on installed predictions. Moving the peak turbulence downstream would increase the
cut-on frequency of reflected mixing noise as less of the source distribution will occur
underneath the wing. It is also worth pointing out that the RANS models do not get
the decay rate of velocity correct after the end of the potential core. Despite having the
longest potential core length, the standard k-w model actually predicts the velocity
fall-off the best. However, it is the turbulence level that is most crucial for the mixing

noise problem.
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FIGURE 4.3.11: Variation in centreline axial velocity (left) and lip-line turbulence
intensity (right) for different turbulence models for a 2D static conical nozzle at
Mj = 0.6.

When looking at the turbulence levels on the lip-line in Figure 4.3.11, a small amount
of variation is seen in the peak level and shape of the profiles between different
turbulence models. This would suggest a small variation in isolated acoustic results
between models, which is what Mohan [13] reported. It is difficult from this figure to
determine the best model to use for predicting jet flows as none of the models match
the experimental data perfectly. The notable exception to this is the results of the
standard k-« model which has the longest potential core length (over 10D;) and
largest under-prediction (~2%) in turbulence intensity predictions. Therefore, it is
reasonable to conclude that one should not use this turbulence model for predicting
jet flows. It should be noted that as adjusting the empirical constants used within the
k-e€ model did provide improved predictions of the potential core length, it is possible
that the other turbulence models could be improved by changing their empirical

constants. However, that analysis is beyond the scope of this thesis.
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While acoustic predictions could be made for each of the different turbulence models,
several problems start to become apparent. The different turbulence intensity levels
predicted in the CFD will lead to a variation in acoustic results if the same calibration
constants are used. Similar predictions could likely be made by simply re-calibrating
the LRT model. This would effectively cover up the variation in CFD results rather
than solve the underlying issue. This subject is clearly complex and so the choice of

which turbulent model to use should be considered carefully.

The work in this chapter has shown that reasonable agreement can be found close to
the nozzle exit by using the k-¢ turbulence model with Thies and Tam’s coefficients
compared to experimental data. Further work in this thesis will look at changes to the
geometry which primarily affect the flow field close to the nozzle exit. Therefore, it
seems logical to use the k-e model with Thies and Tam'’s coefficients for these

geometries.

4.4 Summary of chapter

In this chapter, the LRT method has been validated for a simple conical nozzle. The

following conclusions have been made.

¢ It has been seen in the literature that k- RANS predictions often over-predict
the potential core length of jets. To reduce this error, the turbulence model
coefficients have been adjusted to those found by Thies and Tam. This reduces
the over-prediction of the potential core length of the conical nozzle from 64% to

20%. Therefore, the peak turbulence region is in a more realistic position.

¢ Using the updated k-¢ model, the RANS predictions of a conical nozzle are
compared to experimental data. RANS predicts the axial velocity and turbulence
intensity levels upstream of the end of the potential core to within 5 and 0.5% of
the experimental data, respectively, but under-predicts both quantities further
downstream. By ten jet diameters, RANS under-predicts the velocity by 7% and
the turbulent intensity by 1%.

¢ It is thought that despite RANS not predicting the correct distribution of the
energy after the end of the potential core, the calibration procedure of the LRT

model reduces the impact of this error on the acoustic predictions.
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¢ Anisotropic turbulence model was initially used for the acoustic prediction of
the conical nozzle. The LRT model predicts the acoustic response well at 8 = 90°
for different jet exit Mach numbers and co-flow flight Mach numbers but
over-predicts the high frequency in the rear polar observer arc (by 2dB at St = 3
at 0 = 60°) and under-predicts the forward arc (by around 1dB at § = 120° at all

frequencies).

¢ The sensitivity of the LRT model was investigated and it was found that the low
frequencies below St = 1 are particularly sensitive to subtle changes in the TKE
and calibration values. As this is the energy-containing region of the flow, this is
not a surprising result. However, this conclusion will be useful to keep in mind

when looking at the results in future chapters at low frequency.

* As the effect of anisotropy can be modelled within the LRT source equation, the
impact of this on the results was discussed. Although the anisotropy changes
with position in the jet, it was found from experimental data of the conical
nozzle that the value of the ratio turbulent fluctuations, B, on the lip-line was
roughly constant. Therefore, it was proposed that a constant value of anisotropy
could be applied to the entire jet. While this is not strictly true for low

frequencies, it is not possible to calculate the anisotropy from the RANS data.

¢ The effect of including anisotropy within the LRT model was to move energy
towards lower frequencies. To correct this, the LRT model was re-calibrated
(c; = 0.25 and ¢; = 0.63). By doing this, it was seen that anisotropy improved the
high frequency predictions of the LRT model at & = 90°, especially at M; = 0.8.
Away from 6 = 90°, the anisotropy was seen to mainly affect the rear arc
predictions by reducing the over-prediction of the LRT model by 1.5dB at
8 = 60°. Therefore, the use of anisotropy improves the accuracy of the LRT

model in predicting the mixing noise of a simple round jet.

It should also be noted that the anisotropy has been assumed to not change with
jet Mach number. There is not enough experimental data to say if this is a correct
assumption to make. Despite this, improved prediction can be made at M; = 0.8

with an anisotropic compared to an isotropic model.

Now that the LRT method has been validated for a simple nozzle, further work can be

undertaken on more realistic geometries. Of particular interest, is the change in the
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source distribution with geometry. This is due to wanting to be able to understand
how noise scales with design changes, as this will be most useful at the preliminary
design stage. Therefore, the rest of this thesis will primarily focus on changes at

8 = 90°. An anisotropic model will be used for further work as it has been shown to
improve the high frequency predictions of the conical jet at this polar angle. Although
the amount of anisotropy is thought to vary with jet Mach number and geometry,
there is not enough experimental or numerical data to quantify the effect. Therefore,
the same anisotropic values will be used to provide approximate predictions. LES
could be used in the future to allow for a more in-depth study of this and to refine the

LRT results.
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Chapter 5

Isolated Jet Mixing Noise

In the previous chapter, the LRT method was validated against experimental results
for an isolated conical nozzle. By changing the k-¢ turbulence model coefficients from
their standard values to those found by Thies and Tam, the over-prediction of the
potential core length, typically seen in k-€ RANS models, was reduced by over 40%.
The flow field was shown to be modelled to within 1% for the velocity field and 5% for
the turbulence field within the first five diameters, but under-predictions were present
further downstream. The acoustic predictions were calibrated at § = 90° for the static
M;j = 0.6 case and it was found that no change in the calibration constants was needed
as the jet and flight Mach numbers were varied. Although accurate predictions to
within 0.5dB could be made at § = 90°, over-predictions were present in the rearward
arc while the mixing noise was under-predicted in the forward arc. The sensitivity of
the LRT model to the CFD input, calibration constants and the effect of anisotropy on
the results was then discussed. An improvement in predictions was found when the
anisotropic nature of the flow was accounted for, especially in the rear arc and at

higher Mach numbers.

Having validated the LRT method, one can now examine how moving towards more
realistic geometries changes the isolated mixing noise. Although the LRT method has
previously been used to look at isolated geometries, the geometries in this chapter
have not been studied. Furthermore, LRT has not been used to look at the azimuthal
variation in jet mixing noise. Finally, previous work has only considered an isotropic

case, so the acoustic results presented here for the anisotropic model are new. Before
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one reaches a fully installed geometry, two main geometric changes occur from the
simple round nozzle studied previously. These are the bullet or centre body and the
pylon. An annular nozzle with a centre-body in is studied first to provide a baseline
for future comparisons. The change in the flow field and noise compared to the
conical nozzle is discussed. Next, the impact of the pylon is investigated to ascertain
how the asymmetric flow field impacts the mixing noise produced. This investigation
is split into two parts. Firstly, a study is conducted on the internal blockage produced
by the pylon. Three different internal pylon blockages are studied. This is done to see
how well the LRT method can predict the asymmetric flow field and azimuthal
variation in the mixing noise. Finally, the impact of the external pylon blockage
surface on the flow and jet mixing noise will be considered. The same simulation
conditions as used in the previous chapter are studied and are shown in Table 5.1.

Some of the results in this chapter are also published in [122].

As the focus of this chapter is on how the mixing noise and source distribution change
or scale with geometry, the acoustic results will focus on the changes at 6 = 90°. This
was shown in the previous chapter to be the place where the most accurate LRT
predictions could be made. Therefore, the errors away from this polar angle in the

LRT predictions will have a negligible impact on the results in this chapter.

M; My
0.6 and 0.8 0.0 — 0.2 (0.1 intervals)

TABLE 5.1: Cases simulated for the annular nozzle and blocked nozzles.

The inclusion of the centre body and pylon presents a few problems. Firstly, the bullet
will create a stagnation point at its tip. The result of this is that the maximum velocity
of the jet does not occur on the centreline and so the definition of a potential core
length, as used in the previous chapter, is difficult. Furthermore, the bullet and pylon
reduce the flow area compared to the conical nozzle. These geometries, therefore,
have different mass flow rates and momentum to each other. To be able to scale and
then compare the results of these geometries, a new parameter needs to be defined.
We will, therefore, use the effective diameter, D, £f- This is defined as the diameter of a
round nozzle without a centre body or blockage, which has the same flow area as the

geometry being studied.
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5.1 Isolated Annular nozzle

The baseline nozzle for further studies is an isolated annular nozzle, shown below in
Figure 5.1.1. The annular nozzle has an exit diameter of 40mm and a flow area of
798mm?. This gives an effective diameter of 31.9mm. The bullet extends 0.95D; past
the nozzle exit. Details of the CFD mesh that was developed can be found in Section
3.1.2. One of the simplifications that was made during the generation of the CFD mesh
was the removal of the struts that hold the centre body in place. This was done to
reduce the complexity of the internal nozzle mesh and it was assumed that these
would produce a negligible contribution to any noise produced. This point will be

revisited later in this chapter.
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(A) Side view

(B) Front view

FIGURE 5.1.1: Schematic of the baseline annular nozzle geometry.

5.1.1 CFD results

The first analysis that was carried out on the annular nozzle was a mesh sensitivity
study. Although it was shown in the previous chapter that a y* ~ 35 was sulfficient to
model the potential core length, the match to radial profiles down the jet was not

explored.

RANS simulations have been run on two different mesh densities (y* & 1 and 35).
The radial profiles of velocity and turbulent intensity for the static M; = 0.6 jet are
shown below in Figure 5.1.2. Similar to the conical nozzle results in the previous
chapter, RANS can predict the peak axial velocity profiles to within 5% up to 1’5—1]45 in
Figure 5.1.2. The stagnation point at the bullet tip is also captured by RANS. After
four diameters, the experimental velocity data show a slight negative skew that the
RANS data does not show. This is likely due to a compounding probe alignment error
in the experiment. By E—ll = 8, the peak velocity is under-predicted by 7%. Given that

similar results were seen in Figure 4.1.2 for the conical nozzle and both meshes for the
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annular nozzle under-predict the peak velocity, this result is likely due to an error in
the k-e turbulence model. It is thought that the under-prediction is linked to the
over-prediction of the spreading rate that was highlighted in the previous chapter.

For the turbulent intensity predictions, similar trends are again seen to the conical
nozzle results. After four nozzle diameters, the turbulence intensity is
under-predicted by about 1%. The radial profile shape, however, appears to be well
captured. Small differences can be seen in the inner shear layer, close to the jet
centreline, between the RANS predictions and the experimental data up to l’:‘)—l] =
However, due to the magnitude of turbulence in the outer shear layer being much
higher than the inner shear layer, it is thought that this error will not influence the
far-field mixing results very much. Despite the assumption of isotropic turbulence
within a k- RANS model, a surprisingly good prediction is made close to the nozzle
exit, where the flow is likely to be anisotropic in nature. No experimental data was
taken for this geometry that would allow the difference in anisotropy between the

conical and annular nozzle to be compared. The use of LES on this nozzle could

provide this information, but this will be left to the future work of the project.

The final point of note is that there is very little difference between the predictions
using the coarse (y* = 35) and the fine (y* & 1) meshes in Figure 5.1.2. Minor
differences can be seen at the edge of the shear layer at [x)—l/ = 8. However, due to the
low-intensity levels here, this will have a negligible influence on the far-field noise.
Thus, for the subsequent simulations presented in this thesis, the y* &~ 35 mesh is

used to reduce the computational time.

The variation in the velocity and turbulence intensity as a flight-stream is added to the
annular nozzle is seen below in Figure 5.1.3. Very close to the nozzle exit, there is very
little difference in the velocity profiles but, as expected, there is a decrease in the peak
turbulent intensity level as M f increases. This trend continues at szl, = 4, with the
inner shear layer taking longer to mix out with the increased flight-stream velocity.
The velocity profile for the static case at f:‘)—l[ = 8 under-predicts the peak level by 7%.
However, the magnitude of the axial velocity is more accurately predicted as the
flight-stream increase as the error reduces to 5 and 0.5% for the My = 0.1 and 0.2
cases, respectively. The peak turbulence level is over-predicted by 1 and 0.7% for the

M = 0.1 and 0.2 cases, respectively, at 1’5—1] =8.
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2,4 and 8, respectively.
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The results in this section have shown that accurate predictions can be made close to
the nozzle exit. In this region of flow, the main difference between the conical and
annular nozzle is the presence of the bullet, which extends 0.95D; from the nozzle exit.
The impact that this has on the shape of the jet is shown in Figure 5.1.4. To generate
this data, axial velocity profiles were taken every 0.1D; in the CFD simulation for the
first four diameters. The experimental data for these geometries was not taken to the
same spacial separation and so can not be compared. However, given the good
agreement close to the nozzle exit and the small differences in spreading rate at this
point in the jets, there will be a minor difference between RANS and the experimental

data.

The edge of the jet is defined as the point at which the axial velocity reduces by 90%
from the peak velocity to the velocity of the flight-stream. For a static jet, this results in
the same definition as was used in Figure 4.1.2. From this figure, one can see that the
flow from the annular nozzle follows the bullet profile after the nozzle exit, creating a
vena contracta effect. On the other hand, the conical nozzle shows no contraction.
This is likely because the conical nozzle has a small convergence angle (v = 2.5°),
resulting in the flow being nearly horizontal at the nozzle exit. In contrast, the annular
flow follows the bullet at an angle of 18° below the horizontal. This large change in
the angle of the flow at the nozzle exit results in a change in the radial component of
velocity. At the vena contracta point at ;5—1[ = 0.5, the annular nozzle has a radial
velocity of 0.23U; whereas the conical nozzle is only 0.02U;. However, after the vena

contracta, both jets spread at the same rate and the radial velocity is roughly the same

by 1’5—1] = 4. Therefore, this is a local effect close to the nozzle exit.

Looking at the in-flight data in Figure 5.1.4, the flight-stream causes the spreading rate
to reduce, as expected. Again, there is no vena-contracta effect in the conical nozzle
data but the vena-contracta effect of the annular nozzle moves downstream by 0.2D;.
Similarly to the static case, the spreading rate is the same after this point. Both axis
have been normalised by the jet diameter rather than an effective diameter as the

difference in jet shape needs to be highlighted.

So, what does this tell us? The annular nozzle has a smaller cross-sectional area and

shear layer at all points in the jet and so will generate less noise. The vena contracta
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effect will become important when the mixing noise from the conical and annular

nozzles is compared.
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FIGURE 5.1.4: Comparison of how the edge of the jet varies between the conical and
annular nozzles.

The analysis of the CFD results of the annular nozzle has shown that similar
predictions to the conical nozzle studied in the previous chapter can be made. These

provide a good basis for acoustic analysis.

5.1.2 Acoustic results

The largest geometric change that occurs between the conical and annular nozzles is
the inclusion of the centre-body. It has been demonstrated that this produces a
stagnation point in the velocity field but there are also two acoustic effects; reflection
from the bullet and a change in the mixing noise due to the reduced flow area. A
comparison of LRT data with and without reflections present, revealed that reflections
had no impact on noise predictions below St = 0.6 and only made a 0.15dB difference
at St = 6 at & = 90°. Given that the bullet only extends 0.95D; from the nozzle exit, it
is thought that the main impact will be on St > 7 which is above the high-frequency
limit of the experimental data and LRT calculation. Therefore, the reflective noise from
the bullet will not be discussed further. The rest of this analysis will focus on the

change in the mixing noise.

When analysis began on this geometry, it was noticed that the experimental data

contained additional noise above St = 3. By rotating the nozzle within the
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experimental set-up, a change in the noise level was produced depending on the
alignment with the struts which hold the bullet in place. The likely cause of this noise
is vortex shedding from these struts. As mentioned in Section 3.1.2, these struts were
removed from the CFD model to reduce the mesh density. As there is no model for
vortex shedding within the LRT method, this additional noise can not be captured.

Therefore, analysis in this section will be limited to below St = 3.
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FIGURE 5.1.5: LRT predictions for the static annular nozzle for M; = 0.6 at 8 = 60, 90
and 120° with experimental and simulation data at 100Hz narrow band frequencies.

Figure 5.1.5 shows the LRT predictions of the static annular nozzle at three different
polar angles. The anisotropic model was used to generate these results with the
corrected calibration values found at the end of the last chapter (¢; = 0.25 and

¢t = 0.63). Here it can be seen that the LRT model over-predicts the peak SPL by 0.8dB
at 6 = 90°. If one subtracts this delta from all polar angles, the LRT prediction gives
the same trends as seen for the conical nozzle in the previous chapter, i.e. over-predict
the high frequency in the rear arc and under-predict at all frequencies in the forward
arc. A similar level of over-prediction at 6 = 90° was found when the refined mesh
was tested. Therefore, the LRT predictions are repeatable. An additional experimental
data set was then examined to see if there was an error within the experimental data
set being used. However, the two experimental data sets were found to be within the
experimental error of the laboratory (£0.25dB). Therefore, both experiments and
simulations have shown repeatable results. The next logical explanation for this

difference is that there is a correction that needs to be applied but has not been.
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However, this has not been identified currently. Therefore, further investigation is

warranted here.

As the LRT model has been shown to have consistent errors away from 6 = 90° for
two geometries, the rest of this chapter will focus on results at 6 = 90°, where there is

the greatest confidence in the model.

When looking at the in-flight experimental data for the annular nozzle, another issue
with the experimental data was discovered. This is illustrated below in Figures 5.1.6
and 5.1.7 when the 6 = 90° data is scaled with flight Mach number. Above St = 0.5,
there is a bump in the experimental data (up to 5dB between My = 0 and 0.2) which
increases in amplitude with increasing flight Mach number. This additional noise was
not seen in the in-flight results for the conical nozzle in the previous chapter which
were taken on the same rig. Therefore, this effect does not seem realistic as the
flight-stream should reduce the mixing noise rather than increase it, and so is thought

to be an error within the experimental data.

There are two potential causes for this additional noise. Firstly, if there was a loose
part within the flight rig on the day of the experiments, vibrations from these
components would generate noise. Given that this effect increases with flight Mach
number, these vibrations would increase in magnitude and hence produce more noise.
The effect appears to be reduced at a higher Mach number and a better collapse is
achieved. However, it is more likely that the jet mixing noise is dominant in this case.
The second explanation is that separation of the flight stream could be occurring on
the external surface of the annular nozzle leading to additional noise generated at
high frequency. No separation is seen in the CFD data and hence LRT does not predict
the additional noise. It is thought that this is unlikely to be the reason because the
additional mixing close to the nozzle exit by this mechanism would result in a
decrease in the low-frequency content as the jet has already been mixed. However, the
low frequency collapses in Figures 5.1.6 and 5.1.7. The easiest way to check which of
these two explanations is correct is to retake the experimental data. If the error is
repeatable for a different test day, then there is a geometric effect occurring rather than

an experimental procedure error.

It is also worth noting that a scaling of 50 was used in Figure 5.1.6 to collapse data

rather than 60 in Figures 4.2.4 and 5.1.7. The value of 50 was chosen as it provided a
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better collapse of the experimental data than a value of 60. Given that the conical
nozzle data and the higher jet Mach number data for the annular nozzle collapsed
with a flight scaling value of 60, it is thought that the value of 50 at the lower jet Mach
number is due to errors in the experimental procedure rather than a geometric effect,
as the jet mixing noise will be dominant at the higher Mach number. This will need to

be revisited once the experimental data has been retaken.
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FIGURE 5.1.6: In-flight scaled data for the annular nozzle for the M; = 0.6 data at
6 = 90°.
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FIGURE 5.1.7: In-flight scaled data for the annular nozzle for the M; = 0.8 data at
6 = 90°.

For the present work, the comparison of the LRT predictions to the experimental data

for the in-flight cases is limited to below St = 0.5. Due to the small range of
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frequencies that this will allow a comparison for, further analysis on this geometry

will only be carried out for the static case.

With the introduction of the bullet, one would like to know how the noise scales.
Although the reflective noise is minimal, the change in mixing noise is not. The centre
body obviously reduces the flow area of the nozzle and introduces an additional
boundary layer which reduces the overall mass flow rate. Therefore, to compare the
conical and annular far-field mixing noise, the annular data needs to be scaled to
account for these. This has been done by scaling by the effective diameter (a flow area
correction) and accounting for the difference in mass flow rate (the additional
boundary layer correction). A new jet velocity has been found based on the
experimental mass flow rate and is used for this scaling. The results at § = 90° are
shown below in Figure 5.1.8. An interesting feature can be observed here. One would
expect the high-frequency data to collapse using the scaling outlined above. However,
there is a 1dB difference between the conical and annular data above St = 1 in Figure
5.1.8. Effectively, the annular nozzle is behaving like a smaller nozzle than the
effective diameter would suggest and hence is producing less noise. This warranted
further investigation. The reader should be reminded that in Figure 5.1.4, the vena
contracta effect of the bullet was discussed. This contraction of the jet generates a
smaller jet than the conical nozzle. This effect is not captured by the definition of the
effective diameter, which assumes that the difference in the flow area at the nozzle exit
is the only change between the conical and annular nozzles. There is, therefore, an
implicit assumption that the flow field after the nozzle exit is similar which has been
shown to not be true. Therefore, the width of the jet at the vena contracta point, Ly, as
defined in Figure 5.1.4, is used to scale the jet mixing noise in Figure 5.1.9. A much
better collapse is seen at high frequency using this length scale. The main conclusion
that can be drawn from this is that scaling laws only hold true when the underlying

physics remains the same between different cases.
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FIGURE 5.1.9: Comparison of SPL for the static conical and annular nozzles at
Mj = 0.6 and 0 = 90° using the vena contracta length.

Using the data in Figure 5.1.9, the change in SPL between the conical and annular
nozzles can now be calculated. This is shown below in Figure 5.1.10. The data has
been converted to 1/3™ octave data to smooth the experimental data. The annular
data is then subtracted from the conical data at a constant Strouhal number. As can be
seen in Figure 5.1.10, the LRT prediction models the general trend in the change in the
SPL level but does not capture the magnitude well at mid-Strouhal numbers. This is

partly due to the 0.8dB over-prediction that was mentioned earlier. Nevertheless,
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Figure 5.1.10 demonstrates that the LRT method is capable of predicting the general

trend in the change in SPL as the nozzle geometry is changed.
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FIGURE 5.1.10: Change in SPL between the static conical and annular nozzles with a
constant area at M; = 0.6 and 8 = 90°. Data presented as 1/3' octave data.

1
10 g —Conical Nozzle
3 —Annular Nozzle
s
=" 100t
I .
-~
wn
10-1 L
0

L1
Deyy

FIGURE 5.1.11: Comparison of centroid position per frequency at M; = 0.6 and
8 = 90° for the static conical and annular nozzles.

The source distribution of the annular nozzle has been analysed using the same
method as was used for the conical nozzle in Figure 4.2.5. Figure 5.1.11 shows the
centroid position for both nozzles. The jet diameter has been used to normalise the
axial position of the conical nozzle results, while the effective diameter is used for the

annular nozzle data. This figure confirms that using the effective diameter is the

correct parameter to scale the jet mixing noise.
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5.2 Isolated pylon effects

As discussed in Chapter 2, the pylon attaches the wing to the core of the engine. This
creates an internal blockage within the nozzle, while the external surface of the pylon
will cause a blockage of the path of the flight-stream. In both cases, a wake forms
behind the pylon, causing the jet to be drawn towards the pylon, as seen in the
literature. The amount of redirection of the jet will depend on the strength of the wake
pressure deficit. Although the redirection will eventually be counteracted by the wing
in an installed case, it is important to understand how changing the pylon design
influences the flow field, to enable low-noise pylons to be designed. As the pylon
surface causes the flow field to become asymmetric in nature, so will the mixing noise.
Analysis of the literature in Chapter 2 has shown that the pylon causes an increase in
noise levels above the pylon and at the sideline position. However, the amount by
which this occurs is up for debate. It is, therefore, critical that predictions on how the

pylon design changes the mixing noise can be made.

In this section, two effects will be studied. First, the impact of the internal blockage
caused by the pylon will be determined. Then, the additional effect of the external

pylon surface will be analysed.

5.2.1 Internal nozzle blockage effects

(A) Side view

(B) Front view

FIGURE 5.2.1: Geometry of 10% internally blocked nozzle.

Three different internal blockages are studied in this section to identify general trends
in the changes in mixing noise. The blockages reduce the flow area of the annular

nozzle by 5, 10 and 20%, giving an effective diameter of 31.1, 30.2 and 28.5mm,
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respectively. While the 10% blocked nozzle is the most realistic, experimental data
from the Doak laboratory suggests that the flow and noise effects are more
pronounced for the 20% blocked case. The geometry for the 10% blocked nozzle is
shown in Figure 5.2.1 with the pylon blockage aligned with the +x3 axis.

5.2.1.1 CFD results

The first analysis that was conducted looked at the overall impact of the blockage on
the velocity field, as shown below in Figure 5.2.2. This data is normalised by the jet
velocity which, despite the blockage being present, only caused a variation of 0.5m/s
in Uj. In Figure 5.2.2, axial slices at different locations illustrate the modifications to
the shape of the jet as it develops from the blockage. As expected, the annular nozzle
produces a fully axisymmetric jet. Introducing a blockage of increasing size causes the
jet to become more “heart” shaped within the first effective diameter of the nozzle exit
and then forms an “egg” like shape by %}f = 4. After %}f = 4, the blocked jets start to
return to a more axisymmetric shape as the jet spreads out and the momentum
diffuses. Therefore, the internal blockage will mainly affect noise sources within the
tirst four effective diameters. The asymmetry of the jet will change the propagation of
noise through this region but will have a negligible impact on the far-field mixing

noise at 8 = 90°.

Two final points can be made about the data in Figure 5.2.2. Firstly, looking at the
contour plots at % = 10, one can see that the increase in blockage leads to the jet
being stretched in the +x3 direction, towards the blockage. This is due to the pressure
deficit introduced by the blockage wake. Secondly, for the 5% blockage case, the flow
could be considered almost horizontally symmetric. The reason for this is that the
blockage at the top of the nozzle is comparable in size to the supporting bifurcation

strut located directly below the bullet.
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FIGURE 5.2.2: ﬁ—ll radial slices at %}f =1,2,4,6,8 and 10 for different blockages at

Mj = 0.6 and My = 0. All scales of position are measured in effective jet diameters
from the jet axis.

Given that the internal blockage induces an asymmetry in the velocity field and
redirects the jet towards the blockage, the question now is how accurately does a k-¢
RANS model predict this effect compared to experimental data? Profile of axial
velocity and turbulent intensity in the vertical plane can be seen in Figure 5.2.3 for the
10% internally blocked nozzle. Similar profiles were seen for the other blockages, so
those results are not presented here. Close to the nozzle exit, RANS can predict the
peak velocity deficit that the blockage induces to within 0.5% at ]’5—1] = 2. The shape of
the flow field around the blockage wake is matched well by the RANS simulation
compared with the experimental data within the first five effective diameters. The
blockage wake mixes out by g—ll = 4. As with the previous RANS simulation, the slight

under-prediction in the velocity profile far downstream of the nozzle exit at ,”5—1[ =

still exists.
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10% internally blocked nozzle at M; = 0.6. Each row corresponds to ]’5—1] =2,4and8,

respectively.
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In Figure 5.2.3, the general shape and amplitude of the turbulent intensity profiles are
well matched in the outer shear layer. There is some discrepancy in the inner shear
layer, but as mentioned previously, this should not provide a large source of error. The
presence of the blockage induces a wider shear layer on the blocked side of the nozzle
compared to the opposite side although the peak value is 1% lower. On the blockage
side of the nozzle at ]’5—1] = 2, there is an over-prediction of around 1% TI. This is
thought to be linked to the assumption of isotropic turbulence in RANS. Without LES
or experimental data, it is unclear how the change in the shear forces around the
blockage wake influences the anisotropy of the flow. Finally, there is an
under-prediction in the peak turbulence level (0.5%) far downstream at %11 = 8 as seen

with previous geometries.

When looking at flow profiles in the x;-x; plane, both the experimental and RANS
data sets showed a symmetrical profile about the centreline with similar trends in
peak levels to those seen in the vertical plane. As this is less interesting than the

results in the x1-x3 plane, these results have been omitted here.

The results in this section have, so far, been for the static case. For the in-flight
analysis, the main question that needs answering is what effect does the flight-stream
have on the wake region of the jet? One would intuitively think that the flight-stream
would stretch the wake region as the rest of the jet is elongated. What is less clear,

however, is how the turbulence level changes.

The first analysis that was conducted here was to look at the turbulent intensity close
to the blockage at %1] =1, as seen in Figure 5.2.4. On the opposite side to the blockage
(-x3 axis), there is a classic reduction in turbulent intensity with increasing flight Mach
number (4% reduction from My = 0 to 0.2). Although a reduction is also seen on the
+x3 axis, the magnitude of change is much smaller (only 0.8%). Obviously, this is to do
with the presence of the blockage wake changing the shear rate. This phenomenon is
not seen one further diameter downstream which indicates that this effect decays
rapidly. Acoustically, this will result in additional high-frequency noise, St > 6, that
will likely prevent a collapse at high frequency when scaling noise with flight Mach

number.
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FIGURE 5.2.4: Radial profiles of turbulence intensity at l%l, = 1 for the 10% internally
blocked nozzle at M; = 0.6 and M;=0,0.1 and 0.2

Further analysis has been undertaken on the turbulent intensity along the lip-line of
the annular and internally blocked nozzles at +x3 as shown below in Figure 5.2.5.
Several trends can be seen. Firstly, the change in the shape of the curves between the
static and in-flight annular nozzle curves is due to the stretching of the vena-contracta
effect downstream, as seen in Figure 5.1.4. Secondly, there is a change in shape close to
the nozzle exit between the annular and blocked nozzles. These internally blocked
nozzles do not exhibit a vena-contracta effect here as the lip-line is within the wake
region and is, therefore, outside of the jet. Next, the increase in blockage results in a
larger wake region as the turbulence starts to increase at 0.28, 0.51 and 0.8 effective
diameters for the static 5, 10 and 20% cases, respectively. This point of increase
effectively marks the end of the wake region. The end point of the wake region is
extended downstream when the flight-stream velocity is increased. At My = 0.2, the
point of increase in turbulence occurs at 0.65, 0.96 and 1.35 effective diameters. The
next point to consider is that there is only a small variation in the turbulence level by
ten effective diameters for each of the blocked nozzles. However, with increasing
blockage, there is a general increase in the peak turbulence level. This is especially
true for the 20% case where the change in shape of the curve between two and six
effective diameters would suggest additional turbulence and, therefore, noise. This

will be discussed in more detail in the acoustic results shortly.
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FIGURE 5.2.5: TI profiles from RANS on the nozzle lip-line on the +x3 axis for
different blockages at My = 0 and 0.2.

5.2.1.2 Acoustic results

The presence of the pylon is thought to primarily change the propagation of noise
close to the nozzle exit and has been seen in the literature to affect the noise at the
sideline and above the pylon. Below the pylon (¢ = 180°), there will, therefore, be
limited impact of the pylon. Therefore, the difference in results of simulations with
and without ray tracing at this location should be negligible. If this is the case, a

simplified source equation can be used to predict the noise of these asymmetric jets.

Figure 5.2.6 shows the LRT predictions with and without ray tracing at 6 = 90° and
below the blockage (¢ = 180°) for the five geometries studied so far. All predictions
are made for the static Mj = 0.6 case. It is clear from this figure that there is little
impact of refraction at this polar angle as the results without ray tracing, when the
flow factor, ® = 1, collapse on top of the full ray tracing results. The peak frequency
and SPL level are captured well for the conical and blocked nozzles. This figure
further emphasizes the over-prediction of the annular nozzle which does not match
the trend of the other geometries. This reinforces the view point that there is a
correction that has not been applied as only one of five geometries shows this error.
Another observation that can be made is that the low-frequency prediction of LRT gets
worse with increasing geometric complexity. The error at St = 0.08 starts at 0.9dB for
the conical nozzle and increases to 2.4dB for the 20% blocked nozzle. This will be due

to an error in the CFD calculation as the LRT prediction without ray tracing shows this
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error as well. As the error occurs primarily below St = 0.1, this region is not of great

interest to the study of jet noise, so will not be considered further.

Although the result of this analysis is not unexpected, as all that is being said is that
there is no refraction at 6 = 90°, this shows that a simplified equation can be used to
give accurate results of asymmetric nozzles at § = 90° above the peak frequency. This
simplified equation can be added to an optimisation code for analysing changes in

geometry to identify potential noise risks.
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FIGURE 5.2.6: LRT predictions with and without ray tracing (& = 1) of different
geometries for the static M; = 0.6 case at = 90° and ¢ = 180°.

The impact of the internal blockage on the far-field mixing noise will now be
considered. Figure 5.2.7 shows the azimuthal change in SPL at 6 = 90° between the
annular and internally blocked nozzles for certain Strouhal numbers. The SPL has
been corrected for the difference in flow area to generate the values shown. The ASPL

is defined as
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(5.2.1)

The reader should be reminded that ¢ = 0° refers to the position above the internal
nozzle blockage and ¢ = 180° is below the nozzle. Several observations can be made
from Figure 5.2.7. Firstly, the overall effect of the internal blockage is to increase the
amount of mixing noise present as the blockage increases in size. This is true for the
three blockages above St = 0.6. Below this point, the LRT predictions of the 20% data
shows a decrease in the noise level. This is thought to be linked to the increased
under-prediction at low frequency mentioned in Figure 5.2.6. Secondly, the LRT
predictions are consistently 0.8dB lower than the experimental data above St = 0.6,
although the general trend is captured. This is thought to be due to the 0.8dB
over-prediction of the peak level of the annular data seen in Figure 5.1.5. Next, better
predictions are made at St = 2 and 3 compared to that at St = 0.1. The reason for this
is difficult to discern given the intricacies of the source model but is thought to be
linked to the good predictions close to the nozzle exit compared to the
under-prediction of turbulence after five effective diameters. It was shown in Chapter
4 that the LRT model was sensitive to the TKE values in the main noise-producing
region. Therefore, this is not an unreasonable conclusion. Finally, there is little
difference between the 5 and 10% data sets. A maximum azimuthal variation of 1.6dB
is seen for the 10% blocked nozzle at St = 0.6 and ¢ = 60° but generally there is less
than 1dB azimuthal variation for the 5 and 10% cases. The same can not be said for the

20% blockage case, however.

There are two interesting features in the experimental 20% blockage data which
warrant additional discussion. Firstly, there is an increase in the ASPL at St = 0.6 and
1 which is not seen in the other geometries. The experimental data shows a 3-4dB
change in the SPL for the 20% case compared to the 5 and 10% cases, whereas the LRT
predicts only a 1dB increase in noise. It is intuitive that this means the 20% blockage
data will not follow the normal eighth velocity scaling law and, therefore, there is an
additional noise source present here. This is further confirmed by the fact that LRT
predicts the jet mixing noise for other geometries well. The additional noise is not
reflective noise as it occurs at too low a frequency and there is no additional solid

surface present for only the 20% case.
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The second feature of the 20% case is a roughly constant ASPL seen azimuthally in
both the experimental data and LRT prediction at high frequency (St = 2 and 3). As
these frequencies are generated close to the nozzle exit, where the effect of the

blockage is seen in the flow field, this is an unusual result.

Both of these features will now be investigated in turn.
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FIGURE 5.2.7: Azimuthal variation in SPL at 6 = 90° for different blockages
compared to the annular nozzle for M; = 0.6 and M = 0. [1/3rd octave band data
corrected for flow area]

Looking at the increase in noise at mid-Strouhal numbers for the 20% case, the
obvious candidate for this noise would be from vortex shedding behind the blockage.
More detail on this noise source can be found in the literature in [123,124]. The CFD
data was, therefore, interrogated to see if vorticity could be a likely source of the noise.
A x1 — x; plane was created halfway up the blockage, as seen in Figure 5.2.8a. Figure
5.2.8b shows the axial component of vorticity, 1, for the annular, 5, 10 and 20%
blocked nozzles. With increasing blockage, counter-rotating axial vortices of
increasing size and amplitude are created. These vortices rotate towards the centreline
of the jet. The presence of these vortices would indicate that a vortex-shedding noise
source is present for the blocked nozzles. Given that there is no obvious increase in the
experimental data for the 5 and 10% blockage cases, it is suspected that this noise
source is masked beneath the jet mixing noise and only becomes dominant in the 20%
case. The derivation of the LRT source model in Chapter 3 does not include a vortex

source and hence, the LRT model does not pick up on the additional noise for the 20%
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case. It should be noted that the proper aerodynamic design of a full-scale pylon
would mitigate the presence of such a flow feature. This point will be revisited when

looking at the external pylon surface.

It should be noted that the Strouhal numbers in Figure 5.2.7 do not match the Strouhal
number range for vortex shedding quoted in the literature. This is because Figure 5.2.7
uses a Strouhal number based on D, rather than the width of the blockage. At high
Reynolds numbers, vortex shedding occurs over a range of Strouhal numbers

(0.2 < St < 0.5 [125]). If one takes the middle frequency that the additional noise in
Figure 5.2.7 is seen at, the average width of the blockage at the nozzle exit and the jet
exit velocity, then one can obtain a Strouhal number of 0.45 for this noise, which is
within the range quoted by the literature. This gives further credibility to the

conclusion that the additional noise seen in Figure 5.2.7 comes from vortex shedding.
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FIGURE 5.2.8: Vorticity from the internal blockage.

The second point concerning the 20% data in Figure 5.2.7 is the constant increase in
SPL observed at the two highest Strouhal numbers, compared to the 5 and 10% cases.
Since this result is present in both the experimental data and LRT predictions, this is
believed to be a real effect. To identify the reason behind this, the acoustic source
strength, Q, integrated across different axial slices at & = 90°, has been calculated for
St = 0.4, 2 and 3 and is shown below in Figure 5.2.9. Given the maximum value of Q

for a jet classically occurs at St = 0.4, the data has been normalised by this value. The
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FIGURE 5.2.9: Axial source distribution at three different Strouhal numbers of the
blocked nozzles.

tirst observation to be made is the fact that the results for all geometries collapse well

at St = 0.4. This is likely because the influence of the blockage is not very strong after

Di}f = 6 where this low frequency is present. Next, the annular, 5 and 10% blocked

nozzle data further collapses at high frequencies as well. The green curves of the 20%
blocked nozzle, however, have a significantly higher peak value. This increase in
source strength, therefore, is clearly responsible for the additional high-frequency

noise generation observed in Figure 5.2.7.

So, what does this mean for the jet-mixing noise? To understand this, one needs to
consider the physical meaning behind Figure 5.2.9. When one scales the mixing noise
from different diameter nozzles to account for the difference in flow area, a

20log (%) correction is typically applied to measurements, where D, is a reference
diameter. Physically, when this scaling is used, one is saying that eddies scale in size
(and frequency) relative to the shear layer width and, therefore, the diameter of the
nozzle. However, the energy content of an eddy also scales with the shear layer width
up to the point of maximum turbulence. There is, therefore, a direct relationship
between the maximum strength and the source strength per frequency as the diameter
is changed (i.e. the & curves remain unchanged). This is why the annular, 5 and

10% blockage curves collapse in Figure 5.2.9. The conclusion here is that scaling laws

only work while the underlying physics does not change.

To identify where the additional energy for the 20% case has come from, the results
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along the nozzle lip-line above the blockage (+x3) on the turbulence intensity are
shown below in Figure 5.2.10 for the static case. The additional turbulence that is
present between two and six effective diameters for the 20% blocked nozzle is
indicative of the extra noise that will be generated in this region of flow where the
vortices shown in Figure 5.2.8b are present. It is suspected that these vortices produce
an increase in the mixing noise as well as introducing a vortex-shedding noise. Both of
these are only prevalent in the 20% case as there is no evidence of an increase in noise
in the 5 and 10% experimental and numerical data. It is also worth pointing out that
there will be a decrease in the high-frequency content of the blocked nozzles within
the first two diameters as the wake increases in size. This is not seen in the data

presented in this thesis, as these effects will occur at St > 6.
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FIGURE 5.2.10: TI profiles from RANS on the nozzle lip-line on the +x3 axis for the
static M; = 0.6 case for different blockage.

When looking at the in-flight experimental data for the internally blocked nozzles, it
was noticed that the data sets had additional energy above St = 0.5, similar to the
results for the annular nozzle results. All the in-flight data for these geometries were
taken on the same day and so had the same error. Therefore, a comparison between
the LRT predictions and experimental results is of limited use. The most interesting
flight effects will occur, however, when the external pylon surface is included and so

results for the in-flight internally blocked nozzles will not be presented here.
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5.2.2 External nozzle blockage effects

The final section in this chapter looks at the impact of the external pylon surface on
the flow and noise fields. An external fairing has been added to the 10% internally

blocked nozzle, as seen in Figure 5.2.11.

(A) Side view (B) Front view

FIGURE 5.2.11: Geometry of 10% externally blocked nozzle.

5.2.2.1 CFD Results

The results of axial velocity and turbulence intensity for the static case of the internal
and external blockages are compared in Figure 5.2.12. Looking at these figures, there
are only minor differences in the two profiles closest to the nozzle exit, in both the
RANS and experimental data sets. This implies that the external blockage will only
have an impact at very high frequencies generated near the nozzle exit. The difference
in noise produced in this region will also be small which matches with the results
found by Zaman [95,96]. Therefore, it can be concluded that the external pylon surface

will have a minimal impact on the static far-field jet mixing noise.
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The more interesting question to consider is what is the impact of the external pylon
surface in-flight? The CFD results for the axial velocity and turbulence intensity of the
M;j = 0.6 jet with a flight-stream Mach number of 0.2, can be seen below in Figure
5.2.13. No aerodynamic experimental data was taken for these geometries, so
comparisons will be made purely between CFD simulations. The biggest difference in
axial velocity is seen at 1%1, = 1. Here the external surface blocks the path of the
flight-stream from mixing with the wake of the pylon and so there is a reduction in the
velocity just after the pylon tip on the +x3 axis. This quickly mixes out as there is

marginal difference present at li_‘)—l] =

In terms of the turbulent intensity, several differences can be observed. Firstly, there is
an increase in the turbulence at 1%11 = 1 for the external blockage relative to the internal
blockage on the -x3 side. This will cause an increase in the high-frequency content of
the mixing noise. This was an unexpected result as it was assumed that the external
pylon would primarily affect the flow on the +x3 side. As both simulations have been
set up the same, converged and there is no experimental data to confirm this, one can
only conclude that this is a real effect that is caused by the external fairing surface.
Additional investigation is, therefore, needed in the form of more experimental data to

confirm this.

Secondly, there is a small additional turbulence at l’;—lj =1land % = 0.9 for the
external compared to the internal blockage. This is due to the turbulence generated by
the flight-stream over the top surface of the external pylon surface. This surface would
normally be touching the wing and so would see no flow across it. Due to the low
magnitude of this additional energy and the fact that the external blockage geometry
is unrealistic without the presence of a wing, this error will not be considered further.
Finally, at 1’;—1] = §, there is a decrease in the turbulence level at the edges of the jet,
which will result in a low-frequency reduction. Given the increase in turbulence close
to the nozzle exit and reduction further downstream, the external blockage acts like a
chevron, by increasing the local mixing rate close to the nozzle exit. However, the key
difference to a chevron is that a flight-stream is needed for this effect to be observed

with the external pylon surface.
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FIGURE 5.2.13: Radial profiles of %1[ (left) and turbulence intensity (right) for the 10%
internally and externally blocked nozzle at M = 0.6 and My = 0.2. Top row is at

1%1] = 1 and the bottom at ]’5—1] =8.

5.2.2.2 Acoustic results

Although no experimental data has been gathered for this geometry acoustically, the
CFD results have demonstrated an interesting feature at M = 0.2. Therefore, analysis
has been conducted using the LRT model at # = 90° and ¢ = 180°, to analyse the
change in mixing between the internally and externally blocked nozzles, as seen in
Figure 5.2.14. Statically, it can be seen that above St = 0.15, the mixing noise changes
by less than 0.25dB, which is within the experimental error of the Doak laboratory.
Therefore, it is reasonable to conclude that there is a negligible influence of the

external surface statically.
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FIGURE 5.2.14: ASPL plots between the 10% internally and externally blocked
nozzles at = 90°, ¢ = 180° and M; = 0.6.

Moving to the in-flight cases, at My = 0.1 there is a change in the SPL compared to the
static case, but the difference is still small (less than 0.15dB). However, a large change
is seen when the flight-stream is increased to My = 0.2. At St = 6, there is a 2.1dB
increase in noise for the externally blocked nozzle compared to the internally blocked
nozzle. Furthermore, there is a 0.33dB decrease at St = 0.1. The pylon, therefore, acts
in a similar way to a chevron. It has already been noted that there is a change in the
mixing rate in Figure 5.2.13 which would explain the far-field results. The interesting
feature of these results is that the flight-stream needs to reach a certain velocity before

the external pylon provides a benefit to the jet mixing noise.

Further evidence of this increased mixing rate can be seen if one looks at the source
distribution of the My = 0.2 case, as seen in Figure 5.2.15. One can see that by
increasing the mixing rate, the frequencies from the externally blocked nozzle are
moved upstream. Furthermore, the increased area under the high-frequency curve is
indicative of the increase in noise produced at these frequencies. One can see
qualitatively that the change in area is much larger at the higher frequencies than at

the lower ones.

Currently, there is no experimental data available for this geometry. However, this
analysis has shown that the in-flight cases with the external pylon surface warrant

further investigation.
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FIGURE 5.2.15: Source distribution for a select number of frequencies of the 10%
internally and externally blocked nozzles at 6 = 90°, ¢ = 180°, M; = 0.6 and
My =0.2.

The work on the external surface has focused on the change in the mixing noise,
however, there are other noise sources present. Reflective noise will be introduced by
the external surface. As the external blockage surface is close to the nozzle exit (within
the first jet diameter), this will primarily affect very high frequencies (St > 6) at the
sideline position. As this is above the frequency range considered in this thesis, this

noise source will not be studied further.

The presence of the external blockage will obviously change the bluff-body vortex
shedding that was observed in the previous section. Figure 5.2.16 shows the
comparison of the vorticity from the internal and external blockages on the same
plane as shown in Figure 5.2.8a for the static case. Vortices are present on either side of
the external surface and alternate in direction. A pair of vortices is also seen at the
trailing edge of the external blockage. Although there is no source model for the
vortex shedding within LRT, a hypothesis can be made on the expected impact. As the
relative size of the vortices decreases when the external blockage is included, it is
thought that this would result in a higher vortex shedding frequency. These vortices
will also decay faster as the eddies are smaller. This would explain the increase in
high-frequency content seen in the near-field results in the Doak laboratory [112]. As
higher frequencies have less energy than large-scale structures, vortex noise of this

nature is likely not to be important for the overall noise produced by the jet.
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FIGURE 5.2.16: Contours of axial vorticity, 1, for the static 10% internally and
externally blocked nozzles at M; = 0.6.

5.3 Summary of chapter

In this chapter, several conclusions have been reached.

* A mesh sensitivity study was conducted on the CFD mesh for the isolated
annular nozzle. It was found that a mesh with a y ~ 35 was capable of
showing the same radial profiles of axial velocity and turbulent intensity as a
much finer mesh with a y* ~ 1. Therefore, further CFD simulations used the
coarser mesh settings to reduce the computational cost as there was a negligible

difference in accuracy.

¢ Similar to the CFD results for the conical nozzle in Chapter 4, it was seen that
RANS produces an under-prediction of the peak axial velocity (7%) and the
turbulence intensity (1%) at ten jet diameters downstream of the nozzle exit.
This is thought to be due to the over-prediction of the spreading rate seen in the
previous chapter. Given multiple meshes have shown this error, the k-¢

turbulence model is the most likely root cause of the problem.

¢ Acoustically, it was seen that the LRT model over-predicted the static
experimental results for the annular nozzle by 0.8dB at § = 90°, although the

same general trends were observed as seen previously with the conical nozzle. It
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was seen later in the chapter that LRT only produces this over-prediction for this
geometry as a good match is obtained for four other geometries. The reason for
the over-prediction is not clear as both the experimental and simulation results
were seen to be repeatable. It is thought that there is a correction factor has not

been applied to the data, but it is unknown what this is.

It was noticed that the experimental data for the in-flight annular nozzle
contained additional noise above St = 0.5 as the 8 = 90° data did not collapse
when scaled. This was thought to be either due to vibrations in the flight rig or
from flow separation from the external nozzle surface. The result of this was that
there was limited experimental data to compare in-flight LRT predictions to and

so the focus for the rest of the chapter was primarily on the static case.

To scale the static far-field jet mixing noise of the annular nozzle to the conical
nozzle, two corrections were needed. Firstly, an area correction using the
effective diameter was used to account for the difference in flow area. Secondly,
a correction was needed for the difference in mass flow rate due to the
additional boundary layer around the bullet. Using both of these corrections, the

conical and annular nozzle data could be scaled at 6 = 90° to within 0.5dB.

The ability of the LRT method to model asymmetric jet flows and jet mixing
noise was then investigated by looking at including the internal geometry of the
pylon which blocks part of the flow area of the nozzle. Three different pylon
blockages (5, 10 and 20% blockage of the annular nozzle) were studied to look at
the general trends in results with increasing blockage. In the velocity field, the
increased blockage created a more “egg”-like shape at four effective diameters
downstream and the flow was drawn upwards. RANS was able to capture the
decrease in velocity and turbulence in the wake region of the blockage to within

0.5% and 1%, respectively.

Very close to the nozzle exit at 19;—1] = 1, it was seen that the turbulence level in the
wake region of the 10% internally blocked nozzle did not decrease as expected
with increasing flight stream velocity. This suggests that the pylon changes the
local mixing rate. However, this effect was not seen one diameter further

downstream and so will only affect very high frequencies (St > 7).
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* When looking at the acoustic results of the static internally blocked nozzles, it

was seen that, at 8 = 90°, the 5 and 10% blocked nozzles did not vary much

azimuthally (maximum 1dB).

When a large (20%) blockage was used, 3-4dB of additional noise was seen
between St = 0.6 and 1 and there was a roughly constant 1dB of additional noise
at St = 2 and 3. The first was thought to come from vortex shedding from the
large blockage as axial vortices of increasing magnitude were seen in the CFD
results. It was also noticed that there was an increase in the TKE around these
vortices for the 20% case which would generate additional mixing noise at high

frequencies.

Perhaps the most important conclusion reached in this chapter was that the
effective diameter is the correct scaling parameter to use for scaling the mixing
noise of the annular and internally blocked nozzles. By using this parameter, the
source distribution for the annular, 5 and 10% jets collapsed onto each other. The
20% blocked nozzle only collapsed at low frequency where the additional
energy from the vortices was not present. Therefore, the scaling laws only work

when the physics of the jet remains constant.

When an external pylon fairing was added to the 10% internally blocked nozzle,
it was found that there was little difference between the internal and external
blockages statically. Above St = 0.15, the change in mixing noise was less than

0.25dB which is within the experimental error from the Doak laboratory.

When a flight-stream (M; = 0.2) is added to the externally blocked nozzle, there
is an increase in the turbulence intensity close to the nozzle exit, leading to a
2.1dB increase at St = 6. A 0.33dB decrease in noise is seen at St = 0.1.
Therefore, in-flight the external pylon surface acts like a chevron by creating
additional mixing close to the nozzle exit. LRT suggests there is a benefit at low

frequency due to the reduction in the noise here.
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Installed Jet Reflected Mixing Noise

In the previous chapter, the change in the flow field and mixing noise as the blockage
of the pylon was included, was the main focus of the analysis. The change in the
mixing noise was found to scale with the effective diameter as the flow area changed.
However, having a large pylon produced additional noise which was thought to come
from vortex shedding. Finally, it was shown that the external fairing of the pylon
produced a negligible effect statically but acted similar to a chevron when the

flight-stream was added.

This chapter is concerned with modelling installed jets. As outlined in Chapter 2,
installed jet noise is made up of two main components: the jet-surface interaction (JSI)
noise from near-field pressure fluctuations and the jet-surface reflection (JSR) noise
from high-frequency reflected waves. Most research for installed jets has focused on
JSI noise as this can generate up to 10dB of additional noise at low frequency (St < 1).
While JSI noise has a negligible impact at high frequency (St > 2), JSR noise
constitutes a significant increase in this frequency range. This is due to the close
proximity of the wing to the jet for realistic wing positions (Di] < 2and DLI < 1[103])

limiting the JSR noise to those frequencies generated close to the nozzle exit.

The focus of this chapter is on the change to the high-frequency content of an installed
jet. This can be split into the direct jet mixing noise (which travels straight to the
observer) and the reflected mixing noise from the wing. Accurate predictions of the
high-frequency JSR noise content of an installed jet can be used to interrogate installed

spectra to isolate the JSI noise source. In the current work, the JSI noise is not
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FIGURE 6.0.1: Diagram showing the geometry and acoustic sources around the
engine.

modelled. This means that comparison to experimental data will be limited to high
frequencies. For reference, the main problem parameters are shown again in Figure

6.0.1.

This chapter is split into four sections. Firstly, the method for calculating the path of
the reflected rays is outlined. The results are then validated against experimental data.
The observer angle and wing position are varied to see if the correct trends can be
captured by LRT. Secondly, having validated the reflection code, attention is turned to
predicting the flow field of installed geometries. A NACA4415 airfoil is added to the
annular and 10% externally blocked nozzles from the previous chapter. Analysis of
the installed annular nozzle allows the influence of the wing on the jet flow to be
studied. Next, the combined effects of pylon and wing are studied. In the previous
chapter, the isolated pylon was shown to draw the jet up towards the pylon, an effect
which will, to some degree, be counteracted by the high-pressure region below the
wing in-flight. Work in the previous chapters has shown that, despite the fact that the
RANS solution does not provide accurate flow predictions after six effective jet
diameters, good acoustic predictions can still be made. As the effects of the wing and
pylon occur close to the nozzle exit, one would expect RANS to capture these
adequately. This, in turn, should ensure accurate prediction of the source location,
source magnitude and propagation of the high-frequency waves through the jet.
However, it is not known if a k-€ RANS model is able to accurately predict the flow of
an installed jet. It was mentioned in Chapter 2 that a known weakness of the k-¢
model is the inability to predict the adverse pressure gradients on isolated wings. As

this separation affects the wake region behind the wing, it is unknown how this will
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interact with the turbulent shear layer of the jet. Finally, a theoretical situation is
considered where a deployed flap redirects the jet away from the wing. The changes

to both the direct mixing noise and the reflected mixing noise will be considered.

6.1 Installed jet methodology

In this chapter, CFD has not been carried out for all geometries studied. In sections
6.1.2 and 6.4, the main concern is with the acoustic response of the source equation to
particular situations. These sections use the CFD data from the static conical nozzle
studied in Chapter 4 at M; = 0.6 as a basis for predictions. The accuracy of RANS
simulations for predicting the flow of installed jets is examined when looking at the
installed annular and jet-pylon-wing configurations in sections 6.2 and 6.3. Details of
the meshes for these two geometries can be found in Chapter 3. When running the
CFD of these meshes, it was found that for convergence to be achieved, the
simulations required that the flow, kinetic energy and dissipation were solved initially
with a first-order scheme and then changed to a second-order scheme later on. This
was different to the isolated geometries which could be solved using a second-order

scheme initially.

6.1.1 Modelling reflected mixing noise

To allow for the JSR noise to be modelled, additional code was added to calculate the
change in the ray path caused by reflecting from a solid surface. For an acoustic source
below a wing, one would expect the pressure to double due to the wing creating a
virtual source. An increase of 3dB would, therefore, be seen. If one models this with
ray tracing, one would expect twice the number of rays to arrive below the wing as in
an isolated case. As the flow factor, ®, is a measure of the number of rays that arrive at
the observer location, the reflected noise can be included within the LRT model. The

definition of the flow factor can be found in Appendix A.2.

To calculate the path of a reflected ray, the first step is to determine if a ray could

intersect with a solid surface. If one considers that a wing with little curvature can be
modelled as a flat plate, this process is relatively simple. The wing position is defined
by the horizontal distance from the nozzle exit to the wing trailing edge (TE), |, and a

vertical distance, h, from the centreline of the nozzle. The wing also extends 0.75D;
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upstream of the nozzle exit. The current and previous position of a ray is compared to
the position of the wing. If the line between these ray positions intersects with the
wing, a reflection will take place and so the current ray position will need to be
updated. A similar procedure can be taken for reflections from the flap and pylon

with only the location of the solid surface changing.

As the wing is being modelled as a flat plate, a line-plane intersection calculation is

required. To do so, three points on the plane are defined, as shown in Figure 6.2.4.

FIGURE 6.1.1: Line-plane intersection.

A point of intersection, p;j, lies on the line between two points, 1, and 1, so that

pi = Lo +mly, (6.1.1)

where m is a real number and 1,, = 1, — 1,. Furthermore, p; also lies on an infinite

plane so that

Pi = Po + U1Po1 + U2Po2 (6.1.2)

where po1 = p1 — Po, Poz = P2 — Po and v; and v, are real numbers. Therefore

I, +mlyp = po + v1po1 + V2P02 (6.1.3)

Equation 6.1.3 can be written in matrix form as



6.1. Installed jet methodology 135

m

[la_PO} = [—lab Por Poz| |U1 (6.1.4)

02

A unique solution to Equation 6.1.4 can then be found if the determinate of the first

matrix on the right-hand side is non-zero. Therefore

m

1| = [_lab Po1 Poz] o [la —Po] (6.1.5)

02

The value of m can then be calculated from

- — (Po1 X po2) - (1a — po) (6.1.6)
—Lab - (Po1 X Po2)

Finally, the intersection point is calculated by substituting the value of m from
Equation 6.1.6 back into Equation 6.1.1. It should be noted that this method calculates
the intersection point for an infinite plane, so the intersection point needs to be

checked to see if it falls within the finite extent of the wing.

FIGURE 6.1.2: Direction of a reflected ray.

Having calculated the intersection point, one needs to calculate the direction that the
reflected ray will carry on travelling in. This can be seen in Figure 6.1.2. If one
describes the vector for the incident ray as R;, the reflected ray, R,, and normal to the

surface, n, then one can write
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R =n(—R;-n)+a (6.1.7)

—R;+a= l‘l(—Ri . n) (6.1.8)

where a is the horizontal distance from the ray vector to the normal vector.

Eliminating a from Equations 6.1.7 and 6.1.8 gives

Rr = Ri — 2n(Ri . n) (619)

Equation 6.1.9 determines the direction of the reflected ray and the ray tracing can
continue as normal. Although Figure 6.1.2 shows a 2D case, Equation 6.1.9 applies to

3D cases as well.

The procedure for the calculation of reflections from the wing, flap and pylon is the
same, although the position of the surfaces is different. The flap, which will be
described in section 6.4, is assumed to be attached to the wing at the wing trailing
edge. Modelling the pylon is slightly more complex than the wing or flap as two
vertical planes are needed to be defined for either side. These planes meet at the bullet
tip and extend back to the nozzle exit. Although this does not precisely match the
outline of the pylon, it is a good enough first approximation. A more accurate
description would require a line intersection with an arbitrary shape which is more

complex to code and so will be left to future work.

For calculating the reflections from the bullet, a line-cone intersection calculation is
carried out. By writing the surface of the cone as a parametric function, as seen above,
the intersection point with the bullet can be calculated. It has already been shown in
Chapter 5 that this reflection does not contribute very much to the noise within the
frequency range that is being studied. Therefore, the additional description of this

calculation is omitted here.

6.1.2 Validation of reflective code

With the method for calculating the reflected mixing noise outlined above, the results

need to be validated. To do so, the position of the far-field observer and wing is varied



6.1. Installed jet methodology 137

in this section to see if LRT can pick up the trends in the change in SPL. The reader
should be reminded of the installed wing position parameters shown in Figure 6.1.3.
The change in the SPL between the installed and isolated cases is compared to
experimental data taken as part of the SYMPHONY project [103]. As this analysis is
interested in the high frequency reflected noise and there is no model for the JSI noise

within LRT, analysis is restricted to St > 1.
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FIGURE 6.1.3: Geometry of the installed conical nozzle.

In order to make predictions using the LRT source model, some flow data is required.
If the wing is placed far away from the jet, it will have a minimal influence on the flow
field. Therefore, the flow field of the installed case will be identical to that of the
isolated case. It was shown in Chapter 4, that RANS over-predicts the potential core
length. To enable a comparison to be made, the wing length, I, has been extended
within the LRT simulations in this section to provide the same ratio of wing length to

potential core length as seen in the experiments.

In this analysis, the data from the isolated conical nozzle studied in Chapter 4 is used
as a baseline for predictions. It was found by Lawrence [103] that the high-frequency
content was independent of M; so only the flow field for the static M; = 0.6 case is
studied here. A flat plate, representing the wing (span of 15Dy), is then placed in the
acoustic domain as outlined previously and the ray tracing is carried out. The position
of the acoustic sources relative to the wing can be seen in Figure 6.1.4. The same
number of source points (5925) and number of rays (655, 000) are used as outlined in
Chapter 3. The additional reflective noise changes the number of rays received in each

of the far-field bins and so will change the flow factor, ¢, as outlined in Appendix A.2.
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This is an oversimplification of the problem but will reveal if the general trends in the
change in reflected mixing noise can be picked up. The accuracy of RANS in

predicting installed jet flows is examined later in this chapter.
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FIGURE 6.1.4: Position of sources under the wing withDi] =3and D% = 0.65.

6.1.2.1 Variation with ¢

The first analysis that was carried out was to look at whether LRT can detect the
shielding effect of the wing. A reminder of the definition of the azimuthal angles can
be seen in Figure 6.1.3. A flat plate has been placed at Di] =2and DL; = 4. This
position has been selected so that there is a negligible impact on the flow field and a
minimal amount of JSI is generated. Therefore, any change in the SPL can be

attributed to reflected noise.

From the results in Figure 6.1.5, the LRT model predicts a decrease in noise on the
shielded side (¢ = 0°) of the wing, as expected. Below the wing, the reflections from
the wing cause an increase in the SPL observed. Although these are expected results, it
confirms that the physics is being correctly modelled. At the sideline position

(¢ = 90°), there is a small increase of 0.25dB in the experimental noise seen at high
frequencies which is picked up by the LRT code. This is thought to be due to a small
number of reflections from the wing reaching the observer from small angles and the
semi-infinite wing. As one is mainly concerned with the noise below the wing

(¢ = 180°), the small amount of reflected noise at the sideline is not as important.
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FIGURE 6.1.5: Azimuthal variation in ASPL for the static installed conical nozzle at
Mj =0.6,0 =90° DL] =2and DL] = 4 compared to the isolated case. All data is

presented as 1/3'% octave data.

6.1.2.2 Variation with 0

The next analysis looks at how the reflected noise varies in terms of 6. The results for
this can be seen below in Figures 6.1.6. In the rear arc, there is a 0.5dB increase in SPL
as one moves from 6 = 60° — 80° experimentally. The LRT model only starts to pick
up the additional energy at 6 = 80°. However, the reflected mixing noise at 6 = 60°
and 70° is less than 0.2dB which is within the experimental error, so the LRT

predictions are still accurate.

More interesting results are seen in the forward arc as both the experiment and LRT
indicate a larger change in SPL compared to the rear arc. The experimental data shows
a roughly constant peak ASPL at high frequencies but a decrease in the peak Strouhal
number as 6 increases. This change in the peak Strouhal is reflected in the LRT
simulation, although the amplitude and peak location are not captured. The change in
the peak Strouhal number is thought to be due to lower frequencies occurring further
down the jet. Rays from these low-frequency sources will be reflected towards higher
polar angles due to the source’s position relative to the wing. It is thought that the
over-prediction in SPL comes from not modelling the outside surface of the nozzle.
This will mean that rays that would be reflected off the outside of the nozzle will
instead be traced through the nozzle wall to the far field. Adding the reflection from

the external surface of the nozzle will be future work of this project.
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FIGURE 6.1.6: 0 variation in the rearward (left) and forward arcs (right) in ASPL for
the static installed conical nozzle at Mj = 0.6, ¢ = 180°, Di[ =2and DL] = 4 compared

to the isolated case. All data is presented as 1/ 3" octave data.

One interesting point of note is that there is a decrease in the ASPL at high frequencies
with increasing 6 in the forward arc. One would think that the ASPL would plateau
rather than decrease. As LRT picks up on this trend, it is thought that this trend is due
to the path that high-frequency rays take. As the higher frequencies occur closer to the
nozzle exit, it could be that these have fewer possible paths to the far-field observer

due to the narrow region in which the frequencies exit.

To conclude, the main influence of reflected mixing noise as 6 varies is seen, both

experimentally and in the LRT results, in the forward arc.

6.1.2.3 Variation with 1

The previous two analyses focused on how the reflected mixing noise changed with
the far-field observer position. More interesting results were found by Lawrence [103]
when the wing position was changed. As mentioned in Chapter 2, Lawrence found a
large variation in the JSI noise when the horizontal distance to the wing TE, [, was
varied. To minimise this effect in the analysis, the wing is placed at DL] = 4. The results
for varying 1 on the high-frequency noise can be seen in Figure 6.1.7. There are two
points of interest here. Firstly, the LRT predictions show that the cut-on frequency of

I

reflected noise decreases as D, increases. This makes intuitive sense as one can

describe that more of the source distribution lies underneath the wing as 1 increases.
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Secondly, LRT predicts that there is a maximum ASPL of reflected noise which does
not change with 1. However, the experimental data shows a gentle increase in the
ASPL with frequency until DL, = 7 and then remains roughly constant. This is an
unexpected result. As the wing is placed away from the jet (Di] = 4), it is unlikely that
there is any flow interaction around the wing. More likely, there is some feedback
mechanism that is dependent on the wing length which causes this trend. However,
the nature of this mechanism is unknown and so will need to be investigated further

in future work.
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FIGURE 6.1.7: DL, variation in ASPL for the static installed conical nozzle at M; = 0.6,
6 =90°, ¢ = 180° and DL] = 4 compared to the isolated case. All data is presented as
1/3 octave data.

6.1.2.4 Variation with h

The next analysis looks at how the reflected mixing noise varies with vertical
separation, h, between the nozzle centreline and the wing. For this analysis, Di] =

As the wing is being moved closer to the jet, the original assumption that the flow
tield is not influenced by the wing needs to be revisited. Wang [126] found that for this
value of 1 and when DL; = 1, the jet was not altered by the plate despite being at the
edge of the shear layer. Therefore, the isolated flow field is representative of the

installed flow field when DL] > 1.

The results of this analysis can be seen in Figure 6.1.8. As can be seen from the figure
below, LRT does predict a small amount of variation with h (0.2dB), but not as much

as is seen experimentally (0.4dB). The experimental data suggests that as h decreases,
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the ASPL increases, which makes sense as the rays have less time to refract and a
shorter distance to travel. Therefore, rays are focused towards the observer’s position
as the wing moves closer to the jet. Although LRT only predicts a small variation in
the ASPL, the opposite trend can be seen i.e. a decrease of 0.2dB as the wing moves
closer to the jet. This would imply that more refraction is taking place within the ray
tracing which is diverting rays away from the far-field observer. Further investigation

is required here to understand what is happening within the ray tracing.
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FIGURE 6.1.8: DL[ variation in ASPL for the static installed conical nozzle at M; = 0.6,
6 =90°, ¢ = 180° and Di] = 4 compared to the isolated case. All data is presented as
1/3 octave data.

It should be noted that there is a cross-over region between St = 1 and 2 of the JSI and
JSR noise sources [103]. Above St = 2 where only the JSR noise is present, the LRT
model generally predicts the change in noise level to within 0.5dB. Therefore, despite

not predicting the correct general trend, reasonable predictions can still be made.

6.1.2.5 Variation with M ¥

The final analysis that has been carried out in this section, is how the variation in the
flight Mach number affects the reflection noise. The results can be seen below in
Figure 6.1.9. Here, experimental data for a flat plate of 300mm at D% = 0.67 and Di] =3
was taken in the Doak laboratory. As can be seen from Figure 6.1.9, there is little
variation in ASPL with M. A quick check of other polar angles confirmed that this

result was consistent and so results for only one polar angle are presented here. The
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FIGURE 6.1.9: My variation in ASPL for the installed conical nozzle at M; = 0.6,
f =90° and ¢ = 180° at Di] = 0.67 and Di] = 3 compared to the isolated case. All data

is presented as 1/3" octave data. (Data from private communication)

peak in the experimental data at St = 2 for the My = 0.2 case is thought to be due to
vortex shedding from the flat plate in the flight-stream. Therefore, the conclusion is
that the reflected mixing noise does not depend on the flight Mach number and so the

LRT simulations for these scenarios were not run.

The consequence of the reflected noise not varying with My, or indeed with M; as
Lawrence [103] showed, is that the same scaling laws can be used for the

high-frequency content of the installed noise as are used for isolated noise. Therefore,

u,L—I]uf) for in-flight cases and

installed spectra can be collapsed at 8 = 90° with 60 log (
with 70log % for varying jet Mach number. This has been confirmed by studying

experimental data from the Doak laboratory, although the data are not presented here.

This conclusion may seem fairly trivial, as all that is being said is that the wing does
not impact the jet mixing noise source, but this may not be true for installed pylon
cases. The pylon wake connects the two regions of flow and the isolated data in the

previous chapter would suggest a dependency on the flight Mach number.

The analyses in this section have shown that the reflected mixing noise is a function of
the wing position, 1 and h, as well as the observer position. LRT has been shown to
pick up the general trends in changes with the observer position. More analysis is
needed to understand the physics of the wing position on the reflected noise. It should

be noted that these analyses have mainly been carried out on wing positions where
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there is limited jet impingement. Obviously, additional turbulent energy will be
generated for an impinged jet (for example when there is a deployed flap) and so
additional mixing noise will be generated downstream of this point. It is suspected
that this will prevent a collapse of the installed spectra with the scaling laws

mentioned above.

6.2 Installed annular nozzle

Having verified the reflection code in the previous section, attention can now be
turned to whether RANS can accurately predict the flow field of an installed jet. In
this section, a NACA4415 airfoil has been placed above the annular nozzle studied in
the previous chapter, as seen in Figure 6.2.1. The airfoil is positioned at Di] =3 and

DL] = 0.65 with an AOA of 3.1°. As mentioned in the previous section, the wing is
modelled in the ray tracing code as a flat plate. This assumption is valid due to the
limited curvature of the NACA4415 airfoil. Given that the reflected mixing noise does
not change with M [103], it has been decided that only the M; = 0.6 case will be

studied as seen in Table 6.1.

0.6 0.0 — 0.2 (0.1 intervals)

TABLE 6.1: Cases simulated for the installed annular nozzle.

6.2.1 CFD results

In this section, we are concerned with the impact of the wing on the flow. For a static
case, one would expect there to be a minimal difference between the isolated and

installed geometries as the wing will not generate much lift. This comparison can be
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seen below in Figure 6.2.2, which shows the velocity and turbulence profiles at three
axial locations. If one looks at the velocity profiles at g—lj = 2 and 4, which are
underneath the wing and just after the trailing edge, there is very little difference
between the isolated and installed cases. Although the entrainment of the jet will
draw flow through the small gap between the wing and nozzle, thus accelerating the
flow, this effect is small as there is a negligible difference in the results. However,
looking further downstream at %1/ = 8, the wing has introduced a coanda effect into
the flow field as the velocity profile is no longer symmetric about the centreline.
Furthermore, the wing reduces the mixing rate of the jet as the installed peak velocity
is higher than the isolated case. This effect is seen in both the experimental and CFD
data although a greater difference in peak velocity is seen experimentally (5%) than in
the RANS simulation (1.2%). Finally, both RANS profiles at this location have a much
lower peak velocity than the experiment would suggest, thought to be due to the

turbulence model as mentioned in the previous chapter.

Looking at the TI profiles in the right-hand column of Figure 6.2.2, RANS captures the
reduction in TI close to the wing (+x3) at ]35—1] = 2 and 4. However, further downstream
of the wing TE at 13_‘)—1] = 8, RANS suggests an increase in turbulence of 0.2% while
experimentally there is a decrease of 1%. As this trend was not seen in the isolated
results in the previous two chapters, the wing is the cause of the problem. This is not a
physical effect as the general trend in RANS does not match the experimental data.
Therefore, RANS is not predicting the effect of the wing correctly. It is known that the
k-e turbulence models over-predict the turbulence from isolated wings [26], so this
result is not entirely unexpected. Although good acoustic predictions of the
high-frequency content may be possible due to the excellent match between RANS
and experimental data underneath the wing, an over-prediction of the low-frequency
mixing noise will occur due to the additional turbulence after the wing trailing edge.
It is unclear currently whether this additional mixing noise will be relevant as the
low-frequency noise of installed jets is dominated by the JSI noise. This point will be

revisited when looking at the acoustic results.
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FIGURE 6.2.2: Radial profiles of ﬁ—ll (left) and turbulence intensity (right) for the static
isolated and installed annular nozzles at M; = 0.6. Each row corresponds to %1] =2,
4 and 8, respectively.
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FIGURE 6.2.3: Radial profiles of %1} (left) and turbulence intensity (right) for the
isolated and installed annular nozzles at M; = 0.6 and My = 0.2. Each row
corresponds to g—lj = 2,4 and 8, respectively.
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If one now considers an in-flight case where the wing is generating some lift a slightly
different set of conclusions is reached. The data for this analysis is shown in Figure
6.2.3. Similar to the static results, close to the wing at ,’5—1] = 2 and 4 there is little
difference between the velocity profiles in the RANS simulations. The acceleration of
the flow above the wing can be seen in the velocity profile at 1%1, = 2. However,
travelling downstream to ,’5—1] = 8, RANS predicts that the jet flow is slightly deflected
away from the wing as expected but has a lower peak velocity than the isolated case.
Comparison can not be made to the experimental data for the installed case, as the

velocity data was not taken. This is due to there being little of interest within said data.

Experimental data has been taken, however, for the turbulence levels around the wing
in-flight. Around the wing, there is a decrease in the turbulence level experimentally,
although this is not picked up by the RANS model at 1’5—1] = 2 and 4. RANS does pick
up on the fact that the turbulent shear layer is drawn slightly towards the wing,
however. The result of these two factors will mean that acoustic predictions in-flight
are likely to over-predict the mixing noise levels at all frequencies. This again is
thought to be linked to the turbulence model, but there is a greater impact for the

in-flight cases.

The previous figures have highlighted the fact that a k-e turbulence model produces
errors when modelling installed jets, but it has been shown in the previous chapters to
be good for isolated cases. It is already known that the k-€ model does not predict
isolated wings well and researchers have turned to the SST model, as mentioned in
Chapter 2. This blends the k-w model near the wall with a k-€ model far away from
the wall. By doing this, researchers have produced better predictions for isolated
wings. The question that arises, is can an SST model be more accurate in predicting

installed jet flows?

This question is studied in Figures 6.2.4, where the k-e model has been compared to
the SST model for the static installed case. At g—lj = 2 and 4, there is little difference in
the axial velocity profiles. However, when the turbulence intensity is examined, the
SST model produces a thinner shear layer at these axial locations. While this does
produce a better fit compared to the experimental data, due to the low levels of
turbulence at the edge of the shear layer, it is expected that there will only be a small

difference in the acoustic response at high frequency. In terms of peak turbulence
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predictions, which would impact the acoustic results the most, it is difficult to tell if
the SST model is more accurate. At l’;—ll = 4, the SST model provides a more accurate
prediction on the —x3 side (under-prediction of 0.4% rather than 1% for k-€) but is
worse on the wing side (an under-prediction of 1.2% as opposed to an over-prediction
of 0.3%). Given that there is not a clear improvement in the turbulence predictions of
the high-frequency content which would result in a large change in the acoustic
results, further work will continue with the k-e model. A more detailed analysis could
be carried out to understand the sensitivities of the SST model, but this will be left for

future work.
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FIGURE 6.2.4: Radial profiles of ZTIJ (left) and turbulence intensity (right) for the static

installed annular nozzles at M; = 0.6 with a k-e¢ and SST turbulence models. Each row
corresponds to 1’5—1] = 2 and 4, respectively.
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6.2.2 Acoustic results

There are three main noise sources within the far-field spectra for installed jets: the
direct jet mixing noise, reflected mixing noise and the JSI. The first two of these are
accounted for within the LRT model, but the final one is not. Given that the JSI noise is
dominant at low frequencies, the LRT predictions are only expected to match the
high-frequency region, St > 2. A cross-over region between the JSI and the reflected

noise exists between St = 1 and 2 [103], so an under-prediction is expected here.
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FIGURE 6.2.5: LRT predictions at 8 = 90° and ¢ = 180° for the static installed
annular nozzle at M; = 0.6. All data is shown at 100Hz narrowband frequencies.

The LRT prediction for the static installed annular nozzle using a k-e turbulence model
is shown in Figure 6.2.5 on the unshielded side (¢ = 180°). Here, one can see that
below St = 1, the isolated and installed data collapse to within 0.15dB of each other.
Above this point, the reflected noise starts to contribute to the overall noise level. By
St = 3, the LRT prediction is within 1dB of the experimental noise level. Above St = 3,
the additional noise from the bullet struts that was mentioned in Chapter 5 prevents a
collapse of the experimental data with the LRT prediction. It is suspected that if this
noise source were removed, then the LRT prediction would be within 1dB of the
experimental data. It is surprising that the low frequency data for the isolated and
installed cases collapse, given that additional TKE was seen after the wing TE within
the CFD results (Figure 6.2.2). Further analysis on the change in the low-frequency
content above and below the wing is shown in Figure 6.2.6. As the reflected mixing

noise is negligible below St = 1, the change in noise seen in this figure is entirely due
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to the mixing noise. A maximum change of 0.69dB is seen at St = 0.55. The only way
this is possible is if the jet is shielding the additional turbulence behind the wing TE
from the far-field observer below the wing. Therefore, despite having inaccurate CFD
predictions downstream of the wing trailing edge, there is a negligible impact on the

mixing noise predictions on the unshielded side of a static installed jet at 6 = 90°.
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FIGURE 6.2.6: The change in SPL in the LRT predictions at 6 = 90° for the static
installed annular nozzle at M; = 0.6 between the shielded and unshielded side of the
wing. All data is shown at 100Hz narrowband frequencies.

In-flight acoustic predictions have been made for the installed annular nozzle and the
change in SPL between the installed and isolated cases can be seen below in Figure
6.2.7. One would like to verify how much the errors seen in Figure 6.2.3 around the
wing have influenced the acoustic results. From the results in Figure 6.1.8, we know
that the reflected mixing noise is independent of the flight-stream velocity. Therefore,
any change in the acoustic prediction from the static to in-flight cases can be linked to
errors within the CFD. From Figure 6.2.7, one can see that at M =01, there is
negligible change in the noise below St = 1 between the static and in-flight case and a
maximum of 0.5dB above St = 1. The data at low frequencies converges to a
difference of 0dB due to the fact that the low frequencies exist far downstream of the
wing and so there is no reflected noise at the polar angle from these frequencies due to
the relative angles between the source and the wing. However, a larger change is seen
for the My = 0.2 case where there is a maximum error of 1dB at St = 0.07 and St = 6.

This is not realistic and so is thought to come from errors in the CFD. Therefore,
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further acoustic predictions of installed jets will be limited to the static case to limit the

errors from the CFD data.
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FIGURE 6.2.7: The change in SPL in the LRT predictions at § = 90° and ¢ = 180° for
the isolated and installed annular nozzles at M; = 0.6. All data is shown at 100Hz
narrowband frequencies.

6.3 Jet-pylon-wing configuration

The final geometric change that has been investigated is the inclusion of the pylon to
an installed jet. In this section, the NACA4415 airfoil is added to the 10% externally
blocked nozzle, as shown in Figure 6.3.1. The same wing position is studied here as
for the installed annular case (i.e. Di] =3 and Di] = 0.65). The cases studied are

outlined in Table 6.2.

This geometry is being studied to observe how the pylon affects the installed flow
field. In the isolated case, the wake from the pylon blockage was shown to draw the
jet upwards. The point of interest is how this effect interacts with the wing, which will

push the jet away from the wing for in-flight cases.

Similar to the study in Chapter 5 with the external pylon surface, although the
addition of the pylon will provide an additional surface for reflective noise, this will
be confined to very high frequencies (St > 6) and predominantly occur at the sideline.
Therefore, as this effect is above the frequency range of the current analysis, the

reflected mixing noise from the pylon will not be discussed further.
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FIGURE 6.3.1: Geometry of jet-pylon-wing configuration

M; My
0.6 0.0 — 0.2 (0.1 intervals)

TABLE 6.2: Cases simulated for the installed annular nozzle.

6.3.1 CFD results

The radial profiles of velocity and turbulence intensity at different flight Mach
numbers for the M; = 0.6 case can be seen below in Figures 6.3.2. The profiles are
taken at xl} = 2,4 and 8. Similar to the installed annular nozzle, experimental velocity
data for the My = 0.2 case were not taken. The RANS data has been included to show
the general trend in the data. Like with the installed annular nozzle, the peak velocity
and shape are well captured beneath the wing and just after the trailing edge. As
expected, the pylon wake produces a decrease in the peak velocity (3%) on the wing

xl_

side of the jet (+x3) at

From the experimental data, it is clear to see that the combination of the pylon and
wing causes the jet to bend away from the wing at 1’5—1] = 8, even in the static case. This
is not picked up, however, by the RANS simulation. The CFD shows that the flow is
drawn towards the wing. This coanda effect does reduce slightly as M ¥ increases,
which will be due to an increase in pressure below the wing generating some lift and
the flight-stream convection. Clearly, there is some additional physics that the RANS
model is not capturing in terms of the velocity flow field. The obvious difference that
this will make acoustically is the fact that the refraction of noise after the trailing edge
of the wing will be different between the experiment and LRT predictions, introducing
a further source of error away from 6 = 90°. While lower frequencies are generated
further downstream and are less affected by refraction, it is suspected that

mid-frequencies (St ~ 1) will be affected.
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FIGURE 6.3.2: Radial profiles of le, (left) and turbulence intensity (right) for the
jet-pylon-wing configuration at M; = 0.6 and My = 0,0.1 and 0.2. Each row
corresponds to ,’5—1] = 2,4 and 8, respectively.
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Looking now at the turbulence intensity plots in Figures 6.3.2, a reasonable agreement
to experimental data in terms of amplitude and shape can be seen on the —x3 side at
li_‘)—l] = 2 and 4. However, there is an over-prediction of the RANS at all values of M Fon
the +x3 near the wing at 5—1] = 2. The experimental data also shows an increase in the
TIin the My = 0.2 case near the wing which is not picked up by the k-6 RANS

simulation and was also seen in the isolated pylon data. Therefore, there is some

additional physics that the CFD is not capturing.

The previous results for the installed annular case showed good agreement below and
just after the wing, however, the addition of the pylon makes a large difference to the
accuracy of the k-e RANS predictions. The real physics is more complex than what
RANS can handle and so it appears that the limit of modelling jets with RANS using a

k-e turbulence model has been discovered.

6.3.2 Acoustic results

Given the errors seen in the CFD results in this chapter downstream of the wing TE, it
is difficult to believe that acoustic predictions at low frequencies are accurate.

Therefore, analysis in this section will be limited to looking at the high-frequency data
above St = 1, which occurs primarily within the first six diameters. This will minimise

the influence of errors from the CFD on the acoustic results.

As the change in mixing noise that occurs between geometries is of interest, the LRT
prediction of the ASPL between the static jet-pylon wing and installed annular nozzle
is shown in Figure 6.3.3 for the static case. The change in mixing noise is calculated

using the following equation

Dett, py1
ASPL = SPLjetfpylonfwing - SPLinstalled annular — 20 log (w) (631)

Deff, annular

It can be seen that above St = 2.6, there is less than a 0.2dB change in the mixing noise
between the two geometries. This implies that there is little difference in the reflected
mixing noise below the wing. Therefore, similar to the static isolated cases, the pylon

is having a negligible impact on the static far-field results.
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FIGURE 6.3.3: LRT prediction of the ASPL at 6 = 90° and ¢ = 180° from the static
jet-pylon-wing configuration to the installed annular nozzle at M; = 0.6.

While further analysis is certainly possible with this geometry, the problem that is
faced is that the errors within the CFD data are likely to lead to inaccurate conclusions
being made. It has been seen with the installed annular nozzle that even more errors
are introduced when the in-flight case was studied. As this is likely to be the point
where the pylon in the installed case has a large effect as seen for the isolated case, it
will be difficult to separate the pylon effect from CFD error. Therefore, acoustic

analysis has not been run on the in-flight jet-pylon-wing case.

6.4 Installed jet with a deployed flap

v

FIGURE 6.4.1: Flow around an installed jet with a deployed flap.

One of the most complex situations that one would like to study for an installed jet

would involve modelling a wing with a deployed flap. During take-off and approach,
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the flaps on aircraft are deployed to increase lift and drag, respectively. By deploying
the flaps, there is an increase in the high pressure underneath the wing which bends
the jet away from the nozzle axis, as seen in Figure 6.4.1. This will change the
directivity of the mixing noise produced downstream of the flap. Furthermore, the
increased flap angle will increase the JSR noise in the forward arc and the JSI. The
questions that now arise are how much does the jet deflect and then by how much do

the various noise mechanisms change as the flap angle varies?

Some authors within the literature have studied this scenario. One of the main
conclusions that researchers have reached is that a jet is deflected by a smaller angle
than the flap is deployed at [127-130]. For example, Tyacke [129] analysed a wing with
a 8° and 14° deployed flap, which resulted in a jet deflection of 0° and 2°, respectively.
Tyacke thought this was due to the wing position being too far away from the jet,
resulting in little jet impingement. The convection of the flight-stream will also help to
reduce the overall amount of jet deflection. In terms of acoustic effects, Tyacke showed
that the flap introduced noise sources at either end of the flap due to trailing edge
noise and flow through the gap between wing and flap leading to a slat-like noise
source. The increase of the flap angle was seen to increase the noise in the forward arc.
Perrino [130] also showed that there was a large increase in both the JSI and JSR when
the flap was aggressively deployed (45°) but was less significant at 22.5°. The jet
impingement results in a large increase in the turbulence in the upper shear layer from

the flap wake [131].

The authors mentioned above have used LES simulations to provide details of the
flow field. One would like to be able to run analysis on this scenario during the
preliminary design stage as this configuration will occur at take-off when the public
and airport workers are close to the aircraft. However, work in this chapter has shown
that more work is needed to understand how to model installed jets with RANS.
However, the LRT acoustic model has shown that the general trends in the change in
jet mixing and reflected noise can be captured for simpler jets. Therefore, one can use
this knowledge to perform a series of acoustic analyses on a hypothetical flow field for
this complex situation. By comparing the predicted trends in the acoustic data to
hypotheses about the expected results, this analysis is a proof of concept to show if ray

tracing can be used for these complex situations.
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6.4.1 Case set-up

A diagram of an installed jet with a deployed plain flap can be seen in Figure 6.4.2.
The flap, of length W, is deployed at an angle, 00p10yes- W is assumed to be 0.5Dy,
which is similar to that used in the SYMPHONY project [132]. 04¢p10yeq is set at
—10,—20 and —30° from the horizontal.

0.75D, L |
I

. - _
I h w Bpepioyed
— =0.65 - PROrE

FIGURE 6.4.2: Geometry for an installed jet with deployed flap.

As this chapter has shown that RANS does not accurately predict the flow field for

installed jets, RANS has not been run for this scenario.

While some flow data is shown within the literature, details of the velocity gradients
and dissipation rate in the jet are not given. There is, therefore, insufficient data to
conduct analysis with the LRT method based on accurate data from the literature.
Consequently, several assumptions need to be made for the flow field based on the
available RANS data. This will, by necessity, be an inaccurate flow field but will give

initial insights into this complex problem.

Firstly, the baseline flow field for the work in this section is the static M; = 0.6 conical
nozzle jet, studied in Chapter 4. This is referred to as the 0° deflected jet. This is an
oversimplification of the problem as in reality a flight-stream is needed to generate
enough lift for an appreciable jet deflection to occur. In-flight data has not been used
for this analysis as the convection of the flight-stream will reduce the deflection angle
of the jet. However, without CFD data to back up the amount of reduction, the choice

of how much deflection would occur would be arbitrary.

Secondly, to mimic the effect of the jet deflection by the flap, a rotation matrix has been
applied to several CFD variables after the end of the wing (assumed to be Di] = 3). The
following vector quantities have been rotated by the flap deflection angle: x1, x3, 13,

duy duy dug dus . . .
U3, Torr Txer dn and T An example of the rotation of a variable can be seen below in
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Figure 6.4.3. By doing this, the author is effectively assuming that there is no flap
impingement or wake effects. Analysis of the literature has shown this is incorrect,

however, there is no simple way to quantify these effects without running the CFD.

The rotation of the flow data after the end of the wing introduces a new problem. Part
of the flow in the deflected jet region will lie outside the acoustic domain if the same
x3 limits are used as in previous chapters. Therefore, the vertical dimensions of the
acoustic domain have been adjusted to allow the majority of the deflected jet to be
within the acoustic domain. Small errors are, therefore, expected below frequencies of
200Hz (St < 0.04). As this is below the minimum frequency of the acoustic grid, there
will be no impact on the results. While generating the new acoustic grid, the gradients

of the speed of sound in each direction are calculated from the rotated CFD data.

X3
1 TKE

]
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FIGURE 6.4.3: TKE distribution for the isolated 0° deflected jet (left) and a 20° rotated
jet to mimic a 20° deployed flap (right).

The next assumption that is made is the fact that the flap does not change the decay
rate of the mixing noise. This will certainly be true for low frequencies which exist far
downstream of the flap trailing edge, but may not be true close to the flap. Again,
without CFD data of this situation, this effect cannot be quantified and so this fact

must simply be acknowledged.

This is linked to another assumption that has been made. If one assumes that the
mixing rate in the deflected region of flow after the wing TE is not changed by the flap,
then the quadrupole sources will not change their directivity. However, the orientation
of the flow means that quadrupole directivity is no longer in sync with the definition
for the global polar angle. Therefore, one needs to correct for this. As there is no
change in the mixing rate, it can be assumed that the directivity of any quadrupole
sources in the deflected region of the jet will be offset from the nozzle axis by the angle

of the deployed flap, 4¢pioyed- For example, a source downstream of a 20° deflected
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flap will produce an SPL with 6 = 70° directivity at a global polar angle of 6 = 90°.
This assumption will be true for low frequencies far downstream of the trailing edge,
but as the flap will impact frequencies generate close to it, there is some degree of

uncertainty for mid-range frequency over the applicability of this assumption.

The final assumption that has been made is that the wing and flap are not highly
curved and so can be modelled as flat plates. This means the method outlined at the

beginning of this chapter can be used and is simply for ease of analysis.

With the assumptions of this work outlined, several hypothesise can be made based
on expected results. These are listed below. The goal of this analysis is to see if the

LRT prediction matches these expected results.

¢ Increasing the deployed flap angle will increase the overall noise produced. The
change in noise at low frequency will primarily be down to the change in the

mixing noise, while the change at high frequency will be due to reflected noise.

¢ The flap reflections will cause an increase in the high-frequency content,

primarily in the forward arc, compared to only having a wing present.

¢ The peak frequency of reflected noise will change with the flap angle at a

particular observer angle.

* Due to the size of the flap and wing, it is expected that the flap will produce a

smaller amount of reflected noise than the wing.

It should be noted that as there is no JSI model within LRT, the changes at low
frequency (St < 1) are likely unimportant due to the JSI being the dominant noise

source in this frequency range.

6.4.2 Acoustic results

The presence of the flap obviously changes the noise sources within the jet. The
question now is, how do the noise mechanisms change as the flap angle is varied? To
study this, the spectra from different cases can be subtracted from each other. These
cases are outlined below in Tables 6.3 and 6.4. All predictions in this section are

carried out on the unshielded side of the wing (¢ = 180°).
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Case Deflected / Undeflected jet Isolated /Installed Flap present

A Undeflected Isolated No
B Deflected Isolated No
C Undeflected Installed No
D Deflected Installed No
E Deflected Installed Yes

TABLE 6.3: Cases simulated.

Noise source

Change in jet mixing noise
Reflection from wing
Reflection from flap

Total change

TABLE 6.4: Cases being subtracted to isolate noise mechanisms.

To start with, the change in the spectra of the isolated jet mixing noise is considered in
Figure 6.4.4. Here, the spectra of the 20° deflected jet at 6 = 90° is compared to the 0°
deflected jet at & = 70° and 90°. The 20° deflected jet tends to the low frequency
prediction of the 0° deflected jet at 8 = 70° below St = 1 (ASPL = 0.6dB at St=1) and
has a transition region between St = 1 and 4. Above St = 4, the deflected jet follows
the 0° deflected jet & = 90° prediction. Looking into the source distribution curves of
the 0° deflected jet, it was found that when part of the distribution curve crossed the
transition point at the end of the wing (1’5—1] = 3), then the SPL will be in the transition
between the two 0° deflected jet curves. Similar trends are seen at 8 = 90° with the 10
and 30° deflected jets matching the 6 = 80° and 60° predictions for the 0° deflected jet,

respectively, but are not shown here.

When the isolated cases are subtracted from each other (Case B-A), the change in the
jet mixing noise due to the presence of the flap is revealed. Figure 6.4.5 shows the
change in the OASPL from the 0° deflected jet. It is clear to see that increasing ;. p10ye4
increases the overall noise at § > 80° for all flap angles. At 6 = 70°, the 30° deflected
jet shows a 0.7dB increase in noise compared with the data at 6 = 80° but then shows

a large decrease of 5.2dB going to 6 = 60°. The 20° deflected jet also shows a decrease
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FIGURE 6.4.4: SPL spectra of the static isolated 20° deflected jet at § = 90°, ¢ = 180°
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FIGURE 6.4.5: The AOASPLs due to the change in jet mixing noise between the

isolated deflected jets compared to the isolated 0° deflected jet at ¢ = 180° (Case B-A).

of 1.15dB at 6 = 60° but produces a positive change in noise at § = 70°. As there is no

wing for reflections of rays to occur from, it is thought that rays are entering the cone

of silence of the deflected region of the jet. Rays are, therefore, being diffracted away

from the rotated centreline of the jet. Hence, a lower OASPL is generated.

Figure 6.4.6 shows the reflected mixing noise from the wing (Case C-A). As the wing

position has been shown to affect the reflected noise amplitude earlier in this chapter,

the reflected mixing noise at this particular wing position is shown in Figure 6.4.6.

When looking at Figure 6.4.6, it can be seen that the peak and cut-on frequencies
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decrease as 0 increases. As explained earlier, this is due to the position of each of these
frequencies relative to the wing, with lower frequencies existing further downstream
and so being reflected to higher polar angles. The amplitude shown in Figure 6.4.6 is
higher at all polar angles than those shown for the SYMPHONY data set in Figure
6.1.6. This is due to an increase in 1 resulting in a greater proportion of the source

distribution beneath the wing.
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FIGURE 6.4.6: The ASPLs of the reflected mixing noise from the wing with a 0°
deflected jet at different polar angles at ¢ = 180° (Case C-A).

2.5 :

~~~Wing reflection from 0° deflected jet P A
—Flap reflection from 0° deflected jet . ”
2 H—Flap reflection from 10° deflected jet ’x'" B
—Flap reflection from 20° deflected jet ’

—Flap reflection from 30° deflected jet

L’
.
.
15 ’
.
.
.

1 2 3
!

_ fDy;
St = 12

FIGURE 6.4.7: The ASPL of the reflected mixing noise from the flap at 6 = 90° and
¢ = 180° (Case E-D).

The reflected mixing noise from the flaps can be isolated by subtracting the case with

the wing from the case with the wing and flap (Case E-D). Due to the physical size of
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the flap being smaller than the wing, it is expected that the reflections from the flap
will be smaller than that from the wing. These results are shown in Figure 6.4.7. Here,
one can see that the wing does indeed generate a larger amount of reflective noise
than the flap. Furthermore, there is an increase in the peak frequency of the reflection
by 8700Hz as 8¢ pioyed increases from 0 to 30°. A focal point for reflections is, therefore,
created by the flap. This focal point changes position as the flap angle increases, which
explains the change in peak frequency. The increase in the amplitude of that peak
frequency (1dB from 0 to 30° deflected) with increasing flap angle is more complicated
to understand. As the flap angle changes the path that rays travel through the jet, the
rays will experience a different amount of refraction. On top of this, each frequency
has a different amount of energy. The combination of these two factors results in a

different virtual source strength being created by the flap.

Having analysed the individual sources of noise, one can now collate this information
to look at the total change in noise from the isolated 0° deflected jet to each of the fully
installed deflected jets (Case E-A). This is shown below in Figures 6.4.8-6.4.10 for the
20% deflected jet at three different polar angles. Similar trends were observed for the
other deflected jets and so are not shown here. As mentioned previously, the JSI noise
is not modelled and so results below St = 1, where the JSI is dominant, need to be

considered with this in mind.

The total change in noise is separated into the noise from the jet mixing noise and that
from reflections. The reflected noise is then further split into that from the wing and
the contribution from the flap. In Figure 6.4.8, being inside the cone of silence of the
20° deflected jet results in a decrease in the mixing noise at = 60° (as seen in Figure
6.4.5). There is a small amount of reflection from the wing present at St > 1.5 but this
only produces a maximum increase of 0.67dB in noise at St = 7.8. The flap has no
effect on the noise produced. Moving to higher polar angles in Figures 6.4.9 and
6.4.10, each noise source produces more noise compared to the rear-arc predictions. As
expected at high frequency, the reflected mixing noise dominates whereas the direct
mixing noise is responsible for the change at low frequency. Between St = 1 and 2,
there is a cross-over region similar to the JSI and JSR noise sources mentioned earlier.
However, as the reflected noise and jet mixing noise sources are within 3dB of each

other, the overall noise is still affected by the mixing noise above St = 2.
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FIGURE 6.4.8: The ASPL from each of the noise mechanisms at 8 = 60° for the
installed 20° deflected jet at ¢ = 180° (Case E-A).
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FIGURE 6.4.9: The ASPL from each of the noise mechanisms at 8 = 90° for the
installed 20° deflected jet at ¢ = 180° (Case E-A).

The main findings of this analysis can be summarised when looking at the change in
the OASPL between the installed deflected jet and the isolated undeflected jet (Case
E-A). The contribution that each noise source provides can be seen in Figure 6.4.11.
Here only the results for the 20% deflected case are shown. At low polar angles, the
mixing noise dominates. It should be noted that in reality, the JSI noise source will
dominate at low frequencies, but this noise source has not been modelled here. The
cone of silence effect can be seen at 6 = 60°. As 6 increases, there is a general increase

in noise from all sources. In the forward arc, the reflected mixing noise provides a
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larger contribution to the change in noise compared to the rear arc but the flap does

not produce as much noise as the wing.
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FIGURE 6.4.10: The ASPL from each of the noise mechanisms at 6 = 120° for the
installed 20° deflected jet at ¢ = 180° (Case E-A).

—Total

—Jet mixing noise
3 | —Reflection total |
---Reflection from wing

Reflection from flap

AOASPL [dB]

_2 1 1 1 1 1
60 70 80 90 100 110 120
0 [degrees]

FIGURE 6.4.11: The AOASPL of the different source mechanisms for the 20° deflected
jet at ¢ = 180° (Case E-A).

From this analysis, it is clear to see that frequencies within the range St =1 — 3,
provide the greatest contribution to the increase in noise produced by a deployed flap.
It should come as no surprise that these frequencies are those that exist closest to the
flap. Despite several large assumptions that have been used in this analysis, it is clear

that the ray tracing method can be used to investigate complex situations. Now,
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further work is needed to improve the accuracy of CFD models to catch up with the

acoustic modelling.

6.5 Summary of chapter

In this chapter, it has been shown that:

* A method for calculating the reflection of mixing noise from solid surfaces has
been outlined. The wing, flap and pylon can be modelled as flat plates to enable
easy calculation within the ray tracing code. This code was then validated by
studying the change in reflected mixing noise as the observer and wing position

were varied.

¢ LRT was able to predict the shielding and amplification effects of noise on

opposite sides of the wing.

* LRT correctly shows that there is a greater influence of reflection in the forward
arc than in the rear arc. The general trend in the reduction of peak frequency

with increasing 6 was also captured.

¢ When the horizontal position of the wing trailing edge, 1, is increased, LRT
predicts a reduction in the cut-on frequency of reflections. This occurs as more of
the source distribution lies underneath the wing. However, the experimental
data predominately shows an increase in the amplitude of reflected noise as 1
increases. As the wing was positioned vertically far away from the jet, it is
thought that there was little JSI noise. There is, therefore, some feedback

mechanism, that is not fully understood, occurring.

¢ When the vertical distance to the wing trailing edge, h, was varied, the
experimental data showed a small decrease of around 0.5dB with increasing h.
The wing, therefore, focuses the reflected rays towards the far-field observer as it
is moved closer to the jet. However, LRT predicts a small increase in noise as h
increases. It is unclear why this occurs. It should be noted that despite this, LRT

captures the rough magnitude of the ASPL to within 0.5dB.

¢ Experimental data showed that the reflected mixing noise was insensitive to

changes in the flight Mach number. Since Lawrence [103] showed that the
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high-frequency noise of an installed jet is also not dependent on the jet Mach
number, the high-frequency region of installed spectra can be scaled with jet and

flight Mach number in the same way as isolated jets.

¢ With the reflective code validated, attention was turned to how accurately RANS
could model installed jets. Analysis of an installed annular jet showed that,
statically, a k-e RANS model can predict the velocity and turbulence intensity
underneath the wing well but over-predicts the turbulence level downstream of
the trailing edge of the wing. This causes additional mixing noise at St < 1 on
the shielded side of the wing. However, this additional noise was shielded from

observers at ¢ = 180° and will likely be hidden when the JSI noise is included.

¢ In-flight, the k-¢ turbulence model was seen to over-predict the turbulence on
the wing side of the installed annular nozzle at all axial locations in the jet.
However, acoustically this only changed the LRT predictions below the wing by

a maximum of 1dB.

¢ The most complex geometry studied with CFD was the jet-pylon-wing
configuration. Experimental data suggested that the flow would be deflected
away from the wing, but this was not seen in the RANS results. General
agreement was obtained below the wing, however. Therefore, the interaction
between the pylon and wing is not being correctly modelled within RANS

which will primarily affect the refraction of noise after the wing trailing edge.

* A hypothetical case was studied to determine if ray tracing could pick up on the
expected trends of an installed jet with a deployed flap. It was seen that having a
deployed flap mainly increased the high-frequency content within the forward
arc. It was assumed that the mixing noise directivity would change due to the jet

deflection, however, this would likely be covered by the JSI noise in reality.

¢ The flap produced a smaller amount of reflective noise than the wing and

changed the focal point of reflected noise with changing flap angle.

The work in this chapter has shown that, although the ray tracing code is capable of
modelling reflected mixing noise, additional work is needed to improve the accuracy
of RANS calculations for installed geometries. This is suggested as future work for

this project.
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Chapter 7

Conclusions

7.1 Summary of background

The topic of research in this thesis has been the jet noise that commercial aircraft
generate. This primarily affects the local communities and workers around airports
and can have negative impacts on health. With a growing demand for air travel,
reducing the noise of aircraft needs to be considered during the design cycle of new

engines.

The background to modelling the turbulent scales in a jet and the noise that this
generates is outlined in Chapter 2. Most of the research carried out in this area has
been on isolated axisymmetric jets although there is interest in the design of low-noise
pylons. The pylon attaches the engine to the wing. Despite the impact on the flow of
the pylon being agreed on, results in the azimuthal variation in mixing noise range
between 0 and 3dB of additional noise at the sideline compared to an axisymmetric jet.
The pylon primarily affects high frequencies and so will be important in an installed
situation. Numerical studies are, therefore, needed to quantify the change in the
mixing noise from the pylon. The literature review highlighted the fact that many
acoustic models assume that jets can be modelled as being axisymmetric which is not
accurate for realistic jets. Hence, there is a gap in our understanding of how realistic

asymmetric jets can be modelled. This is the focus of the work in this thesis.

Chapter 3 provided the methodology of a numerical procedure called Lighthill’s
Acoustic Analogy with Ray Tracing (LRT), developed at the University of
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Southampton. The mean flow field is first modelled using a k-€ RANS calculation.
Rays are then traced from acoustic source points in the jet shear layer using a ray
tracing code. An improved source equation allows the mixing noise to be calculated
and includes the effects of source compactness and anisotropy, which are primarily
high-frequency effects. This is one of the novel contributions of this work, as
previous work using the LRT method has focused on isotropic turbulence. Although
no experimental data has been gathered as part of this project, data from the Doak
laboratory at the University of Southampton has been used to verify numerical

predictions.

7.2 Summary of results: Chapter 4

The LRT method was first validated against a simple conical nozzle in Chapter 4. It
was found that by adjusting the coefficients of the k-¢ turbulence model to those
found by Thies and Tam [25], the over-prediction of the potential core length was
reduced from 64% to 20%. Therefore, the region of maximum turbulence is in a more
realistic position, which is thought to be important for the installed case. The peak
velocity and turbulence levels are predicted to be within 5% and 0.5%, respectively,
before the end of the potential core. However, after this point, RANS begins to
under-predict both the velocity and turbulence levels, which was thought to be linked
to the over-prediction of the spreading rate. Despite this, RANS captures the overall
shape of the velocity and turbulent flow fields, both statically and in-flight, providing

a good basis for acoustic predictions to be made.

The LRT acoustic predictions were calibrated by changing the values of ¢; and ¢; to
match the peak frequency and SPL level at = 90° for the static conical nozzle at

M = 0.6. The same calibration values were then used to predict the results at other jet
and flight Mach numbers. In general, predictions could be made to within 0.5dB at

f = 90° using an isotropic turbulence model. Away from this polar angle, the
high-frequency content was over-predicted (by 2dB at St = 3) at = 60° while there
was an under-predicted of 1dB at all frequencies at 6 = 120°. Further analysis was
conducted on the sensitivity of the LRT acoustic predictions to several inputs and it
was found that the low-frequency prediction below St = 0.7 was particularly sensitive
to the turbulence intensity and absolute values of the calibration constants. Therefore,

results at low frequency need to be interrogated cautiously.
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One of the important conclusions that have been reached in this work is that the
anisotropy of the jet needs to be accounted for. It was shown that an improved set of
predictions at high frequency can be made using an anisotropic model, especially for
higher jet Mach numbers. Furthermore, a reduction of 1.5dB in the rear arc noise at

8 = 60° provided closer agreement with experimental data, while little change was
observed in the forward arc. Therefore, for the rest of the thesis, an anisotropic model

was used.

7.3 Summary of results: Chapter 5

More complex isolated geometries were studied in Chapter 5. Of particular interest
was how the source distribution changes with the geometry and how the mixing noise
scales accordingly. The first geometry studied in this chapter was an annular nozzle.
Similar to the conical nozzle data, good predictions of the velocity could be made
within the first five diameters (within 5%) but under-predictions of 7% occurred by
ten diameters downstream. Acoustic analysis was limited to the static case, due to
additional noise in the in-flight experimental data. In terms of acoustic predictions,
LRT predicted that the peak noise of the annular nozzle at 8 = 90° was 0.8dB higher
than the experimental data. Results shown later in the chapter indicated that this was
unusual as other geometries predicted the peak SPL well. Despite this, the LRT
method was able to capture the general change in the SPL level between these
geometries at = 90° to within 1.5dB at all frequencies given the over-prediction
already mentioned. A correction for the vena-contracta effect and mass flow rate was

needed to achieve this.

The main part of Chapter 5 dealt with the impact of the pylon on the mixing noise.
Three increasingly internally blocked nozzles (5, 10 and 20% of the flow area of the
annular nozzle) were studied. The increasing blockage was seen to create a more
“egg” shaped flow field in the first four effective jet diameters whilst drawing the jet
towards the blockage. RANS was able to correctly predict the reduction in velocity
and turbulent intensity to within 1 and 0.5%, respectively. Four interesting conclusions
were drawn while studying the far-field mixing noise of these blocked nozzles. Firstly,
increasing the pylon blockage increased the mixing noise. Secondly, there was little
difference in the mixing noise when the blockage of the pylon was small (for the 5 or

10%). However, having a 20% blockage introduced additional noise at mid-Strouhal
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numbers which was thought to come from vortex shedding. As no additional noise
was seen for the 5 and 10% blocked cases, it was thought that this noise source only
becomes dominant for the 20% case. These vortices are thought to also increase the

local mixing and generate around 1dB of additional high-frequency mixing noise.

The final section of Chapter 5 looked at the influence of the external fairing of the
pylon on the flow and mixing noise. Little difference was observed statically in the
tflow field or noise level (less than 0.25dB) compared to the internally blocked nozzle.
However, at a flight Mach number of 0.2, the external pylon surface was seen to
increase the mixing rate close to the nozzle exit. This generated an increase in the
high-frequency content of the flow (2.1dB at St = 6) and a decrease at low frequency
(0.33dB at St = 0.1). No experimental data was generated for the external pylon

geometry in-flight, so these results can not be confirmed currently.

The key point from Chapter 5 was that the effective diameter, which accounts for
the variation in flow area between nozzles, was the appropriate parameter to scale
the mixing noise with the introduction of the pylon. However, this only worked
when the underlying physics of the jets remains constant. The additional noise that
was generated by the vortices in the 20% blocked case prevented a collapse of the
source distribution at high frequencies. It should be noted that only one parameter
was varied in this pylon study; namely the flow area of the pylon blockage. There are
other geometric variations for the pylon design which will influence the mixing noise
and so a comprehensive study would be needed to validate if the conclusions reached

in this chapter can be applied generally.

7.4 Summary of results: Chapter 6

The final chapter of this thesis investigated the direct mixing and reflected mixing
noise generated from an installed geometry. Firstly, a new piece of code was added to
the ray tracing code to enable the reflections to be modelled. This code was validated
against experimental data from the SYMPHONY project. LRT was able to pick up the

increase in mixing noise below the wing and in the forward arc.

Having validated the reflective code, attention was turned to looking at the accuracy
of RANS in predicting installed jets. A NACA4415 airfoil was added above the

isolated annular nozzle studied in Chapter 5. It was found that the wing caused very
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little difference in the velocity and turbulence profiles underneath the wing but RANS
over-predicts the amount of turbulence after the end of the wing, statically. This is a
known error with the k-e turbulence model for isolated wings, but the additional
mixing noise is unlikely to be seen once the JSI noise is included. However, in-flight
analysis showed that the reflected noise changed with flight Mach number, contrary to
that seen in results earlier in the chapter. This was put down to errors in the CFD data
from the k-e model. Acoustic analysis was, therefore, restricted to the static case for

the final installed geometry.

To take the CFD analysis a bit further, a complex situation with a jet, pylon and wing
was analysed. Similar to the installed annular nozzle, good predictions could be made
below the wing, but after the wing trailing edge, differences were again observed
between the experimental data and RANS predictions. RANS indicated that the flow
was drawn towards the wing, but the experimental data suggested that the flow was
deflected away from the wing. Clearly, the interaction between the pylon and wing is
not being modelled correctly within RANS. Therefore, there is a limit to what RANS
can accurately model. Acoustic comparisons were only made above St = 1 and the
installed pylon was seen to increase the high-frequency content by less than 0.2dB
above St = 2.5. Therefore, the installed pylon has a negligible impact on the static

case, similar to the isolated result.

The final part of Chapter 6 dealt with one of the most complex situations that one
would like to be able to study: an installed jet with a deployed flap. As the results
have indicated that there are errors within RANS for complex flow scenarios, a
hypothetical case was considered. A wing with a deployed flap at three different
angles was modelled above the flow of the static conical nozzle from Chapter 4 and
the flow after the wing trailing edge was rotated by the angle of the flap. The point of
this analysis was to see if ray tracing could pick up on the expected trends in the
reflected noise that including a deflected flap would bring. The impact of the JSI was
not considered. It was seen that the wing created more reflected noise than the flap
due to being larger. However, the flap was found to change the focal point of the
reflected noise. As the ray tracing results matched the expected results, one can say
that ray tracing and the LRT method are thought to be able to predict complex

installed scenarios, provided improvements can be made to the RANS modelling.
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7.5 Recommendations

From this work, there are several recommendations for future work with the LRT

method.

¢ From the isolated geometries studied in this thesis, a mesh with a y* =~ 35 was
selected as this was sufficient to capture the overall flow features. It is
recommended that initial future meshes of isolated geometries are generated at
this mesh density, but mesh sensitivity studies should still be performed to

check their suitability, especially for complex geometries.

* A k-e turbulence model is used within the CFD model for isolated jets that uses
the coefficients found by Thies and Tam. More analysis is needed to determine

the best turbulence model to use for installed cases.

¢ In this work, an anisotropic acoustic model with values of g and A that do not
change with position has been used. Whilst this is not realistic, improved
predictions can be made compared to an isotropic model. The anisotropy is
expected to vary with geometry and jet Mach number, but until this is
quantified, the anisotropic values used in this thesis should be used to provide
initial estimates of jet mixing noise. LES could be used in the future to provide

the detail needed to refine the values of p and A.

* Due to the additional turbulence that is generated downstream of the wing TE
for installed cases, LRT predictions below St = 1 should be treated with caution.
However, below the wing accurate predictions have been shown for two static
installed geometries. Therefore, this would lead one to conclude that static
predictions on the unshielded side of the wing and above St = 1 are accurate to

within 0.5dB at 6 = 90°.

7.6 Future work

There are several avenues for potential research in the future on this project. For
predicting isolated jet noise, additional work needs to be carried out on improving the
accuracy of the LRT predictions away from 6 = 90°. There are three terms in the LRT

source equation that affect the noise level as the polar angle changes: the Doppler
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factor, Dy, the flow factor, @, and the jet directivity factor, I1. Due to the complex
nature of the source equation, it is not clear which of these is the principal reason for

the errors away from 6 = 90°.

Next, a study of how the anisotropy changes within a jet as the geometry, flight and jet
Mach numbers are changed would allow for a greater understanding of jet physics. It
is expected that anisotropy is highly important for asymmetric geometries but there is
a lack of both experimental and numerical data for a quantitative assessment to be
made. Numerically, this is not possible with RANS and so several LES studies would
be needed for this work to be carried out. Although the results are likely to be case
and geometry-dependent, this would give confidence and validation for the use of the

values of  and A within the LRT acoustic predictions.

When looking at the noise of installed jets, there are two areas for future work. Firstly,
it is clear that the k-e turbulence model generates errors downstream of the wing TE
and for in-flight cases. While this was seen to not impact the results of the static
installed annular nozzle at 6 = 90°, it is expected that incorrect predictions would be
made away from this polar angle for the jet-pylon-wing case. This introduces a further
error on top of that seen already in the LRT predictions away from 6 = 90°. Further
analysis is, therefore, needed into whether the use of an SST model would improve the
flow field predictions downstream of the wing TE. If this is not possible, it would
likely mean that it is best to use LES modelling for installed geometries. This would
obviously take longer to solve but may be needed for accurate predictions of installed

geometries.

Finally, the obvious issue with the current LRT predictions of installed geometries is
the lack of modelling of the large JSI noise source. Therefore, including a model of
this, for example, the method used by Dawson [106], would allow for the full
frequency range of an installed jet to be studied. The other option is to subtract the
LRT prediction away from installed spectra which would allow for a more detailed

analysis of the JSI noise source.






Appendix A

A1 Axisymmetric directivity

X1

FIGURE A.1.1: Diagram of the co-ordinate system.

The directivity of the jet, IT;j, is given by

1 2m XiXjXgX]
Ly =— / ———d
K= Jo x4 ¢
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(A.1.1)

and was shown by Ribner [65] to contain nine non-zero components that contribute to

self noise. These occur when i, j, k and | are equal in pairs. Given that

X1 = rcosf
Xp = rsinf cos ¢

X3 = rcosfsin¢

(A.1.2)
(A.1.3)

(A.1.4)
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where x1, x, and x3 are the axis as defined in Figure A.1.1, r is the distance to the far
field observer, 6 is the polar angle and ¢ is the azimuthal angle. The directivity

components of self noise are

IT3111 = cos* 6 (A.1.5)
ITip1p = Iy = TTi313 = I35 = %Cosz 0sin’ 0 (A.1.6)
[p00 = Ia333 = gsin4 0 (A.1.7)
[p323 = Ipo33 = %Sin4 0 (A.1.8)

As Equations A.1.5 to A.1.8 do not contain a variation in ¢, a axisymmetric directivity

is derived. Ilario [21] showed that the acoustic field could be written as

1 1
P(x,w) = h11(cos*0) + 411212(5 cos” 0'sin” 6) + 211122(5 cos” 0'sin” 6)
1 1
+ 12222(2 sin 9) + 411313(§ cos? sin® ) + 2[1133(5 cos? fsin” §)

+ 21033 (% sin* ) + 412323(% sin* ) + Iz333 (g sin*6) (A.1.9)

Khavaran [48] found that the directivity of an axisymmetric jet could be expressed in

terms of the directivity component along the jet axis, I1;111. He found that

[z = Iaz33 = Cil 1111
ITy122 = I1133 = Colliim
I35 = G3llyiny

ITy212 = IT1313 = Cylliiny

2323 = Csl 111 (A.1.10)
where the coefficients of C; can be found using the following equations

C; = %ﬁZ - % [9(A +A D —48(A+ AT+ 80} — 2(6 — A +307%)

AZ
szg
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Cs = % E(A FA D A(A+ A2 47— DA% 4487+ 2B(A* —2 — A—Z)]
1 —1\2 2
c4—E[2(A+A 2 —A —Sﬁ}
Cs = %(c1 _ ) (A111)

A and B are defined in Equations 3.1.22 and 3.1.25. The summation of components of

directivity can now be written

IT;j = cos* 0 + 2C4(cos® § sin® 0) 4 Cp(cos® 0 sin” ) + gCl (sin*9)

3
4 2C4(cos? @sin? B) + Co(cos? @ sin® B) + 4C3(sin* 8) + 2C5(sin* ) + g€ (sin6)

(A.1.12)

This directivity factor, I, is an axisymmetric directivity and it is assumed that any

variation azimuthally of the self noise is accounted for in the flow factor.

A.2 Flow factor derivation

The flow factor allows for the impact of the shear layer and solid surfaces on the
propagation of a ray to be calculated. There is no assumption over whether the jet is

symmetric or static. The flow factor is defined within the LRT model as

?|x,jet

D(x,y) = = I
p |x, free field

(A.2.1)
where x and y are the observer and source locations respectively and p? is the average

acoustic pressure. As p2|y jet = P>y, free field, Equation A.2.1 can be written as

S
CD(X, Y) = sz']et 4 ’Y,fl‘eeﬁe]d

(A.2.2)

y, jet P2 ’x, free field
The Blokhintzev invariant can then be used, which says that along a given ray path

p2lui] A

—_— = t A23
(1 — ujs;)pc? cons ( )
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where |u;| = | da;;ay | is the magnitude of the velocity vector of the ray, A the ray tube

area, p the density and c is the speed of sound. Therefore, the ratio of the observer to

source location can be written as

|uil
Ix _ (1—u;si)pc? yA‘y (A2.4)
| Ak 2

(I—uisi)pc? |

R3S

Equation A.2.4 can now be substituted into Equation A.2.2 to give

Juil

S L] |ui]
(1—u;s;)pc? ;

y, jet A |y,jet (1—u;s;)pc?

A |x,jet o wl
(1—u;s;)pc?

x, free field A
A

x, free field (A.2.5)
y, free field

O(x,y) =

y, free field
In order to simplify Equation A.2.5, it is assumed that:

¢ There is no change in the Blokhintzev invariant between the source and observer

in the free field.

¢ The area of the ray tube does not change at the source location when the jet is

added to the analysis.

¢ The area of the ray tube at the observer can be estimated based on the number of
rays, N, present in the far-field bin at that location. As the pressure is inversely
proportional to the area, the area is also inversely proportional to the number of

rays present.

Using these simplifications, Equation A.2.5 becomes

Juas]
(1—u;s;)pc?

y, jet N
N

Xjet (A.2.6)

x, free field

O(x,y) =

Ju4s]
(1—u;s;)pc?

x, jet

Equation A.2.6 now allows the effect of refraction and reflection within the ray tracing
domain to be calculated for each far-field bin. Any azimuthal variation can be
calculated by looking at how many rays are in each far-field bin. Therefore, the

calculation of the flow factor is applicable to asymmetric jets.
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