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Parahydrogen-Induced Polarization in Microfluidic Devices

by Sylwia Joanna Ostrowska-Barker

Microfluidic lab-on-a-chip (LoC) systems hold great potential for the study of live
microscopic cultures of cells, tissue samples, and small organisms. This is because the
LoC microenvironment can be engineered to precisely simulate the physiological or
pathological state of an organism in a highly controlled, repeatable manner.
High-resolution Nuclear Magnetic Resonance (NMR) spectroscopy is an ideal tool to
follow chemical and biochemical processes in LoC due to its non-invasive nature,
chemical specificity and the ability to quantify metabolites, yet it is rarely used in
combination with LoC due to its low sensitivity. Integration of hyperpolarization
methods such as parahydrogen induced polarization (PHIP) enables NMR signals to
be enhanced by several orders of magnitude. This would enable quantitative studies of

a wider range of metabolites in such volume limited systems by NMR.

This thesis presents the advances made to improve the efficiency of PHIP in LoC and
to generalise the approach to C - hyperpolarization, a nucleus of choice for biological
applications. This is achieved by developing a spatially-resolved kinetic finite element
model of a PHIP reaction in LoC. The model is then used to design an optimised
micro-reactor that integrates the formation, sample transport, RF excitation and
observation of *C-hyperpolarized metabolites onto one compact device at the

microscale.
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Chapter 1

Introduction

The manipulation and analysis of small volumes of fluids, typically in the pL to uL
range, lies at the heart of microfluidic technology [4, 5]. Fluids are controlled through
the careful design of networks of microchannels, pumps, valves, and reservoirs that
enable complex chemical and biochemical processes to be performed in a miniaturised
platform; generally referred to as a "Lab-on-a-Chip" (LoC) or a micro-total analysis
system (uTAS) [6-11]. Miniaturisation brings many advantages such as reduced
reagent consumption and waste, increased surface-to-volume ratio, rapid prototyping,
parallelisation, and precise control of the physical and chemical properties of fluids
[12]. As a result, microfluidics finds applications across many disciplines but perhaps
the most important is its use in the culture of biological systems. Apart from simply
substituting Petri dishes and flasks used in conventional cultures with more compact
and cost-effective alternatives, microfluidic technology enables precise control over the
environment in a repeatable manner. This is a vital advantage in biological research,
where manipulation of the local or systemic environment is necessary to study cellular
processes and functions as well as their response to external stimuli such as drugs [13],

therapeutic targets [14—16], toxins [17, 18], oxygen or nutrient supply [19, 20].

High-resolution Nuclear Magnetic Resonance (NMR) spectroscopy is an ideal
technique to follow chemical reactions and monitor biological systems in LoC due to its
non-invasive nature, chemical specificity and the ability to quantify metabolites, yet it

is rarely used in combination with LoC due to its low sensitivity [21].
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Hyperpolarization methods such as Parahydrogen-Induced Polarization (PHIP) make
it possible to enhance NMR signals by up to 5 orders of magnitude [22, 23]. PHIP
utilises parahydrogen (p — Ha), a spin isomer of hydrogen, as a polarization source.
The nuclear spin order is transferred to a target molecule via a chemical reaction of

p — Ho with an unsaturated molecule in the presence of an organometallic catalyst.
The chemical reaction is followed by spin manipulations to transfer the
parahydrogen-derived spin order to a desired nucleus, as well as purification steps to
remove unwanted compounds [24]. LoC devices can be used to implement some or all of
these processes, thus offering the possibility of integrating the production, purification,
and application of hyperpolarized species to a biological system at the microscale.
Mass sensitives of the order of pmol/s for 'H were reported using such systems [1].
However, for practical applications, microfluidic devices need to be optimised to
improve the yield of the reaction. This requires a quantitative understanding of the
interplay between the reaction chemistry, the flow properties of the device, the spin
order transfer as well as the relaxation properties. Another objective is to be able to
transfer the polarization to other nuclei such as 3C. Observation of '3C is preferred for
biological applications due to the longer longitudinal relaxation times than 'H, larger

chemical shift dispersion, and reduced overlap with background signals [25].

This thesis describes the advances made to enable the formation, sample transport,
radio frequency excitation, and observation of *C-hyperpolarized metabolites on a
single, compact platform at the pL scale. Chapter 2 provides the background theory
for the four concepts discussed in this thesis: microfluidics, NMR, hyperpolarization
and finite element simulations. This is followed by the Materials and Methods in
Chapter 3. Then, in Chapter 4, the development of a spatially-resolved kinetic model
of a PHIP reaction is described. The model enables quantitative prediction of the
uptake of hydrogen into the device, the concentration of PHIP hyperpolarized
products, and identification of the rate limiting factors. Findings from the finite
element model are used to inform the design of an optimised micro-reactor presented in
Chapter 5. Additionally, the temperature dependence of the PHIP reaction is studied.
The work presented in this thesis also highlights LoC as an excellent platform for the

investigation of complex physical phenomena as operation under continuous flow allows



a steady-state between the rate of reaction and relaxation to be established. Since the
fresh solution is continually provided to the detection chamber, samples do not need to
be replaced between experiments. Therefore systematic studies can be performed in a
highly controlled and repeatable manner. This is demonstrated in Chapter 6, which
describes a systematic study of the methods that combat singlet-triplet mixing, a
phenomenon which can substantially hinder the achievable polarization. The most
favourable conditions for the polarization transfer at the microscale are also discussed
here. Lastly, the aforementioned mentioned optimizations in polarization transfer
methods and micro-reactors enable carbon-hyperpolarized metabolites to be observed

at the microscale. In the last chapter, the conclusions are presented.






Chapter 2

Background

This chapter lays the foundations for the four core concepts discussed in this thesis:

microfluidics, NMR, hyperpolarization and finite element simulations.

2.1 Microfluidic Lab-on-a-Chip Technology

Microfluidic technology enables the precise control and manipulation of small volumes
(1075 to 1078 litres) of fluids [4, 5]. Fluids are controlled through the careful design of
networks of microchannels, pumps, valves, and reservoirs that enable complex
biochemical processes to be performed and analysed in a single, compact, miniaturized
platform; generally referred to as a "Lab-on-a-Chip" (LoC) [26, 14, 27-32, 12]. In this
section, the key concepts in microfluidics are discussed, starting with the examination
of physics at the microscale to explain the behaviour of fluids in LoC. Then, materials
commonly employed in device manufacturing and subsequent applications are
discussed. The section concludes by reviewing detection methods frequently integrated

with microfluidics.
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2.1.1 Physics of Microfluidics

2.1.1.1 Flow Pattern

The key to precise control of microfluidic devices lies in the flow pattern that is
obtained. Generally, the flow pattern is determined by the Reynolds number (Re),

which describes the ratio between the inertial and viscous forces [33]:

Re — ir?ertial forces _ puL’ (2.1)
viscous forces n

where p is the density of the fluid, u is the fluid velocity, L is the dimension of the
system (the diameter or channel depth) and 7 is the dynamic viscosity. When Re is
low i.e. Re < 1500 the flow regime is laminar [34]. The flow profile is smooth and the
flow lines are parallel to each other, as illustrated in Fig. 2.1 a which shows the
confluence of two channels joined by a Y-junction. In the laminar flow regime and low
flow rates, the two liquids stay in contact with a flat boundary along which diffusion
leads to a partial mass interchange between the two streams, but the process is slow
and inefficient. In contrast when the Re is high (Re > 4000) as illustrated in Fig. 2.1
b, the flow regime is turbulent. Such a regime is dominated by the inertial forces
leading to unexpected movements and chaotic, convective mixing between fluid
streams. In between (1500 < Re < 4000), there is a transition region where the flow
profile is laminar near the edges of the channel and more turbulent in the centre [35].

a

Fluid 1= Laminar flow Fluid 1=

Fluid 2 - Fluid 2
—
—
q

FIGURE 2.1: An illustration of the flow regimes governed by the Reynolds number.
The image was adapted from [12]
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Fluid Temperature / °C Density / g cm® Viscosity / 1072 gcem ! s7!
Water 0 0.999 1.787

Water 20 0.998 1.002

Ethanol 0 0.806 1.773

Ethanol 20 0.791 1.200

Acetone 25 0.784* 0.316

Blood 37 1.060** 4.0
Olive oil 20 0.92 84

FC-43 25 1.860*** 4.7

TABLE 2.1: A comparison of the densities and viscosities of common fluids. Values
were taken from [36].% Value taken from [37]. s Value taken from [38]. *** Value taken
from [39].

While turbulent flow is common at the macroscale, laminar flow is prevalent in
microfluidics. A typical microfluidic channel has a diameter of L = 100 um and
assuming that water (p = 0.998 gcm?, 7 = 0.01gem~!s™! at 20°C) flows through the
system at a velocity of u = 1cms™! this yields Reynolds number of Re ~ 1; therefore,
the fluid follows the laminar flow regime [36]. In order to reach a turbulent flow regime
with Re = 4000, water would need to be pumped at a velocity of u = 40 m s~'. Table
2.1 lists the densities and viscosities of other common fluids. If an oil, such as FC-43,
flows through a microfluidic device, the pumping rate would have to be even higher to

induce turbulence since the fluid is more viscous than water.

The laminar flow regime is well understood and thus highly predictable. As a result,
the internal environment of a LoC can be precisely engineered. For instance, Komen et
al. [19] developed a microfluidic device capable of delivering physiological concentration
profiles of an anti-cancer drug to a cell culture while simultaneously measuring its
efficacy on-chip. Their chip comprised a cell culture chamber and a drug-dosing
channel separated by a porous membrane. The drug was delivered using an external
pump. The study demonstrated that applying an in-vivo like, dynamic dose of the
drug results in a significantly higher cell growth inhibition compared with conventional

methods, where the maximum dose of the drug is applied to the cell culture.

Another advantage of the laminar flow regime is the lack of convective mixing, leading
to highly predictable kinetics. This allows for mathematical models to be created at
relatively low expense, providing microfluidics with an indispensable tool for

optimization, simulation and modelling of LoC processes without the expense of the
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laboratory time. In the above mentioned study, Komen et al. used numerical
simulation to estimate the exposure of HT'C116 (colon carcinoma) cells to an
anticancer drug in their microdevice [19]. Microfluidic simulations are discussed in

more detail in Section 1.4.

2.1.1.2 Mass Transport

The mass transport of a fluid is described by the Péclet number (Pe) [40]:

Pe=— 2.2
=" (22)

where D is the diffusion coefficient. Similarly to the flow pattern, the mass transport is
dictated by the dimensions of the system. In systems where the Péclet number is less
than 1, transport is dominated by diffusion but, if the number is above 1, mixing is
negligible. As mentioned above, a typical channel diameter and flow velocity in

L respectively. If water is flowed in

microfluidic devices is L = 100 ym and v =1 cm s~
the device (D = 1% 107 m? s71) this yields Pe = 1000. As a consequence, the mass

transport in microfluidic devices is slow, leading to very predictable kinetics [8].

2.1.1.3 Swurface Tension

Another important feature in microfluidic systems is the large surface-to-volume ratio.
This is defined by the Bond (B,) number that defines the ratio between the gravity

force to the surface tension force [41]:

ApgL?
B, = P9 ) (23)

g

where o is the surface tension, g is the gravitational acceleration, and Ap is the
difference in density between two immiscible fluids (gas-liquid, liquid-liquid).
Assuming a typical value of the channel dimension in the microfluidic device of

L =100 um , density of oil and water mixture as p,, = 999 kg/m? and p, = 920 kg/m?,
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the surface tension o = 0.5 N/m, and g = 9.8 m/s? the Bond number,
B, = 0.0015 <« 1. Therefore, at the microscale, the gravitational force becomes
insignificant and thus surface tension is the strongest and dominant force. This

phenomenon is widely exploited in droplet microfluidics [42].

2.1.1.4 Capillary Forces

Due to the small channel dimension, gravitational forces are dominated by the
capillary forces, which means that the fluid will flow without assistance or opposition

of other forces [36].

2.1.1.5 Heat Transfer

The heat transfer is very efficient in microfluidic devices due to the high
surface-to-volume ratio. This ensures an even heat distribution throughout the device
and avoids the formation of local hot spots. In conventional macroscale reactors,
exothermic reactions have to be performed at suboptimal conditions due to the
potential hazards caused by thermal runaways. In contrast, microfluidic devices can
maintain an isothermal condition throughout the device, significantly reducing the risk

[43].

Polymerase chain reaction (PCR) tests require precise control over the sample
temperature. During a PCR test, a DNA sample is amplified in three stages:
denaturation, annealing and extension, during which the sample needs to be
maintained at 90 — 97 °C, 50 — 60 °C and ~72 °C, respectively [44]. Easley et al. [45]
demonstrated a microfluidic genetic analysis system that generates a genetic profile
from a crude blood sample. The microdevice comprised three functional domains:
nucleic acid purification, amplification of target sequence by PCR and amplicon
separation. Lastly, the sample was detected by microchip electrophoresis. Apart from
reducing the volume of the sample required to perform the test to only 4 pL, this

microfluidic implementation also reduced the time required to run the test to <30
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minutes, which is a dramatic improvement over conventional culturing methods that

have a turnaround time of 24 - 48 hours.

2.1.1.6 Mixing time

The mixing time (¢,,) can be defined as the square of the diffusion distance (z) divided

by the molecular diffusivity (D) [46]:

tym =

(2.4)

ol

Therefore, it is evident that a smaller channel dimension results in faster mixing. This
revelation has governed the development of micromixers where the stream is split into
several lamelle to reduce the diffusion distance. Such micromixers include Y- and

T-shaped micromixers [47-50], and split- and recombine micromixers [51, 52].

2.1.2 Materials and Applications

The first Lab-on-a-Chip platform was reported by Terry et al. in 1979 who
demonstrated that sample injection, separation and detection for gas chromatography
can be performed on a single 5 cm silicon wafer [53]. In this study, the device was
made of silicon using photolithography and chemical etching and it included a sample
injection valve and a 1.5 m long separator column. A thermal conductivity detector
was clamped at the tip of the capillary. This resulted in a gas chromatograph capable
of separating simple gas mixtures in seconds and enabled size reduction by 3 orders of
magnitude compared with conventional lab equipment. Volumes as small as 1 nL. could
be injected into the capillary, greatly lowering the reagent consumption. Additionally,
since the cross-sectional area of the separator column was reduced, which resulted in
increased performance. Following this invention in the 1980s, technological advances
were made to manufacture microvalves [6-8] and micropumps [9, 10, 8] for precise fluid

manipulation at the small scale. 3D printing also emerged as a cost effective approach
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to fabricate bespoke parts, replacing costly and specialist equipment. However, this

technique was not popularised until later date [54].

In 1990 Manz et al. reported a 5 X 5 mm chip manufactured from silicon wafers that
contained a 6 um x 2 pm X 15 cm open-tubular column and a detector which connected
to an external HPLC pump and valves. This enabled high pressure liquid
chromatography to be performed with a sample detection volume of 1.2 pLL and a total
volume of 1.5 nL [55]. Another major advance brought about by microfluidics was the
development of capillary electrophoresis (CE) that performed DNA sequencing 3 times
faster and provided better resolution than slab gel electrophoresis, which was the
standard technology at the time [56]. At the same time, the concept of a "miniaturized
Total Analysis System" (uTAS) that would encompass all functionality required for
analysis i.e. sample injection, preparation, transport, chemical reaction, separation and
detection was coined by Manz et al. [11]. In this seminal paper, it was recognized that
microfluidic instrumentation offers the potential for automation, parallelization and
improvement in the performance of analytical devices going beyond simply reducing

their size.

Increasing demand for portable analysis tools with high sensitivity and resolution for
molecular analysis, biodefence, and molecular biology drove innovation in mirofluidics
[5]. The primary chip material used in the early years of microfluidics was silicon,
which is costly, brittle and opaque to visible and ultraviolet light. Therefore, the most
commonly used optical detection methods could not be integrated. An additional
disadvantage of silicon chips is that the bonding procedure requires clean room

facilities and significant expertise [57].

Glass is an alternative material for chip manufacture as it is transparent thus optical
biosensors can be incorporated. Development in photolithography allowed fabrication
of CE arrays on a single glass chip to further speed up the sequencing procedures while
maintaining very economic use of reagents [58-60]. However, glass is also brittle,
requires clean-room facilities and complex bonding protocols to manufacture the
devices. Additionally, increasing demand for complexity of the devices required

incorporation of valves and pumps within the chip design, which is easier when
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utilising flexible organic materials such as elastomers, plastics or paper. These
materials offer the advantage of simpler and faster manufacturing procedures, easy
surface modification and biocompatibility; therefore lowering the barrier to entry for

microfluidic research.

Elastomers are weakly cross-linked polymers that can be deformed under application
of force and will return to their original shape when these forces are removed.
Whitesides and co-workers introduced polydimethylsiloxane (PDMS) as an alternative
material for chip manufacture in 1995 [61] and to date it is one of the most widely used
materials for chip fabrication in research [62, 63]. The vast popularity of the material
is due to the straightforward fabrication process that employs soft lithography, which
does not require clean room facilities. A device is manufactured by pouring a mixture
of the polymer and a curing base into a master mould. The release from the mould is a
simple process and devices with channel dimensions below 1 ym can be obtained [8].
Obtaining the master mould is the main hurdle as these are made from silicon wafers
using conventional photolithography techniques. However, techniques to manufacture
master moulds from cheaper thermoplastics such as poly(methyl methacrylate)
(PMMA) and polycarbonate (PC) have been introduced. PDMS is biocompatible with
most cell lines and permeable to gas and vapour therefore, unlike glass or silicon, it can
support long term biological culture [64]. It is optically transparent, can be bonded to
itself or other materials, and its durability is on par with glass and silicon [62, 63]. The
inherent flexibility of the material allows a large number of pumps and valves (as many
as 1 million per square centimeter) to be incorporated, which enables automated,
high-throughput screening [65]. As a result, PDMS devices have been used in biological
assays [63], genomics [66], chemical reactions [8], and biochemical detection [67].
Perhaps the most important application of PDMS is its use in biological cell culture.
Apart from simply substituting Petri dishes and flasks used in conventional cell
cultures with a more compact and cost-effective alternative, microfluidic technology
allows the precise control over a cell culture environment in a repeatable manner. This
is a vital advantage in biological research, where manipulation of the local or systemic
environments is necessary to study cellular processes and functions. This was

demonstrated by Luni et al. [68] who showed a 50-fold increase in the efficiency of
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reprogramming human somatic cells to induced pluripotent stem cells using

microfluidic devices due to the improved spatio-temporal control at the microscale.

Operating at a a smaller volume also allows the use of fewer cells down to single cells
analysis [69]. On the other end of the scale, Organ-on-a-Chip (OoC) devices can be
used to mimic the in vivo environment of an organ. A carefully designed channel
network is used for perfusion which simulates vascularity [70]. OoCs allow regulation
of the concentration gradients, shear force, cell patterning, tissue boundaries and
tissue-organ interactions. Huh et al. [71] reported a device capable of mimicking the
structure and functionality of a human lung. The lung-on-a-chip was made of two
channels separated by a 10um PDMS membrane. One channel was lined with
extracellular matrix (ECM) and alveolar epithelial cells and the second channel
contained human pulmonary microvascular endothelial cells. The channels were filled
with air and culture medium respectively, to mimic the lung environment. To simulate
the characteristic movement of lungs, the device was connected to a vacuum.
Application of the vacuum led to contraction of PDMS and when it was released, the
chip returned to its original shape thus mimicking lung contraction and expansion.
This device was used to replicate the immune response by introducing inflammatory
mediators into the culture medium. Such models are extremely valuable for rapid drug
screening. Si et al. [13] used lung-on-a-chip technology to examine antimalariar drugs
as inhibitors of SARS-CoV-2 infection. The team identified amodiaquine as a robust
inhibitor of the infection. Other organs such as liver [72, 73], kidney [74], heart [75],
skin[76], gut [77-80] and brain [81] have been used for disease modelling, drug
screening, toxicity testing, to study pathophysiology, and other medical applications.
0oC platforms can be modular allowing multiple OoCs to be combined with the aim
to create Human-on-a-Chip as shown in Fig. 2.2, which can be used to imitate the

normal or a pathological state of human physiology [82, 83].

Although it has many advantages, PDMS comes with some major disadvantages. Its
hydrophobic nature leads to adsorption of hydrophobic molecules [8]. Another issue is

its incompatibility with most organic solvents, resulting in swelling and even
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Brain

FIGURE 2.2: Human-on-a-Chip: Integrating multiple Organ-on-a-Chip systems to

replicate the normal or pathological state of human physiology. Image taken from
Ref. [70].

adsorption of some molecules [62]. PDMS is expensive to produce on a mass-scale

which hinders its commercial applications.

Owing to better chemical resistance, gas-impermeability and greater rigidity compared
to PDMS, plastics such as PMMA, PC, polystyrene (PS), Teflon, and
polytetrafluoroethylene (PTFE) are commonly used for microfluidic applications [62]
and are also preferred for mass-scale production [84]. Initially, plastics were
disfavoured as thermo-processing procedures were required for device fabrication.
However, development of priecise milling and laser cutting technologies enabled rapid

prototyping from PMMA [85, 86] and PTFE [87], and allowed efficient manufacturing
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of sophisticated devices. For instance, Cho and co-workers [88] reported a microfluidic
disk capable of performing enzyme-linked immunosorbent assay (ELISA) from 200 puL
of crude samples such as blood or saliva in 20 minutes. The device contained six
reaction chambers interlinked with fluidic channels and laser irradiated ferrowax
microvalves, which are open and closed using laser irradiation. Sample chambers were
filled with three different types of ELISA beads modified for: (i) cardiovascular disease
biomarkers, (ii) the positive control, and (iii) unknown samples. The crude sample
injected into the device was firstly separated by centrifugation and the plasma was
mixed with immunoreagents before transferring to the reaction chambers. Once the
binding reaction was complete, the beads were washed with a buffer solution to remove
residues and the substrate solution was injected into the reaction chambers. The
presence of a biomarker was detected by absorbance measurement using a photodiode
and a light-emitting diode. The performance of this assay was comparable with
conventional ELISA assays [88]. Other ELISA based assays in microfluidic devices
allow detection of infectious diseases such as HIV and syphilis using as little as 1 pL of

blood [89, 64].

Chemical synthesis in LoC devices remains a challenge as most common organic
solvents are not compatible with plastics however, material such are PTFE or glass can

be utilised when this is an issue [90].

Another material commonly used in microfludics is hydrogel. It is composed of
water-insoluble, cross-linked polymers that can retain a large volume of water. Some
hydrogels can shrink or swell in response to stimuli such as pH, light, magnetic or
electric field [91]. They are biocompatible, porous and can be used as structural
support for a cell culture within a secured environment in the form of a 3D ECM [92].
Shim et al. [93] reported a gut-on-a-chip platform where collagen was used a scaffold
for human colon carcinoma cell line (Caco-2) and introduced fluidic shear to mimic
absorption in human intestines. In their study, the 3D cell culture was compared with
a standard 2D monolayer cell culture. The morphology of cells in OoC was found to be

prismatic, which resembles gut morphology, while the monolayer culture was flat.
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Additionally, the metabolic activity of 3D cell culture was enhanced compared with the

2D cell culture.

Manufactured from cellulose fibers, paper microfluidic devices are a highly porous and
hydrophilic [94, 95]. Paper-based microfluidic analytical devices (uPADs) are
functionalised by introducing hydrophobic barriers which guide the sample towards
detection zones containing a desired receptor [96]. The hydrophilic nature and high
porosity of paper increases passive transport of liquids and its white colour makes it
particularly suited for colorimetric assays [62]. uPAD has been used to measure
markers of liver function from a sample of blood taken from a finger-prick test. The
device was used for sample preparation, where red blood cells were filtered out and the
resulting plasma distributed to three detection zones for a colorimetric assay. The
results were digitised using a mobile device, and subsequently incinerated for an easy
disposal [97, 98]. This work demonstrated that comprehensive assays can be run on a
paper-based device and produce semi-quantitative results which can feed into clinical
decision making. Vasantham et al. [99] demonstrated that a paper-based microdevice
can be used to detect cardiac troponin I using an electrochemical immunoassay in ~1
minute with detection limit of 0.05ng/mL. uPADs are of particular interest for
point-of-care diagnostics because they can be rapidly manufactured using a printer and
even complex patterns can be easily transferred. They are easy to handle, non-toxic

and biodegradable [100].

Integration of analytical techniques with LoC devices is an integral requirement as all
LoC systems must provide information on samples under the investigation. One of the
common ways to study biological systems at the macroscale is to remove aliquots of
the culture media for analysis. Such approach is not usually possible at the microscale
as the sample is volume limited. Instead, detection methods based on mechanical
[101-104] and electrochemical [105-107] detection, liquid chromatography-mass
spectrometry [108], as well as Raman [109, 110], fluorescent [111, 112], UV-Visible
[113, 114] and NMR spectroscopy [115, 116] have been incorporated with LoC devices

[21]. In the following section these common detection methods are discussed.
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2.1.3 Detection Methods

Mechanical detection methods measure the changes in either the static deflection or
the resonant frequency of a cantilever sensor. In both cases one side of the sensor is
functionalised and once an analyte binds to the sensor the change in the surface stress
or frequency shift is measured [117]. This detection is highly sensitive as attograms of
analyte can be detected. The shape and size of the sensor can be easily tunable using
standard photolithography methods but fabrication is complex and requires
clean-room facilities. Surface functionalisation of the sensors allows label free detection

however, detection usually requires relatively long wait times of ~30 mins.

Integrating electrodes with LoC devices enables electrochemical detection where the
interaction of chemical species with the electrodes is quantified. A current is passed
between the electrodes and the change in conductance, resistance and/or capacitance
is measured at the surface of the electrodes [117]. This method allows real-time
detection, is low cost and its sensitivity falls in the mM range. Additionally, it can be
easily incorporated with LoC and has low power requirements, which makes it an
attractive solution. However, the detection is influenced by changes in pH, ion

concentrations, has a short shelf life, and is very invasive [21].

Fluorescence spectroscopy is amongst the most common detection methods used in
microfluidic devices due to its high sensitivity (~nM), reproducibility, and
biocompatibility for use in vivo studies. As a result, labelling protocols for proteomics
and genomics studies are well established [112]. After tagging the target molecule, a
typical set up requires a light source to induce fluorescence, which is achieved using a
laser and a detector with a set of focusing lenses. Additionally, appropriate filters are
used to reduce the background noise [118, 119]. Implementing fluorescence
spectroscopy with LoC found many applications including monitoring processes such
as heart- and liver-on-chip models [120], portable diagnostics [121] as well as biosensors
[122]. A disadvantage of this method is that it is highly specific because distinct
fluorescent tags are required. More over, fluorophores are often ruthenium based dyes

that can be toxic to biological cultures [123] [21].
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UV-Visible spectroscopy requires simple and low cost equipment as this technique
relies on measuring absorption of specific wavelength of light induced by electronic
transitions. Minimal sample preparation is required to yield a quantitative
measurement and this method is frequently used to follow the progress of a reaction in
LoC [124]. However, the solvent needs to be carefully chosen as to not cause an overlap
with peaks resulting from the compound of interest. Overall, this method is not highly
specific for different compounds and results in a significant peak overlap, which is the

main limitation.

Raman spectroscopy provides information about the vibrational modes on a target
molecule through observing upward or downward shifts of scattered light. This
technique enables real-time detection with minimal sample preparation. Shanmukth et
al. [125] used a variation of Raman spectroscopy namely surface-enhanced resonance
Raman scattering to uniquely identify different respiratory viruses without using any
labels or probes. The disadvantages of Raman spectroscopy lies in the fact that the
Raman effect is weak (limit of detection 1 uM in solution [126]) and thus highly
optimised equipment is required leading to high instrumentation cost. Additionally,

the material used for microfluidic devices must be transparent to light.

Nuclear Magnetic Resonance (NMR) spectroscopy is an ideal tool to follow chemical
and biochemical processes in microfluidic LoC devices due to its non-invasive
properties and its generality and chemical specificity. NMR is quantitative and
requires very little sample preparation. Despite of this NMR is rarely used with LoC
due to the high instrumentation cost and limited sensitivity. The sensitivity issue can
be overcome by integrating hyperpolarization methods that enable to boost the
sensitivity by 5 orders of magnitude. The following section introduces the
fundamentals of NMR spectroscopy to lie the foundations for understanding how the

sensitivity issue can be overcome in NMR.
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2.2 Microfluidic NMR

2.2.1 Fundamentals of NMR
2.2.1.1 Nuclear Spin

Spin is an intrinsic property of nuclei that can be represented by the following

A

operators along the three Cartesian axis: I, fy, and I,.

When an operator A acts on one of its eigenstates |1) it returns the same state

multiplied by an eigenvalue as follows [127]:

Ay =aly), (2.5)

where a is an eigenvalue of |¢) in the operator basis of A. The number of eigenvalues
depends on the nucleus in question, which is described by the nuclear spin angular

momentum quantum number /. The quantum number I can possess integer (1,2,...)

3

5,...) values. The operator I has (2I + 1) eigenstates, which may

or half-integer (3,

be labelled m; that can adopt values ranging from —I to +1/ in integer steps.

A spin state is denoted as |I,m;) [128] and the I, operator acts in the following way:

jz‘f,mﬁ :mI\I,mI>, (2.6)

The expectation value of an operator <A> can be found using the following operation:

(A) = WlAlg) = a @) = a, (2.7)

thus the eigenvalue is obtained.

The commutation between two operators A and B is an important property in NMR

as it dictates the rotation of spins:

[A,B] = AB — BA. (2.8)
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If the two operators commute [/1, B] = 0. The three Cartesian operators obey the

following cyclic commutation rules in units of the reduced Planck’s constant (h):

[ T y] = iIm
[AZ? AZD] = ifyv (2 9)
[Ay7 Az] = Zfz

The total square angular momentum operator, I 2. can be defined as follows:

P=I+I2+12 (2.10)

I? commutes with the spin angular momentum operators in the following way:

[IA27IA$} =0,
[j{jy} =0, (2.11)
12,1, =0

The total square angular momentum operator acts according to the following;:

PI,mg) =11+ 1) |1, mp). (2.12)

The simplest spin system in NMR is the case of an isolated spin — 1/2 nucleus. When
placed in a magnetic field it has two eigenstates of angular momentum along the

z—axis also referred to as the Zeeman basis:

(2.13)
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If the I, operator acts on the |o) and |3) it yields:

- 1
Lla) = +3 la),
(2.14)

A 1
L18) = —518).

therefore, indicating polarization of the |a) and |3) states along the z—axis with an

associated eigenvalue of i%.

The state [¢) of a spin — 1/2 particle is not restricted to only |a) and |3) but can be in

a superposition state of these two eigenstates:

) = c1la) +c21B) (2.15)

where ¢; and ¢ are the superposition coefficients. |¢)) can be expressed as a column

vector:

) = : (2.16)

Taking the complex conjugate of kets yields bras, which can be represented as a row

vector:

Wl =9t = ( ) . (2.17)

The states are normalised such that |c;|? + |co|? = 1.

Following this notation the Zeeman basis can be written as the following;:

la) = and |B) = . (2.18)
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An important property of the basis state is that they are orthonormal giving the
Kronecker delta (d,,y):

1, ifm =n,
(mIn) = Opmn = (2.19)

0, otherwise,

where (m|n) = ,,, symbolises taking the dot product of |m) and |n).

A second spin (I3) can be introduced by taking the Kronecker product of the basis

states as follows:

1 0
0 1
aa) = |o) @ |a) = laB) = |o) ® |B) = :
0 0
0 0
(2.20)
0 0
0 0
Ba) = |8) ® |a) = 188) = [8) ®|8) =
1 0
0 1

2.2.1.2 The Density Operator

An average NMR sample contains ~10%? spins [127] therefore, it is more convenient to
define a density operator which refers to an ensemble average rather than individual

spins.

Considering the case of an isolated spin — 1/2 particle in a magnetic field, recalling Eq.

2.16 and 2.17:
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The density operator (|¢))(|) can be defined as [127]:

el = | (a{ c;>= anan) (2.21)
C2

cac]  cach
The expectation value of an operator A can be extracted using the following formula:

(A) = Tr{lwi| A}, (2:22)

The advantage of introducing the density operator is the fact that it can be used to
represent an ensemble of spins. Therefore expression 2.22 can be expanded to include

N spins by defining the average expectation value Agps:

Agps = Tr{NT (|91 b | + [9a)(tho| + ... ) A}, (2.23)

where the subscript labels individual spins of the ensemble. For brevity, an ensemble

average density operator (p) can be defined:

p =Nl )eor| + [haepa| +...)

(2.24)
= |¥)X¥l,
where the overline indicates an average. p expressed in a matrix form yields:
. cic] 16 Pa P+
b= 1 C I ) (2.25)
o ag)  \r s

The p, and pg elements represent the populations of a state, while the off-diagonal
elements py and p_ represent the coherences between the states. The sum of
populations is always equal to one, only the population difference carries a physical
significance as it indicates the net longitudinal spin polarization i.e. along the external

magnetic field. Coherences represent a partial alignment of spins, which results in the
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transverse spin magnetization i.e. net spin polarization that is perpendicular to the

external field [127].

In thermal equilibrium, the population of the energy states is dictated by the

Boltzmann distribution:

PB _ o FpT, (2.26)
Pa
where AFE is the difference between the two energy levels, kg = 1.38066 x 10723J K—!
is the Boltzmann constant, and T is the temperature. The thermal energy that is
available at room temperature is is kg7 = 4.1 x 10721J. Assuming By field of 14.7 T ,
the difference between p, and pg states is 3.3 x 10725.J. Therefore, the thermal energy
is four orders of magnitude larger than the energy difference of the Zeemann

eigenstates.
The nuclear spin polarization (Pr) in an ensemble of spin — 1/2 nuclei is given by:

h’)’BO
2kpT

P Po P8

" patps

), (2.27)

where A is the reduced Planck’s constant, By is the magnetic field strength, and ~ is

the gyromagnetic ratio.

Analysing Eq. 2.27, it becomes clear that the sensitivity of an NMR experiment can be
improved by: (i) increasing the gyromagnetic ratio, (ii) cooling the sample, or (iii)
increasing the By. Alternatively, hyperpolarization methods can be utilised, which
create a non-equilibrium magnetization state that allows the signal intensity to be
increased by several orders of magnitude. These methods are discussed in detail in

later chapters.

2.2.1.3 The Hamiltonian Operator

The Hamiltonian operator (7:[) is a key concept in NMR as it contains information

about all interactions of a spin system. A Hamiltonian acting on an eigenstate, yields
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the energy level of that state:
H|) = El), (2.28)

For convenience, it is customary to define the Hamiltonian in units of %, commonly
referred to as the natural units:

H=hn'H. (2.29)

Returning to the case of an isolated spin — 1/2 nucleus, the eigenstates of the I,

operator are given by Eq. 2.14:

R . 1
Lla)=+3la)  LIs)=—116).

Thus the Hamiltonian in the Zeeman basis can be written as:

Hla)=+gwole)  HI8) = 5w lf), (2.30)

where wy is the Larmor frequency i.e. the frequency of spin precession (rotation)

around the axis of the external magnetic field, which is defined as:

wo = —’YjBo, (231)
where «; is the gyromagnetic ratio of a nucleus j.

2.2.1.4 Chemical Shift

Since electrons are charged particles, when a strong magnetic field is applied, they
generate a small field at the nucleus. As a result, the field experienced by the nucleus
is a sum of the applied and the induced fields leading to a shift in the Larmor
frequency, commonly referred to as the chemical shift (o). Therefore the Larmor

formula from Eq.2.31 becomes:

w = —’ij()(l — 0) (2.32)
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The magnitude of the chemical shift is dictated by the size of the induced field as well
as by the orientation of the molecules with respect to the applied field. Due to the
rapid molecular tumbling in liquid samples, the nuclei experience an average local field

thus an average chemical shift referred to as the isotropic shift [127].

The Hamiltonian for a pair of isolated spin — 1/2 nuclei, where w; # wa can be written

as:

H :wlflz —i—ngQZ, (2.33)

where w; and wo are the chemical shifts of spin I 12 and jgz, respectively.

2.2.1.5 J — Coupling

In real samples, nuclei are not isolated but interact with each other through electrons
present in the chemical bonds connecting the nuclei. The interaction is referred to as
the J—coupling or the scalar coupling. The J— coupling is independent of the field and
because the effect is mediated by the chemical bonds, the magnitude of J— coupling
falls off rapidly with the increasing number of intervening bonds. This is an important
property as it provides information on the connectivity between nuclei and it is widely
used in chemical structure elucidation. The Hamiltonian for a J— coupled two-spin

system (I and I3) can be expressed as:

ﬁ = wlfl + wgfg + 27TJ12f1f2, (2.34)

where Ji2 is the J-coupling constant and flfg = jlegx + flyfgy + flzfgz. For systems

where |w; — we| > |27 J|, Eq. 2.34 can be simplified to:

I:I = wlflz + WQjQZ + 27TJ12flzfzz. (2.35)
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This is referred to as the weak coupling approximation. The Hamiltonian from Eq.

2.35 in the Zeeman basis can be shown as a matrix:

wJ +wi + we 0 0 0
N 1 0 —7d + w1 — wo 0 0
H:§ . (2.36)
0 0 —J — w1 + we 0
0 0 0 wJ — w1 — ws

2.2.1.6 Evolution of the Density Operator

The evolution of the density operator is described by the Liouville von Neumann
equation:
0

5= —i[H, p). (2.37)

The time-dependent solution of Eq. 2.37 is [127]:

p(t) = exp{—iﬁt}ﬁ(O) exp{+iﬁt} (2.38)

For the simplest example of an isolated spin — 1/2 sytem, the Hamiltonian given by:
H = wl,. If the density operator commutes with the Hamiltonian ([I:I , p] = 0) there’s

no evolution of the system. This can be shown for p(0) = I, as following:

At) = exp{—ifzt}fz exp{+z’fzt} — i, (2.39)

However, if the density operator does not commutes with the Hamiltonian ([f[ , 0] #0),
the outcome is different. For example if H = wl, and p(0) = I, then the density

evolves as follows:

~

p(t) = exp{—ifxt}fz exp{+ifxt} = cos (wt) I, + sin (wt)fy. (2.40)
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2.2.1.7 NMR Experiment

Upon placing a sample in a static magnetic field (Bp), the nuclear magnetic moments
tend to align with the By field. The nuclear magnetic moment can align with the By
field in 27 4+ 1 ways. Therefore, for a spin — 1/2 nucleus i.e. I =1/2, there are two
possible orientations, opposing or reinforcing the magnetic field. The overall density of
the magnetic moments over the entire volume of a sample gives rise to net
magnetization (M ). The magnitude of the net magnetization for spin I is given by

[129]:
2Boh%I(I + 1)
3kgT

M=nNZ , (2.41)

where N is the nuclear spin density within a sample.

To detect an NMR signal, a current (commonly referred to as a pulse) is induced
through a detection coil, which creates a magnetic field (Bp) that is perpendicular to
the By field and rotates the magnetization vector away from its equilibrium position.

The angle () describes the rotation of M away from its equilibrium orientation [130]:

0 = vyBT, (2.42)

where 7 is the duration of the pulse. Sometime after the application of a
radiofrequency pulse, which rotates the magnetization into the xy— plane. The
following solutions to the Bloch equations describe the components of magnetization at

time ¢ after application of a pulse 5 [127]:

M, = My sin(wot) exp{—t/Ts},
M, = — My cos(wot) exp{—t/T5}, (2.43)

Mz = Mz,eq - Mz,eq exp{_t/T1}7

where M, ., is the magnetization at equilibrium and Mj is the magnetization
immediately after a pulse, (T%) is the transverse relaxation rate constant, and (71) is

the longitudinal relaxation rate constant. 75 characterises the time it takes for the
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spins to dephase in the xy—plane, while T} refers to the time it takes for the

magnetization to return to the equilibrium condition.

A rotating magnetic field generates an electrical field and in the presence of a
conductor, an electromotive force (emf) will be generated. The larger the By field, the
larger the wp therefore the change in %—1? is faster thus a larger emf is generated. The
consequent voltage is the NMR signal commonly referred to as the free induction decay
(FID). Since the voltage is weak, it firstly gets amplified by a preamplifier, which
results in a signal that oscillates at a rate that is too high to convert it into a digital
form. In order to convert the 'raw’ NMR signal into a digital form, a reference
frequency (wyey) is subtracted from the Larmor frequency to generate a signal of a
lower frequency. The resulting signal is referred to as the relative Larmor frequency
(Q0):

Qo = wo — Wyef- (2.44)

This conversion is accomplished by a quadrature receiver, which outputs two signals
one with a real and the second with an imaginary component. Lastly,
analogue-to-digital converter digitizes the two signals. An NMR signal for a single
frequency can be expressed as:

s(t) ~ exp{(iQo - ;Q)t}. (2.45)

Since an NMR experiment contains many signals Eq. 2.45 can be generalized:

s(t) =Y si(t), (2.46)

l

and

si(t) = ayexp{ (i€ — To)t}, (2.47)

where each signal (s;) has an amplitude (a;), frequency (€;) and a transverse

relaxation rate constant (7% ;) associated with it.
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The time domain signal is converted into the frequency domain signal using a Fourier

transform (FT):
S(Q) = /0 s(t) exp{—iQt}dt. (2.48)

Converting the time domain signal into the frequency domain is hugely beneficial as
individual signals appear as peaks in a spectrum.

Intensity of a peak (I;) in an NMR spectrum is directly proportional to the number of
nuclei (N;) corresponding to that peak [131]:

I; = K,N;, (2.49)

where K is the spectrometer constant, which is consistent throughout an experiment
for all resonances in a spectrum. K can be affected by non-uniform excitation pulse,

too short repetition time or broad-band decopuling [131].

The concentration of a compound A (c¢,) can be calculated from a spimle ratio given

that a know concentration of a reference compound (c,ey) is present:

Cqa _ 1, Nref
Cref Iref Na ’

(2.50)

where I, and I,y are signal intensities of compound A and the reference, respectively.
Ny and N,y are the number of nuclei responsible for the signal for respective

compounds.

2.2.2 Sensitivity of NMR

Sensitivity and resolution are the two metrics that determine the performance of NMR.
Resolution can be defined as the minimum distance necessary to distinguish two peaks
in a spectrum, while sensitivity is the minimum number of spins required to detect the
signal above the noise [132]. The line widths in an NMR spectrum are very narrow

with full width at half maximum being sub — 1 Hz [133], which corresponds to ~4 parts

per billion on a 400 MHz spectrometer. Sensitivity on the other hand, depends on the
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Nucleus Natural abundance /% Spin / Gromagnetic Ratio / MHz T-! Magnetization / mAm~1 T!

" 99.98 1/2 42.5749 29.62
" 0.015 1 6.5357 1.861
] 80.42 3/2 13.6597 15.25
18C 1.108 1/2 10.7050 1.873
YF 100 1/2 40.0535 26.22
slp 100 1/2 17.2348 4.854

TABLE 2.2: A comparison of the nuclear magnetization of 1M solutions at 20°C for
nuclei commonly used in NMR. Values taken from [129].

number of spins that align with the external magnetic field, recalling Eq. 2.41 [129]:

2Boh?I(I +1)
3kpT

M =N

Table 2.2 lists the nuclear magnetization of 1M solutions at 20°C and the field of 1T
for a few commonly detected nuclei in NMR. 'H nuclei have a large gyromagnetic ratio
and over 99% natural abundance hence yield a high signal intensity. Alongside being
the highest sensitivity nucleus in NMR, protons are present in most organic molecules
hence nearly every metabolite can be observed by 'H NMR thus it is the most
prevalent nucleus used in NMR based metabolomics [134]. Other nuclei such as 3C,
31p, 9F are frequently observed alongside protons as they provide a broader signal

dispersion in an NMR spectrum hence improved resolution.

2.2.2.1 Signal to Noise Ratio

The amplitude, a, of an NMR signal after the application of a 90° pulse is defined as:

a

— 1& 37—12 s

2
2.51
4207 OkBT, ( 5)

where the factor %1 is the coil sensitivity, and ng is the number of spins present in the
sample. The signal amplitude can be improved by using a higher magnetic field. The
current state of the art NMR spectrometer operate at a field of 23.5 T, which results in
a population difference of 6 x 1076, Such small population difference is the core of

sensitivity issues of NMR.

As discussed in section 2.2.1.7, detection of an NMR signal is achieved by placing a

detection coil close to a sample, which detects a voltage induced by precessing spins.
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The thermal motion of electrons and ions in the solution leads to an interference that
is also registered by the coil. The signal-to-noise ratio (SNR) determines if an NMR
signal can be detected above the spectral noise and it depends on the efficiency of the

probe used to detect the signal. The probe efficiency (np) can be defined as [132]:

b B (2.52)
Y/ R '

where P is the power, R is the resistance and 4. is the current amplitude. The SNR is

defined as [135, 136]:

ko 7+ Vawo g5 M

(2.53)
F\/Ak5T Rpoise A

SNR =

where kg is a factor that accounts for the B; field inhomogeneity V; is the sample
volume, wy is the Larmor precession frequency, F' is the noise factor of the
spectrometer, 1" is the temperature of the coil, R, ise is the dissipative noise of the

coil, circuit and sample, and A f is the spectral bandwidth.

Employing the principle of reciprocity for coil sensitivity, introduced by Hoult and
Richards [136], it was recognised that the SNR is proportional to the coil sensitivity.
Therefore, expression 2.53 can be simplified by recognising that the By is within 10%

of the maximum value at the centre of the coil [137]:

Blns
SNR =(C—F——. 2.54
i JRAT (2.54)

For 'H at 600 MHz the constant C equals 1.4 x 107! in ST units (By = 14.1T ,
T = 300K, v = 0.2675 x 10%rad/T's, I = 1/2 and F = 1, insignificant noise from the
spectrometer was assumed). Although 7p is a good predictor of SNR, the

signal-to-noise ratio ultimately depends on the electrical resistance, the coil sensitivity

% and the number of spins present in the detection region of the coil, termed as the
filing factor ap:
[ B3S(r)dV

, 2.55
B2V (2.55)

ap —
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where the function S is unity in the sample area, and zero elsewhere. For a long
solenoid coil with the interior space filled with sample, one finds ap = 1/2. Most other

designs have lower filling factors.

Micro-detectors benefit from favourable scaling of the SNR since reducing the size of
the detector increases the filling factor and maximises and the coil sensitivity as the
detector closely adheres to the sample. This can be demonstrated by taking a helical
copper coil as an example. The RF current penetrates copper to a depth of

d = 2.7pm (at room temperature and 600 MHz). The field at the centre[137]:

B
o1 Mo (2.56)

where pg is the vacuum permeability , [ is the height of the cylinder and d is the

diameter.
The resistance can be defined as [137]:

wd

R:pﬁa

(2.57)

where p is the resistivity of copper. d/l =1 results in the optimal coil sensitivity thus

the SNR is:
Ng

SNR=0.9 x 10716 )
8 AVAT

(2.58)

Therefore, for a given number of spins, the SNR scales with 1/d as predicted by Hoult
and Richards [136]. However, as the volume of the detector is reduced the number of
spins present in the sample is reduced. This has a detrimental effect on the
concentration limit of detection (cLOD) and will be discussed further in the following

section.

2.2.2.2 Signal Averaging

The spectrum obtained from an NMR experiment is composed of the signal obtained

from the sample as well as the thermal noise. Signals originating from the sample
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(snamr) are reproducible hence can be added [127]:

sNmRr(1+2) = snmr(1) + svmr(2) = 2svmr(1). (2.59)

On the other hand, the noise is random and proportional to the square root of the

number of experiments (v N).

Signal averaging is a straightforward technique to improve the sensitivity however, an
experiment needs to be carefully designed. This is because the system needs to return
to its thermal equilibrium before another spectrum can be acquired therefore
individual transients need to be separated by intervals that are multiples of 77, which
are often of the order of several seconds. This results in very long acquisition times,

which is the main drawback of this approach.

2.2.2.3 Limit of Detection and Microdetectors

Sensitivity can be quantified in terms of the mass limit of detection (nLOD), which
formally is defined as the number of spins that have to resonate per square root of

bandwidth (1/Af) to yield a signal to noise ratio of three [132]:

3ng
LOD, = ————, 2.60
Nt T SN RAAT (2:60)
where ns is the number of moles present in the sample, and SN R; is the
signal-to-noise ratio in the time domain. In the frequency domain the limit of
detection can be expressed as:
3nsV AL
LOD, = ———— 2.61
nEERe T TGNR, (2.61)

where At is the acquisition time for a single scan, and SN R, is the signal-to-noise
ratio in the frequency domain. Since the signal quality increases as the square root of

the measurement time the nLOD is measured in units of mol y/s.
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A conventional NMR probe is inadequate to detect micro scale samples. To enhance
the sensitivity at this scale, specialised probes have been developed, where the
detection region of the probe closely conforms to the sample chamber. The common

coil geometries are illustrated in Fig. 2.3.

FLLTT ] LI LECEL L]

A

100 pm

(A) Solenoid (B) Planar (¢) Microslot (D) Stripline

(E) Transmission Line Probe

FIGURE 2.3: Images of different geometries of micro-detectors (a) solenoid, (b) planar,
(¢) microslot, (d) stripline, (e) Transmission Line Probe (TLP). Images (a) - (d) were
taken from Ref. [132] and image (e) was taken from Ref [138].

As discussed in the previous section, reducing the size of the detector improves the
filling factor hence increases the sensitivity. This phenomenon was the main driving
force behind development of the micro-NMR. For instance, solenoid coil (a) has sample
volume of 0.005 pL. and reaches nLOD of 0.13 nmol /s. To compare, the sample
volume of the transmission line probe (TLP) which is shown in (e) is 2.5 uL and it

reaches detection limit of 1 nmol /s [132].

Another important measure of sensitivity is the concentration concentration limit of

detection (cLOD), which is defied as:
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FIGURE 2.4: A plot of the interplay between the mass-limit of detection on the y—axis,

the detection volume on the x—axis, and the concentration-limit of detection on the

diagonal. Letters a-v correspond to different micro-detectors, technical specifications

for a~t can be found in Ref. [132]; u in Ref.[139], and v in Ref.[140]. The plot was taken
from Ref. [141].

nLOD, nLOD

LOC =
¢ v,

2.62
o (2:62)
where V; is the sample volume, V. is the volume occupied by the coil. Again comparing
the solenoid and TLP detectors, the cLOD of the former is 50 mM /s whereas the
latter reaches detection limit of 1 mM /s thus the TLP performs much better for
concentration limited samples [138]. Unfortunately, cLOD scales negative with the

detector volume since the smaller the volume, less of spins are present in the system.

Fig. 2.4 illustrates the interplay between the nLOD plotted on the y — axis, the
detection volume on the x — axis and cLOD plotted on the diagonal. Points a — v
correspond to different micro-detectors as listed in Ref. [141]. Cryoprobe marks the 'H
sensitivity of a state-of-the-art commercial 5mm probe with the detection volume of
170 pL. The transmission lime probe marked as TLP in Fig. 2.4 was used in this work.

The TLP detector is composed of two stripline planes with a constriction in the centre
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as shown in Fig. 2.3 e [138]. The constriction region is the sensitive part of the
detector as it concentrates the RF field. The TLP achieves 1.4 nmol /s nLOD, which
is comparatively high as micro-detectors with sub — 1 nmol /s have been reported.
However, the concentration limit of detection of TLP is 1 mM 4/s, which is a much
lower detection limit compared with detectors of similar size and volume. The orange
in Fig. 2.4 marked as "metabolomics feasible" denotes a range where 0.1 mM
compound can be detected in 20 minutes corresponding to a ¢cLOD of 5mM 4/s. The
TLP has a ¢cLOD of 1 mM /s meaning that metabolites with a concentration higher
than 0.02 mM can be detected. In physiologically relevant conditions, compounds are
often in concentration far below mM region. The grey line represents the theoretical
advancements in micro-detector design that would enhance the nLOD. However, it is
apparent that further technological improvements will only yield marginal benefits in
augmenting the sensitivity. Rather implementation of hyperpolarization techniques
represents a more effective alternative to achieve a significant boost in the sensitivity

of NMR.

2.3 Hyperpolarization

The sensitivity issue arises due to the low polarization levels in thermal equilibrium,

recalling Eq. 2.27:
h’)/BO

Pr = tanh( T

);

where P defines the nuclear spin polarization. For a field of 9.4 T (corresponding to a
proton Larmor frequency of 400 MHz) and room temperature of 298 K, the nuclear
spin polarization for proton, calculates to only 32 ppm. Meaning that only 32 out of

10° spins contribute to the observable signal [142].

Physiologically relevant sample concentrations lie in the uM - mM region. The goal is
to utilise NMR to observe these in the relevant conditions hence concentrating samples
is not a viable option. Manufacturing NMR spectrometers with higher magnetic field
is an extremely challenging endeavour. Instead, hyperpolarization methods are being

developed where a non-equilibrium spin magnetization is created, which allows the
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sensitivity of NMR to be boosted by several orders of magnitude compared to its
thermal equilibrium counterpart. In the following section common hyperpolarization

techniques are discussed.

2.3.1 Hyperpolarization Techniques

2.3.1.1 Optical Pumping

Spin-Exchange Optical Pumping (SEOP) is a technique used for polarization of noble
gases such as *He and ?°Xe [143, 144]. The method uses a vapour cell containing
alkali vapour (rubidium or potassium), a noble gas, and nitrogen. During the
experiment, a circularly polarized pumping light is used to polarize the alkali metal
vapour, which results in polarization of the electron spins. The electron polarization is
then transferred to a noble gas during collisions. Nitrogen is used to reduce relaxation
due to radiation trapping from alkali metal atoms [145]. This method allows near unit
polarization of ?9Xe to be achieved [146-148] and has been an indispensable tool for

lung MRI, biosensing and to study fundamental spin physics [149-151].

The first implementation of optical pumping on a microfluidic chip was reported by
Jiménez-Martinez et al. [152]. In their work, a device made of silicon and glass was
used to polarize 1??Xe. The device had four chambers: an inlet, an outlet, a pump and
a probe chamber, all connected through a microchannel as shown in Fig. 2.5. Xenon
was polarized through collisions with an optically pumped 8"Rb metal present in the
pumping chamber. > 0.5% polarization of 12?Xe was achieved at flow rates of several
microlitres per second. More recently, Kennedy et al. [153] reported an optimized
microfluidic platform for generation and detection of hyperpolarized ?Xe. The device
proposed by Kennedy et al. reported 12*Xe polarizations of 7% and lifetimes of 6 s
that allow for both in situ and ex situ detection. Unlike the device reported by
Jiménez-Martinez et al. [152] it does not show any signs of degradation. The increase
in observed ?9Xe polarization is due to the implementation of novel fabrication

methods that did not produce by-products, which previously contributed to rapid

relaxation of xenon.
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Probe light
Probe chamber

Pump light
Pump chamber

FIGURE 2.5: A schematic diagram of the chip used for spin exchange optical pumping.
The image was taken from Ref. [152].

2.3.1.2 Dynamic Nuclear Polarization

Dynamic Nuclear Polarization (DNP) is a technique that utilises unpaired electron
spins that are coupled to nearby nuclear spins through hyperfine coupling [154]. This
is achieved by perturbing populations of the electron spins by microwave irradiation,
which is on resonance with the electron spin transition. This results in a large
non-equilibrium spin polarization that is transferred to the coupled nucleus [155].
Several types of DNP have been reported. These include solid-state magic angle
spinning (MAS) DNP [156-158], Overhauser DNP [159-161], but the most common is
dissolution DNP (d-DNP) [142, 162-165]. In the following section only liquid-state
DNP methods, Overhauser DNR and d-DNP, are discussed since solid-state samples

pose difficulties in microfluidic device due to channel blockage.

Dissolution DNP requires a sample of free radicals
(2,2,6,6-Tetramethylpiperidin-1-yl)oxyl commonly referred to as TEMPO) to be
homogeneously distributed in an amorphous matrix then, the sample is cooled down to
cryogenic temperatures at high-field. Upon cooling a non-equilibrium electron spin
population is created, which is then transferred to a target nucleus via microwave
irradiation. Once sufficient polarization is obtained on the nucleus, the sample is
rapidly dissolved in a hot solvent and injected to an NMR or MRI spectrometer for
observation [154]. Due to the requirement of solid manipulation and cryogenic

temperatures, microfluidic implementations of d-DNP are limited. Jeong et al. [166]
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used a commercially available d-DNP set up to hyperpolarize a metabolite (pyruvate)
mixed with with a cell suspension. Then, the suspension was injected into a
microfluidic device placed in a 1T MRI spectrometer to quantify the metabolic flux of
the cell suspension. Performing experiments in a microfluidic chip required only ~ 104
cells to be used in contrast to ~ 107 cells that are required in conventional set-ups

leading to 1000-fold higher sensitivity.

Overhauser DNP is used on samples that cannot be cooled to cryogenic temperatures.
These rely on cross-relaxation between the electron and nuclear spins [159, 160]. In an
experiment, a sample containing a source of unpaired electrons (such as TEMPO) is
irradiated with microwaves at the electron Larmor frequency to drive the Overhauser
effect, which causes electron polarization to be transferred to nuclear spins in solvent
molecules. Overhauser DNP is best suited for experiments at low to moderate
magnetic fields otherwise high microwave excitation are required. Overhauser DNP in
conjunction with microfluidics is an attractive prospect to enhance the sensitivity of
micro-NMR, especially at low fields as it does not require any solid-state
manipulations. Since the efficiency of Overhauser DNP is dependent on the depth that
the microwave irradiation can penetrate and the homogeneity of its distribution, it is
particularly suited for performing at the microscale since very small volumes are used

[21, 155, 167).

Another microfluidic implementation of DNP has been reported utilising rapid-melt
DNP [168]. In this work, the sample was shuttled from a 'DNP’ area through a
melting area to an NMR detection area. In this way, signal enhancement of ~300 was
achieved but most importantly this set up allowed for the same sample to be polarized

multiple times in a controlled, repeatable manner.

DNP offers the possibility to hyperpolarize a plethora of compounds but the biggest
drawback of the method is the instrumentation cost. Additionally, the lifetime of
hyperpolarized species is relatively short 1-3 minutes, which limits its applications for

biological processes that occur on longer time-scales [169].
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2.3.1.3 Chemically Induced Dynamic Nuclear Polarization

Chemically Induced Dynamic Nuclear Polarization (CIDNP) is a hyperpolarization
method that requires formation of unstable free radicals that form a radical pair with
the hyperpolarization target through a chemical reaction [170, 171]. During the
reaction, radical recombination is driven by spin sorting and since different nuclear
spin states behave differently this leads to varying product molecules or rates of spin

relaxation.

A variant of CIDNP, called photo-CIDNP is widely used where the radicals are
generated by light irradiation of the sample. The efficiency of a photochemical reaction
depends on the intensity of light and this in turn depends on the distance from the
light source. As a result, it is difficult to obtain a homogeneous irradiation of large
samples therefore working on a small scale has several advantages for photo-CIDNP as
it significantly improves the proportion of sample that is irradiated and the
homogeneity of the light dispersion. Additionally, as discussed in Section 2.1.1.5, the
efficient heat transfer in microfluidic devices leads to a consistent distribution of the
light-induced heating of the sample. Photo-CIDNP was first demonstrated at the
micro-scale by Mompeén et al. [172]. In their work, 4-fluorophenol was hyperpolarized
by a photochemical reaction with flavin mononucleotide. The light source was located
outside of the NMR spectrometer and the light was guided to the chip using an optical
fibre. The microfluidic chip was made of PDMS with a Y-shaped channel for delivery
of substrates, a 1 uL. sample detection chamber and a microcoil embedded. The

authors were able to demonstrate a remarkable sensitivity of 1 pmol /s.

The main disadvantage of CIDNP is the very specific chemical conditions that are
required to induce hyperpolarization. As a result, CIDNP has mainly been utilised for

protein structure determination and protein-ligand interactions [173, 21].

2.3.1.4 Brute Force

Brute force hyperpolarization is the simplest method to enhance the sensitivity as it

relies on cooling the sample down to a low temperature (< 4K ) at a high magnetic
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field. Proton polarization of 1% has been reported using this technique [174-176].
Once proton polarization has built up, it can be transferred to other nuclei such as
13C. The approach poses many advantages because unlike other methods, it can be
generalised since any compound can be cooled and placed in a high magnetic field.
Additionally, it does not require any any free radicals, co-solvents or chemical reactions

therefore there is no need to filter unwanted contaminants downstream.

The draw back of this method is the long waiting times for the build up of
polarization, up to 70 hours, which prohibits high throughput [175]. Additionally, the
level of polarization achieved with this method is currently limited to only 1072 at

temperatures and magnetic fields available.

2.3.2 Parahydrogen-Induced Polarization

ParaHydrogen-Induced Polarization (PHIP) is a hyperpolarization technique that was
discovered by Weitekamp and Bowers [22, 177]. This method utilises parahydrogen

(p — Hz), a spin isomer of hydrogen, as a source of polarization. The polarization is
transferred from p — Ho to a target molecule through a chemical reaction, usually in
the presence of an organometallic catalyst. Both heterogeneous and homogeneous
catalysts can be used for hydrogenation reactions and given that the organometallic
catalysts are often toxic for biological cultures utilising heterogeneous catalysts would
be ideal as they would not need to be removed post-reaction. However, for a successful
polarization transfer, the two protons must remain coupled throughout the reaction,
otherwise the polarization is lost. Since heterogeneous catalysis involves adsorption of
hydrogen molecules onto the catalyst surface, the probability of the same two protons
going through the same catalytic cycle is low. Some examples of heterogeneous PHIP
have been demonstrated but the enhancement factors were low [178-180]. This thesis

focuses only on homogeneous catalysts.

Fig. 2.6 shows typical reactions for hydrogenative and non-hydrogenative variants of
PHIP. The choice of the catalyst is the key for the outcome of a hydrogenation
reaction, iridium based organometallic catalysts are utilised in the non-hydrogenative

variant of PHIP referred to as Signal Amplification By Reversible Exchange (SABRE)
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FIGURE 2.6: a) A typical reaction performed during a hydrogenative PHIP experiment

where an unsaturated precursor molecule is brought into contact with p — Hs in a pres-

ence of a rhodium catalyst. b) A typical reaction performed during a non-hydrogenative

PHIP experiment. Both the parahydrogen and the polarization target bind reversibly
an iridium catalyst.

because hydrogen and the target molecule reversibly bind to the metal centre [181].
Rhodium based catalysts are most commonly used for the hydrogenative PHIP
reactions and the resulting product is a cis isomer. The choice of the metal centre
dictates the isomerism, for instance trans isomers can be obtained using
ruthenium-based catalysts [182]. Before going into the details of individual methods to

transfer polarization from p — Hy the hydrogen molecule itself is examined.

2.3.2.1 Nuclear Spin States of Molecular Hydrogen

The molecule of hydrogen contains two protons (I; and I3), since I} = Iy = % then the
total spin angular momentum (I3) is: I3 = [I} — I| =0 or I3 = |} + L] = 1.
Therefore, a Ho molecule has four nuclear spin states. The I3 = 0 is referred to as the
singlet state or parahydrogen (p — Hy) and the I3 = 3 states are referred to as the

triplet states or orthohydrogen (o — Hs).
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Since the molecule of hydrogen is symmetrical, the chemical shift of the two protons is
identical i.e. wq = wy = w. The Hamiltonian from Eq. 2.35 in the Zeeman basis
becomes:

H= w(flz + fgz) + 27TJ12f1f2. (2.63)

The matrix representation in the Zeeman basis is:

w+ 22T 0 0 0
po| 0 T u ! (2.64)
0 Jiom  —Z2T 0
0 0 I

Because this matrix is not diagonal, the Zeeman product states |ac), |af), |Sa) and
|35) are not the eigenstates of the Hamiltonian. The Hamiltonian can be diagonalized

by choosing a different set of basis states, called the singlet - triplet (ST) basis.

1

1S0) = —=(laB) — |Ba))  [T41) = |aa)

0 ‘? " (2.65)
To) = —=(laB) +1Ba))  |T-1) =[BB),

S

2

where |T1) , |Tp) and |T_1) are referred to as the triplet states and |Sp) is referred to
as the singlet state, the subscript refers to the projection along the z—axis for instance

L\Th) = +1(T).

The Hamiltonian in the ST basis states becomes:

—3Jiom 0 0 0

. 0 sJm+w 0 0
H= : (2.66)

0 0 3J1am 0

0 0 0 itJom-w
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The ST basis states are the energy eigenstates of the magnetically equivalent spin pair

because the matrix is diagonal. The energy levels are:

N 1
H |T41) = (wo + 57J12) [Th1)
A 1
H [Ty) = (§7TJ12) 7o),
, (2.67)
H ’T_1> = (—wg + §7TJ12) ’T_1> ,

A 3
H|[Sy) = (—§7TJ12) |So) -

The total angular momentum operators of the triplet states can be constructed by

adding the angular momentum operators of the two spins:

fx = Al:r + f2x7
= Ty + Iy, (2.68)
fz = Alz + j?z

The total square angular momentum operator is:

P=II+1+12 (2.69)

Singlet and triplet states adhere to the following eigenequations:
L. |Ta) = M |Tur),
| Tar) = I(I+ 1) |Tar) = 2|Twr)

(2.70)
fz ‘SO> = 07

1% |8p) = 0.
2.3.2.2 Enrichment of Hydrogen Gas with Para Isomer

The total wavefunction of molecular hydrogen can be approximated as follows:

\Itht — \I/elec\Ijvib\I/Tot\I/SPi”7 (271)
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where Welee, grib grot and WP are the electronic, vibrational, rotation, and spin

part of the wavefunction, respectively.

The Pauli exclusion principle dictates that the total wave function for half-integer
nuclei must remain antrisymmetric with respect to exchange of two identical nuclei. In
this work, we are interested in temperatures below 100°C, as a result transitions occur
only between the nuclear spin states and the rotational states. The even rotational
states are symmetric and the odd states are antisymmetric therefore they must pair

with spin states of the opposite symmetry as shown in Table 2.3 [183].

The separation between the two lowest rotational energy levels Fj_1 — Fj—¢ ~ 171K
[184]. When the temperature is reduced, the available thermal energy is reduced. As a
result, molecules tend to occupy their ground-state (J = 0), hence p — Ha gets
populated. The fraction of parahydrogen N, at temperature 7' can be calculated as
follows [178]:

Npara = > @+ 1) TUHIT, (2.72)

J=even
where Z is the partition function and 6, is the rotational temperature
0, = ﬁ = 87.6K), which depends on the moment of inertia I of the hydrogen
molecule [185]. At room temperature, the ratio of ortho:para hydrogen is 3:1 as shown
in Fig. 2.7. Cooling the gas down to 77 K yields a 50:50 ratio, and at temperatures
below 30K, 100% of parahydrogen is obtained. During the cooling process, a catalyst
(such as iron (IIT) oxide) must be present otherwise the ortho to para conversion is
extremely slow. The catalyst temporarily breaks the symmetry between the protons

allowing population transfer from J =1 to J = 0. This transfer is disfavoured without

the catalyst because a spin flip is required hence the angular momentum would not be

Label Spin State J Rotational States
para antisymmetric 0 symmetric

ortho  symmetric 1 antisymmetric

para antisymmetric 2 symmetric

ortho  symmetric 3 antisymmetric

TABLE 2.3: Correlation between the spin and symmetry state of the total wavefunction
of molecular hydrogen.



2.3. Hyperpolarization 47

paramagnetic
catalyst

_________

Parahydrogen fraction
o
(&)

Para-H,

3

0 50 100 150 200 250 300  35C
Temperature, K

FI1GURE 2.7: A plot of para- and orthohydrogen fraction as a function of temperature.
The dashed line indicates the 50% parahydrogen enrichment achieved by cooling the
hydrogen gas to 77 K with liquid nitrogen. Image modified from Ref. [187]
preserved. Once p — Hs has been generated it can be stored for weeks at room

temperature, therefore hyperpolarization source can be access on-demand [186].

It is convenient to express the density operators for para— and ortho—spin isomers in

the Zeeman basis:

1 0 0 O 0 0 0 O
00 0 o110
Ty1) (T1a| = To) (To| = 3
0 0 0 O 01 1 0
0 0 0 0 0 0 0 O
(2.73)
0 0 0 O 0 O 0 O
0 0 0 O 110 1 -1 0
T_1) (T-1] = 1S0) (So| = 3
0 0 0 O 0O -1 1 0
0 0 0 1 0 O 0 O
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The singlet and triplet population operators may be expressed in terms of Cartesian

product operators as follows [127]:

T41) (T | = %]1 + %(fu + Iy, + 20112152),
[To) (To| = 1+ 52Dl + 201y by — 211. D), -
T_1) (T4 = %11 + %(—flz — Ip, + 211, 152), |
1S0) (o] = 71+ 5(~2hrTae — 2y oy — 2. Toc).
To simplify the notation, one density operator for orthohydrogen (p,rtho) and one for

parahydrogen (pparq) can be defined:

N 1
Portho = §1T+1) (Ta| + |To) (Tol + |T-1) (T

1 1. - 2o ToT
= Z]l + g(IIxIQI + IlyIQy + 112122)
1 1
=-1+ *Il : 12)
1143 (2.75)
ﬁpara = |SO> <SO|
1
= 11— (haloe + Iyloy + D:12:)
1
4 1 2

Therefore, a density operator for an ensemble of hydrogen molecules (ppyq) can be

defined [188]:

ﬁhyd = (1 - Npara)ﬂortho + Nparappara

1

) (2.76)
= Zﬂ - §I1 . 12 - Z(Ilz + I2z)a

where Npqrq is the parahydrogen fraction. Factor & = (4Npqrq — 1)/3 and € is the

Boltzmann factor.

It is important to notice that at room temperature, the parahydrogen fraction is i
thus £ = 0, and the second term on the right-hand side disappears. Therefore, Eq. 2.76
reduces to an expression for a density operator of a two spin system in thermal
equilibrium. When the fraction of parahydrogen is significant, which is the case during

PHIP experiments i.e. 1/2 < Npgpq < 1, the expression is dominated by the second
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term in Eq. 2.76 and the thermal factor can be ignored. The pperq is invariant under
rotations therefore, chemical transformations must take place to access the

hyperpolarized nuclear spin state.

The key for all PHIP reactions is parahydrogen gas therefore in the following section

methods of bring the precursor solution in contact with the gas are discussed.

2.3.2.3 Gas - Liquid Mixers

The challenge in performing liquid phase hydrogenation is the inherently low solubility
of hydrogen in solvents. In water, the solubility of hydrogen at 1 atm pressure and
room temperature is 0.0016 g/kgm,o [185], which is 25-times lowered compared with
the solubility of oxygen (0.04 g/kgm,0) [185] and over 930-times lower in comparison to
CO2 (1.5 g/kgm,0) [189]. The solubility of hydrogen in other commonly used organic
solvents is better for instnace, methanol (0.0095 g/kgmethanol), DMSO

(0.0019 g/kgpnmso), and tolune (0.0068 g/Kgtoluene) [185]. Since the solubility of gases
increases linearly with pressure, working at high pressures greatly increases Ho

concentration.

The most common method of bringing parahydrogen in contact with solution is
through bubbling or shaking, which induces turbulent mixing between the two phases.
In a shaking experiment, an NMR tube containing a precursor solution is pressurised
with hydrogen gas outside of an NMR spectrometer and is followed by vigorous
manual shaking to achieve mixing. Then, the tube is placed in a spectrometer for
detection [186]. The main drawback of this approach is the lack of reproducibility.
This was addressed by developing approaches where p — Hs is bubbled through the
solution. Then the solution is transported into a spectrometer manually or under flow
for detection alternatively, the entire experiment can take place inside of a
spectrometer. However, it has been demonstrated that bubbling systems reduce the
observed levels of polarization possibly due to the reduced mixing efficiency compared
with manual shaking [190]. Additionally, introduction of capillaries can result in

broadening of NMR signals as the homogeneity of the field is disturbed.
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A semi-permeable membrane can be used to facilitate the gas-liquid mixing. One of
the early examples of membrane PHIP reactors is XENONIZER [191, 192]. The set up
is shown in Fig. 2.8 and it comprises a hollow fibre membrane inserted into an NMR
tube. In this way, a molecule of 2-hydroxyethyl acrylate was continuously
hydrogenated with p — He achieving proton signal enhancement of 2000 and 6000-fold
enhancement for C polarization [191]. Performing the reaction under continuous flow
surpassed another limitation of hyperpolarization methods, which is the fact that
hyperpolarized molecules have a limited life time and decay in seconds ('H
polarization) or minutes (1*C polarization). The continuous flow approach, allows a
constant stream of hyperpolarized material to be obtained. However, the set up only
allows one to perform reactions in aqueous solutions and since most PHIP catalysts are

water insoluble this approach lacks generality.

Membrane setup: NMR caoil

p'_H2\—>’>\->”>

oo

>

inlet

0

p-H
OH —
VLO/\/ D,0/ cat.

Ficure 2.8: XENOTIZER set up used in a continuous flow reaction of 2-hydroxyethyl
acrylate with p — Hs. The signal enhancement of 2000 was achieved. The figure was
taken form Ref [191]

Lehmkuhl et al. [193] used a commercially available reactor combined with a polymer
membrane to facilitate hydrogenation. The reaction was carried out outside of the
magnet and the solution was flown into a 5 mm tube for detection. This approach
allows the use of a wider variety of solvents and catalysts but the lack of integrated
detection region with the device requires to use very high flow rates (3-5 mL/min) in

order to detect hyperpolarized products leading to high costs.
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As discussed in Section 2.1.1, microfluidic reactors provide a high specific surface area
as well as higher mass and heat transfer efficiency, and smaller sample volumes in
comparison to conventional reactors. Two most common methods of bringing gas and
liquid phases in contact have been developed in microfluidics are: (i) through creating
microdispersions where gas micro-bubbles are separated by a liquid plug and (ii) gas is

brought in contact with the liquid using a semi-permeable membrane.

Several micromixers have been designed to produce a stream of micro-bubbles these
include: T- and Y-junction, flow focusing, multilamination and split-and-recombine.
T- and Y-junction mixers bring the two phases in contact at the channel intersection
to create a monodispersed suspension of gas bubbles in a liquid phase. Flow focusing
micromixers utilise a thin capillary to deliver a gas that is placed in a microchannel
filled with a liquid. Gas bubbles are formed when a liquid is forced though orifice near
the tip of the capillary due to the pressure drop. This results in a formation of highly
homogeneous micro-bubbles [194-196]. A multilamination mixer consists of separate
feeding units for the delivery of a fluid, and a gas as well as a collection slit. The
feeding unit is designed such that the fluid and liquid lamelle alternate and create a
large number of bubbles at the outlet of the feeding channels [197]. In
split-and-recombine mixers, as the name suggests, the channels are split into several
lamelle which recombine and can incorporate obstacles to enhance mixing efficiency
between the phases [198]. The common feature of the aforementioned mixers have is
that mixing is achieved through the formation of micro-bubble stream. However, phase
changes are not desirable in NMR due to the differences in the magnetic
susceptibilities between phases, which destroy the homogeneity of the sample under
observation. This can be prevented by designing bubble traps upstream from the
observation chamber but they are not 100% effective. Instead, membrane-based

reactors have been extensively used to avoid bubble formation in the channels.

Many methods have been developed to integrate membranes microfluidic chips [199].
The simplest approach is to glue or clamp a commercially available membrane with the
reactor. Both flat sheet and hollow fibre membranes can be directly purchased and can

be functionalised by for instance immobilization of enzymes [200-203] or impregnation
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with an extraction fluid [204, 205]. The biggest challenge with this method is sealing
the device as pores in the membrane can be easily blocked by glue or fluids can become
stuck between the layers. Membranes can also be prepared as part of the chip
fabrication process where the specific membrane functionality is embedded into the
chip. For instance microsives or filters can be fabricated by etching [206]. Lastly, the
membrane can be used as the bulk matrial for the chip. As discussed in section 2.1.2
PDMS has been extensively used as a chip fabrication material due to its high gas
permeability, known properties, transparency, biocompatibility and high availability.
However, the biggest drawback of this material is the lack of compatibility with

organic solvents, which cause swelling and deformation.

In the following section chemical reactions that utilise p — Ho as a hyperpolarization

agent are discussed.

2.3.2.4 Non-Hydrogenative PHIP

Signal Amplification By Reversible Exchange (SABRE) is a non-hydrogenative variant
of PHIP that utilises iridium based catalysts to reversibly bind parahydrogen and the
target molecule [181]. Polarization is transferred from parahydrogen to the target
molecule through an RF or By matching field condition while both molecules are
bound to the catalyst and experience mutual J—coupling. Since all reactions are
reversible, the hyperpolarization target is not depleted thus can be reused for many

experiments providing that fresh parahydrogen is delivered.

Several biologically relevant compounds such as pyridine and its derivatives

[181, 207-209], nitriles [210], schiff bases [211], amines [212, 213] and phosphines [214]
have been hyperpolarized using SABRE with efficient polarization transfer to 'H
(>50%) [215], 13C (>15%) [208], and N (>20%) [216] as well as to 19F [217], 29Si and
1981 [218]. However, its main limitation remains the biocompatibility of the solvent as
most SABRE reactions are performed in an organic solvents. To enhance water

solubility, catalysts containing phosphine ligands have been synthesised [219].
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FIGURE 2.9: A hydrogenation experiment inside of a high-field NMR spectrometer

using thermally equilibrated hydrogen. In the absence of other spins, hydrogen can be

represented as an As system, after addition to an unsaturated molecule, it becomes an

AX system. The resulting spectrum shows two doublets. The image adapted from Ref.
[178]

Microfluidic implementation of SABRE was demonstrated by Bordonali et al. [220]. In
their work, a microfluidic polarizer was made of two layers of glass with channels for
gas and liquid etched onto it. Parahydrogen diffusion was facilitated by using a
semi-permeable membrane interposed between the two glass layers. The polarizer was
incorporated into an NMR probe head. The SABRE precursor solution was delivered
into the device using a syringe pump located outside of the spectrometer using flow
rates between 20 — 30 uL min~! while 95% p — Hy was provided at 2 bar.
Hyperpolarized products were detected at a 0.56 pL. detection chamber using a
Helmholtz pair. Reactions were performed under continuous flow and three substrates
were hyperpolarized namely, nicotinamicde, pyridine and 1-methy-1,2,3-triazole with

enhancements of 4—, 1.2—, and 4.6 — fold, respectively.

2.3.2.5 Hydrogenative PHIP

Hydrogenative PHIP relies on a pairwise addition of parahydrogen molecules into an
unsaturated substrate, meaning that both hydrogen atoms are added onto the same
molecule. This is the key for a successful hyperpolarization transfer because if the
proton coupling is lost, the hyperpolarized singlet state is also lost. The first
demonstration of this technique was performed in 1987 using Wilkinson’s catalyst
where parahydrogen was added to a molecule of acrylonitrile achieving signal

enhancement of 100-200 [22]. Since then a number of metabolites including acetate
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[221-223], lactate [224], fumarate [182, 225-227], pyruvate [223, 226, 228] and

succinate [229, 230] have been polarized in this way.

When the hydrogenation reaction is carried out using hydrogen in thermal equilibrium,
the NMR spectrum is independent of the magnetic field strength. Initially, the
hydrogen molecule can be described by the As spin systems and the singlet-triplet
eigenfuctions (described by Eq. 2.65) are equally populated (P = 0.25) outside of the
magnet. Inside of the magnet, the populations change according to the Boltzmann
distribution (¢ = hyBo/kT ~ 1075 at RT). After the hydrogenation, the protons form
an AX system, and can be described by the Zeeman states (Eq. 2.18) and the NMR
spectrum shows two doublets of equal intensity as shown in Fig. 2.9. In the
para—state of hydrogen, the singlet state is overpopulated by AP, and its population
is P + AP, while populations of individual triplet states are: P — %. As a result, the
spectrum after reaction with p — Ho depends on the strength of the field that the
hydrogenation reaction and detection is performed. Parahydrogen And Synthesis Allow
Dramatically Enhanced Nuclear Alignment (PASADENA) refers to a PHIP variant
where the reaction and detection are carried out inside of a high-field spectrometer.
Adiabatic Longitudinal Transport After Dissociation Endangers Net Alignment
(ALTADENA) refers to an experiment where the hydrogenation is carried out at low
field and the sample is transferred to a high-field magnet for detection. In the
following section the spin dynamics of PASADENA and ALTADENA are discussed.

PASADENA  The initial density operator of parahydrogen is the nuclear singlet
order between the protons. Recalling Eq. 2.75, it can be represented by the following

density operator:

) 1 o -
Ppara = Z]l - (Il ' 12)'
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Ficure 2.10: A PASADENA experiment. The reaction occurs inside of a high-field

spectrometer. The presence of parahydrogen is evidenced by an overpopulation of the

singlet state |Sp) in the A system. After hydrogenation, the two |af) and |Sa) states

are overpopulated, which results in two antiphase peaks in the NMR spectrum. The
image adapted from Ref. [178]

The matrix representation in the Zeeman basis is:

0 0 0 O

. 10 1 -1 0

Ppara = 3 (2.77)
0 -1 1 0
0 0 0 O

In order to access the singlet order, a hydrogen molecule is added to a chemically
non-equivalent position on the target molecule yielding the weakly coupled J-

Hamiltonian, recalling Eq. 2.34:

H=wl, +wly, 4+ 201911, ..

Immediately after the reaction, the off-diagonal terms (i.e. coherences) in the density
matrix begin to evolve at a frequency characterized by the difference in the chemical
shifts (Aw). The diagonal elements (i.e. populations) do not evolve because they

commute with the Hamiltonian. This is referred to as incoherent averaging and since

the coherence evolution is much faster than the hydrogenation period, it yields:

incoherent averaging 1

1 i n A a
J1-nis 71Tl (2.78)
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As a matrix in the Zeeman basis:

0 0 0 O 00 0O

1 0 1 -1 0 incoherent averagin 1 0100

5 herent averaging 5 (2.79)
0O -1 1 0 0 010
0 0 0 O 00 00

The application of a § x-pulse has the following effect, omitting the unity operator:

A~

Ry(=)ppas = —Tiyly, (2.80)

b | 3

i.e. unobservable double quantum coherence. However a 7 x-pulse produces:

AT 1 ~ 4 A A A~ A A A
Ry(z)pPAS = _5(11y12y + IlyIQz + IlzI2y + IlzI2z)- (281)

Both I 1Zf2y and [ 1yf22 terms are the observable single quantum coherences that give

rise to the anti phase spectral lines as shown in Fig. 2.10.

Signal enhancement (¢) can be calculated by comparing the maximum signal obtained
from an experiment with hydrogen in thermal equilibrium to the maximum signal
obtained from a PHIP experiment. The ideal enhancement factor as function of the

parahydrogen fraction (Nparq) is formulated by:

(4Nyara — 1)2k5T
.= p B ’ (2.82)

For a PASDENA experiment where a 7 pulse is applied the equation reduces to [1]:

ANpara —1 1 2kpT
3 V2hBy

€= (2.83)

where % reflects the use of 7 pulse in the experiment. If the parahydrogen fraction of
xp = 0.5 with the magnetic field of By = 11.7 T and the temperature of T = 298 K are

used during an experiment, the ideal enhancement factor is ~5900 [1].
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FIGURE 2.11: During an ALTADENA experiment the hydrogenation takes place out-

side of the magnet then, the sample is adiabatically transferred into a high-field spec-

trometer for detection. This results in two doublets with opposite phases in the NMR,
spectrum. The image taken from Ref. [178]

ALTADENA  During an ALTATENA experiment, the hydrogenation is carried out
at low field for instance in earth’s field, where the J-coupling interaction has a
comparable magnitude to the chemical shift. To a reasonable approximation only |Sp)
is populated therefore there is no evolution and the density operators before and after
the hydrogenation are identical. After the hydrogenation, the sample is transferred to
the high-field for detection where the chemical shift dominates over the J-coupling. If
the transfer is done adiabatically meaning that the rate of change of the magnetic field
(%) is small with respect to the square of the value of the J-coupling (.J12)?, the
initial |Sp) population will remain in the corresponding Hamiltonian eigenstste at all
fields, and completely carried over to an |a/3) population, meaning that only one of the
four states is populated. Fig. 2.12 shows a correlation diagram of the eigenvalues of

the Hamiltonian eigenstates as a function of the magnetic field, the singlet state is

shown in green.

Mathematically an idealised adiabatic transfer can be expressed as [188]:

adiabatic trans fer

1 PSS 1 PN 1 . N
11—1112 Zﬂ_IlzI2z+§(Ilz_]2z)- (2.84)

As a matrix in the Zeeman basis:

adiabatic transfer

(2.85)

N | =
(@} (@] (an) (@}
|
—_
—_
(an} [@n] (an) (an}
(a] o aw] [a]
(@} (@] (@) (@}
—_
(an} (s (an) (an}
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FIGURE 2.12: A plot of the eigenvalues of the Hamiltonian as a function of the magnetic
field. At zero magnetic field, the eigenstates are single-triplet states. By gradually
increasing the magnetic field, the states transition into the Zeemann states.

The maximum signal for an ALTADENA is obtained by applying a 5 x-pulse and a

spectrum consists of two doublets with opposite phase as shown in Fig. 2.11 .

Near Equivalence Regime When the chemical shift difference between the two
nuclei is much smaller than the J-coupling even at large magnetic fields, the molecule
is said to be in the near-equivalence regime [231]. Unlike in the ALTADENA example,
the singlet order does not become accessible by simply increasing the magnetic field
strength. In this regime a specific pulse sequence such as singlet-to-magnetization
(S2M) needs to be used to obtain the observable signal. The S2M pulse sequence is
shown in Fig. 2.13 and is composed of two J—synchronised echo trains separated by a
7 delay and § pulse. Detailed theoretical descriptions of the S2M pulse sequence have
been extensively discussed in the literature [231-234]. Here, only the main events in
the pulse sequence are outlined. The initial density operator (pg), is given by Eq. 2.75.
Fig. 2.14 shows the visual representation of the matrix for pg. The white boxes
represent exact zeros while the non-zero elements are rendered in colors proportional

to their magnitude. In the ST basis, only the singlet state is populated.

The application of the first J-synchronised echo train induces an approximate 5
rotation about x-axis. As seen in the visual representation of the matrix for p; in Fig.

2.16, this creates a coherence between the singlet and the central state |Tp).
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F1GURE 2.13: Singlet-to-magnetization pulse sequence. The main events in the pulse
sequence are visualised. The optimal parameters for n,, ny and 7 can be calculated as

follows: n; = g—i, ng =2n1, and 7 = Wﬁ [232].
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FIGURE 2.14: A visual representation for the matrix of py density operator in the

ST basis. White boxes represent exact zeros while the non-zero elements are rendered

in colors proportional to their magnitude. In the ST basis, only the singlet state is
occupied.

The successive 7 delay — 7 pulse block converts the |Sy) — |To) into |So) — |T%y) and

|So) — |T-) coherences as can be seen in Fig. 2.16.

The next event in the pulse sequence is a second J-synchronised echo train. In this

case, the echo train is looped 2n times and produces coherences between the inner and

outer triplet states as shown in Fig. 2.17. The observable magnetization arises from

the following single-quantum coherences [234]:

To) (T4 | + |T) (To| + [T-) (To| + [To) (T-

Il
g

(2.86)



60

Chapter 2. Background

___________________________________________

0.9
0.8
0.7
0.6
0.5
04
0.3
0.2
0.1

[Irs||

FI1GURE 2.15: A visual representation of the matrix for the p; density operator in the
ST basis. The first J-synchronised echo train creates coherences between the |Sp) and

the |Tp) state.
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FIGURE 2.16: A visual representation of the matrix for the po density operator in the
ST basis. After the 7 delay and the 7 pulse coherences between |Sp) and the two outer
triplet states, |7_) and |T}) are created.

The residual terms do not contribute to the observable signal.
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FIGURE 2.17: A visual representation of the matrix for the ps density operator in
the ST basis. The second J—synchronised echo train creates observable magnetization.
This is visualised by the presence of single quantum coherences in the matrix.
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FI1GURE 2.18: An overview of steps required to obtain a hyperpolarized, long-lived and
biocompatible molecule by side-arm hydrogenation. The image was adapted from Ref.
[21]

Side Arm Hydrogenation Parahydrogen induced polarization has been utilised to
obtain structural and mechanistic information [23], in drug research [235], and to
investigate molecular dynamics [236]. Perhaps the most important application for
hyperpolarization methods is in medical diagnostics with the prospect of uncovering
metabolic pathways that are currently unattainable due to sensitivity limitations [21].
In order to achieve this goal, the hyperpolarization target must fulfil the following
requirements: (i) must be hyperpolarizable, (ii) must be biocompatible, (iii) the life
time of the species must be long enough to allow for observation of the desired
phenomenon. A widely used approach to overcome these issues is the side-arm
hydrogenation (SAH-PHIP). Fig. 2.18 shows the general schematic of a SAH-PHIP

reaction.

The first step is a reaction of the para state of hydrogen with an unsaturated precursor
molecule in the presence of an organometallic catalyst. This yields a hyperpolarized
molecule however, the molecule needs to undergo further transformations to become
biologically relevant. Since the hyperpolarized molecules are subject to relaxation,
which is of the order of a few seconds for protons, the polarization needs to be
transferred a much longer lived nucleus such as carbon (relaxation of a few minutes).
Carbon detection has an additional advantage as there are no background signals and
it has a larger range of the ppm scale. The polarization transfer can be achieved
through the magnetic field cycling [237-239] or application of RF pulses

[223, 225, 240]. Once carbon polarized molecule has been created the so called
"side-arm" needs to be cleaved and the molecule can be dissolved in an aqueous

solvent. This can be achieved by a hydrolysis reaction where a hot solution of sodium
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hydroxide is added to create two phases. The organic phase contains the catalyst and
the ester while the aqueous phase contains the hyperpolarized salt [235]. This yields a

biocompatible, long-lived and hyperpolarized molecule.

Since its development in the group of Silivo Aime in 2015 [221], SAH-PHIP has been

used to hyperpolarize acetate, pyruvate, and lactate [24].

PHIP@Chip Implementation of the hydrogenative PHIP at the microscale was
demonstrated by Eills et al. [1]. The microfluidic reactor was made of PMMA and it
contained channels for fluid and gas delivery, as well as 2.5 ul. sample chamber, where
species were detected. The diffusion of hydrogen into the fluid channel was facilitated
by using a semi-permeable membrane. The chip and the membrane were held by a pair
of screw-tightened 3D-printed holders with fluidic connectors that aligned with those
on the microfluidic chip as shown in Fig. 2.19 a. All experiments were performed inside
of a high-field NMR spectrometer. The precursor solution containing 5 mM of
[1,4-Bis(diphenylphosphino)butane](1,5-cyclooctadiene)rhodium(I) tetrafluoroborate
catalyst and 20 mM of propargyl acetate in methanol-d4 was delivered into the chip via
a syringe pump located outside of the spectrometer. p — Hy gas with para-enrichment
of 50% was supplied at 5 bar and its flow was controlled using a mass-flow controlled
located at the end of the gas outlet as shown in Fig. 2.19 b. Inside of the magnet, the
chip was placed in a home-build transmission line probe [138], which provided a planar
orientation for the chip (Fig. 2.19 ¢). The detector was made of two stripline planes
and the sample detection chamber was aligned with the constriction of the stripline
planes, which is the sensitive area of the detector (Fig. 2.19 d). Using this set up a
steady stream of hyperpolarized allyl acetate was obtained and signal enhancement of
1800 was reported, leading to 2.2 pmol /s mass sensitivity. The volume of the sample
chamber was reported at 2.5 ul, therefore the concentration limit of detection of 0.8
uM was obtained. The remarkable stability of the hyperpolarized signal enabled
acquisition of 2D-spectra using conventional t1 increments, which is unattainable using

conventional set-ups as hyperpolarized signals decay rapidly.
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FIGURE 2.19: a) A microfluidic chip assembly. b) A diagram of the experimental set

up. c¢) The transmission line probe provides a planar orientation of the chip. d) A

drawing of the microfluidic device aligned with the stripline plane of the detector. The
key areas of the drawing are enlarged.

However, the yield of the hyperpolarized material was very low at 2.5%, corresponding
to a concentration of ~0.5 mM of the hydrogenated substrate. Since further
transformations and purification steps are needed after the hydrogenation, which would
cause further losses, the device proposed by Eills et al. is not suitable for applications
in the life sciences, unless its yield can be improved significantly. This requires a
quantitative understanding of the interplay between the kinetics of the hydrogenation
reaction, transport properties of the LoC device and the diffusion of reaction species in

the flowing liquid as well as the diffusion of p — Hy gas through the membrane.

2.4 Computational Modelling

The simulation of a PHIP reaction in a microfluidic chip involves three key
components: (i) the reaction kinetics, (ii) the space dynamics (i.e. the flow and
diffusion in the chip) and (iii) the spin dynamics of the reaction. The problem

generally can be expressed as a direct product of each component [241-243]:

[space dynamics] ® [reaction kinetics] ® [spin dynamics] (2.87)
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A typical metabolite (e.g. glucose) contains upwards of 10 coupled spins meaning a
Liouville space dimension of at least 4% ~ 10, while a typical mesh contains upwards
of 100 000 degrees of freedom. The Kronecker product between the spin and spatial
dynamics results in a matrix of huge dimensions and the reaction kinetics have not
even been taken under consideration. However, since the coupling between the spatial
and spin dynamics is limited, these objects can be treated separately. In the following
section finite element method is introduced to model the transport properties of the

microfluidic device.

2.4.0.1 Finite Element Modelling

Finite element method was coined by Clough [244] in 1960 and it refers to a numerical
method for solving partial differential equations. An approximate solution is obtained
by discretization meaning that the problem is divided into a limited (finite) number of
well-defined components (elements). Fig. 2.20 shows the overview of the finite element
method workflow for a simple two-dimensional structure. The simulation domain is
divided into smaller components called elements that are connected with each other
via nodes. This operation is commonly referred to as meshing. There are many
elements that can be used to create a 2D mesh such as triangular or quadrilateral
elements. For more complex 3D meshing solid elements are used and very simple
structures can even be represented by lines. Once a satisfactory mesh is obtained, each
element is treated separately to calculate displacement or fluxes (in fluid mechanics) at
each node. Once calculations are completed, the elements are re-assembled and a field

solution is obtained.

FEM is a powerful modelling tool to analyse problems such as device design and
material, establishing optimal parameters or experimental set up without the expense
of laboratory time. Numerical simulations enable the study of conditions which are
difficult to accurately measure experimentally, these include for instance the
temperature, shear stress, and the velocity [245]. The key operating parameters: fluid
flow, mass and heat transport, as well as chemical reaction kinetics can be simulated,

providing researchers with an indispensable tool for rapid prototyping [246].
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FIGURE 2.20: Workflow for the finite element method.

Computational fluid dynamics calculations have been used to model and simulate
many reactors including micro-mixers [247], biosensors [248, 249] and catalytic reactors
[250]. Numerical simulations can be particularly useful for biological studies where
precise control over the environmental conditions is instrumental to make conclusions
about the behaviour of an organism. For instance, the availability of oxygen
determines if metabolic efficiency and fluctuations in cellular oxygen can cause changes
in phenotype and function [20]. Therefore, determination of oxygen concentration in a
cell culture is vital to ensure its stable growth and development. Commercially
available oxygen sensors utilise invasive techniques based on electrochemistry that
disturb the system, to tackle this issue, Ochs et al. [251] developed a computational
model for estimating the oxygen consumption of endothelial cells and hepatocytes
cultured in a microfluidic device. The model predicted the concentration of oxygen for
three device materials: PDMS and two thermoplastics (poly(methyl pentene) and
cyclic olefin copolymer). Since PDMS has a high oxygen permeability, the
concentration of oxygen remained ~constant however, hepatocytes consumed all

available oxygen within 70 mins in a device made from cyclic olefin copolymer.

Numerical simulations can also be used to model and optimise kinetics of a reaction.
For instance, immunoassay biosensors require a specific binding reaction between an
analyte-ligand protein pair however, their performance is often limited by diffusion.
Electrothermal microstirring has been used to accelerate the binding reaction. The
method utilises a non-uniform electric field to induce a pair of vortices that enhance
the mixing but the efficiency of this technique is dependent on the proximity of the

vortices to the biosensor. Huang et al. [252] simulated the effect of varying the
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FIGURE 2.21: a) Flow profile in a pipe b) Parameters of the parabolic velocity profile.

condition of electrothermal microsirring to accelerate the binding kinetics of C-reactive
protein (CRP) and immunoglobulin G (IgG). In their study, the association and
dissociation of the protein pair was simulated to obtain a time-resolved surface
concentration profile. Then, the position of the sensor in the microchannel was varied
to determine the location where the enhancement of the binding reaction was the
largest. Finding the optimal position rised the slope of the analyte-complex association
curve by 5.17 for CRP and 1.98 for IgG as well as 3.74 for CRP and 1.28 for IgG in
dissociation. The study found that further improvements can be made by optimising

the temperature of the reaction and the geometry of the reactor.

To our knowledge, such simulations have not been carried out in the context of a PHIP

reaction.

2.4.0.2 Flow

As discussed in Section 2.1.1.1, due to the small channel dimension the Reynolds
number in a microfluidic device is low, and since only low flow rates are utilised the
flow profile is laminar. When fluid enters a pipe the velocity is uniformly distributed
resulting in a flat flow profile as shown in Fig. 2.21 a. However, at the fluid/wall
boundary there is a significant shear stress due to the friction between fluid particles
that leads to deceleration of the fluid adjacent to the boundary layer. This layer grows
as the fluid travels down the pipe leading to a velocity gradient but at the core of the
developing profile, shown in blue in Fig. 2.21 a, the shear stress is negligible therefore

the velocity profile appears flat. At the end of the entrance region, the velocity profile
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is said to be fully developed and has a parabolic shape, which is characteristic for the
laminar flow regime . The shear stress encompasses the entire flow profile, the average
velocity does not change change, and the velocity at the wall is zero because of no-slip

boundary. The parabolic velocity profile can be described by the Poiseuille flow [36]:

where AP = P, — P, is the pressure difference between the inlet and the outlet of the
channel, L is the length of the channel, i is the dynamic viscosity, and R is the radius

of the channel as shown in Fig. 2.21 b.

In this work only incompressible fluids are considered, meaning that the density of
such fluid is approximately uniform and the heat transfer can be neglected. As a
result, equations describing the conservation of mass and momentum are sufficient to
describe the fluid flow [253]. Conservation of mass equation, also referred to as the
continuity equation, states that the mass of a fluid contained within a control volume
stays constant:

V- (pu) =0, (2.89)

where u is the velocity of the fluid, V- is the divergence and p is the density. Since p is

uniform for incompressible flow, this simplifies to:

V-u=0 (2.90)

Conservation of momentum for a Newtonian fluid can be described by the

Navier-Stokes equation [40]:

0
’08%51 + pu-Vu = —Vp+nV?u, (2.91)
where the changes in momentum (p%) are caused by the net momentum convected
out of the control volume by the fluid flow (pu- Vu), the surface (Vp), and the body

forces nV2u.
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2.4.0.3 Diffusion-Convection-Reaction

Diffusion and convection facilitate the transport of a scalar, here we are concerned
with chemical species (Ac), in or out of the control volume [254, 255]. Diffusion is a
passive movement of molecules down the concentration gradient due to random
thermal fluctuations. Fick’s first law relates the diffusive flux to the chemical species

gradient and their diffusivity in the solvent (D):

Jaify = —DAc, (2.92)

where jg; ¢ is the diffusive flux density (i.e. the net amount of species diffusing across
per unit area per unit time). Alongside the random fluctuations due to thermal
motions, molecules are transported due to fluid convection that leads to a convective
flux:

Jeonv = uc, (2.93)

where jeony is the convective flux density of chemical species (i.e. the net amount of
species convecting across per unit area per unit time). The application of fluxes jeony
and jg;rr to a control volume leads to the covection-diffusion equation for chemical
species ¢;:

N (2.94)
where V? is the Laplace operator. If chemical reactions are taking place in the flowing

fluid this can be accounted for by adding a reaction term R; such that Eq. 2.94

becomes a convection-diffusion-reaction equation:

%i" = —u- V¢ + DV + R;. (2.95)

For a simple reaction:

A+BEp (2.96)
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The rate equation are:
d[A] — kAl
d([i]?] = —ki[B], (2.97)
d([if] = +k[P].
Therefore Eq. 2.95 for species A becomes:
85} = —u-V[A] + DV?[A] — k1 [A] (2.98)
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Chapter 3

Materials and Methods

3.1 Device Fabrication

Microfluidic devices were designed in AutoCad 2019. In this work, microfluidic devices
were manufactured from polycarbonate (PC) (Self Adhesive Supplies, United
Kingdom) in contrast to poly(methyl methacrylate) (PMMA) material used for the
a—chip reported by Eills et al. [1]. The material was changed to improve the durability
as PMMA has a lower chemical resistance and is brittle which led to frequent leakages
and breakages during experiments. As shown in Fig 3.1 a, devices were fabricated from
three layers of PC (Self Adhesive Supplies, United Kingdom) with 0.25, 0.5, and

0.25 mm thickness for the top, middle, and bottom layers, respectively. The layers
were cut out from PC sheets using a LS3040 COq laser cutter (HPC Laser Ltd, United
Kingdom). The channels were cut through the top layer and engraved in the middle
layer. The sample chamber was cut through the middle layer. Unlike the a—chip, the
B—chip design has channels engraved in the bottom layer. To bond a device, one side
of each layer was plasma activated (Electro-Technic Products, USA) and coated with
18 uL of a plasticiser solution (5 v/v% dibuthyl phalate in isopropyl alcohol). Then
the layers were placed in a 65°C oven for 15 mins to dry. After that time, the layers
were aligned and placed in a heat press (85°C, 5 tonnes) for 20 mins. A PDMS
membrane was cut out from a 1 mm thick PDMS sheet (Shielding Solutions, United

Kingdom) using the COq laser cutter described above. The membrane was placed over



72 Chapter 3. Materials and Methods

b threaded
connectors

PDMS membrane

hydrogen gas path z z

flui h
uid pat sample chamber @ (o
l : '\
o )2 PDMS
3Dprinted . Mmembrane
holders :

PC chip

FIGURE 3.1: a) An illustration of the three layers of a microfluidic chip with the

channels cut through the top layer and engraved in the middle layer. The sample

chamber is cut through the middle layer. The S—chip design has channels engraved in

the bottom layer. b) A rendering of the chip assembly consisting of a PC device and a

PDMS membrane, which are held together using a screw-tightened 3D printed holders.
The holders contain threaded connectors for 1/16” capillaries.

the top half of the chip to seal the channels and allow hydrogen to diffuse from the gas
into the liquid channel. The chip and the membrane were held together by 3D printed
holders (ProtoLabs, United Kingdom) that attached threaded connectors for 1/16”

capillaries (Cole-Parmer, United Kingdom) to the four access points on the chip for gas

and liquid inlets and outlets as shown in Fig. 3.1 b.

3.2 Microfluidic Set up

All micro-NMR experiments were performed using an 11.7 T magnet equipped with a
Bruker AVANCE III spectrometer system. The precursor solution was delivered into
the chip using a syringe pump (Cole-Parmer, United Kingdom) located outside of the
NMR spectrometer as illustrated in Fig. 3.2 a. Hydrogen gas (gas purity 99.995%) was
delivered from a cyliner located outside of the spectrometer at a flow rate set to

! controlled using a mass-flow controller at the end of the gas line. As a

20 mL min™
result, the chemical reaction took place in the microfluidic device. In the magnet, the
device was placed in a home-built transmission line probe [138] and the reaction

products were detected in a 2.5 ul. sample chamber. The chamber of the chip was
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FIGURE 3.2: The experimental set up for the PHIP on a chip experiment. a) All
experiments were preformed inside of a high-filed NMR spectrometer. The precursor
solution was delivered to the device via a syringe pump located outside of the spec-
trometer. Hydrogen was delivered from a cyliner located outside of the spectrometer
and its flow was controlled using a mass-flow controller at the end of the gas line. b)
Inside of the magnet, the device sat in a home build transmission line probe [138] and
the temperature at the sample chamber was regulated by a heater clamped outside of
the detector. ¢) The sample chamber of the chip aligns with the constriction at the
striplne plane. d) Enlarged view of the sensitive area of the chip.

aligned with the constriction of the striplane plane, which is the sensitive region of the
detector as illustrated in Fig. 3.2 ¢ and d [138]. The temperature at the sample
chamber was regulated by a PID controlled water heater equipped with a thermistor
(RS components, United Kingdom) that was clamped outside of the detector as shown
in Fig. 3.2 b. The heated area did not include the chip holders since the solubility of
hydrogen decreases with increasing temperature. The temperature recorded by the
heater was calibrated against the temperature at the sample chamber of the chip by
determining the chemical shift difference of water and DSS peaks (10 mM). The error

was estimated by taking the variation in the width of the water peak.
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3.3 Experimental Procedures

All chemicals were purchased from Merck KGaA (Germany) and were used as

purchased.

3.3.1 Standard Bubbling Experiments

The precursor solution was prepared by dissolving 20 mM (10 uL) of propargyl acetate
and 5 mM (18 mg) of
[1,4-bis(diphenylphosphino)butane](1,5-cyclooctadiene)rhodium(I) tetrafluoroborate

in 5 mL methanol-d4. 400 uL of the solution was pipetted into a 5 mm Wilmad® quick
pressure valve NMR tube (Merck KGaA, Germany). The reaction was performed by
pressurising the tube with 5 bar of hydrogen in thermal equilibrium (purity 99.995%)
and bubbling the gas at 400 mL min~! for 10 s inside a 9.4 T Oxford AS400 magnet
equipped with Bruker AVANCE Neo console. After bubbling, the sample was left to
settle for 25 s and a spectrum was acquired. The nutation frequency for RF pulses was
20.8 kHz for protons. 32 k data points were acquired over 3.3 s for proton 1D spectra.
A total of 19 spectra were acquired. Hydrogen was bubbled prior every acquisition.
The bubbling set up used in this work is described in detail by Dagys et al. [256]. The
concentration profile for species involved in the reaction was obtained by integrating a
corresponding region in a 'H NMR. spectrum. Propargyl acetate: 2.85 to 2.95 ppm;
allyl acetate 5.00 to 5.50 ppm; propyl acetate 3.97 to 4.06 ppm; catalyst 2.49 to

2.64 ppm. Integrals were calibrated against the concentration of propargyl acetate

peak at 2.85 to 2.95 ppm, which was 20 mM.

3.3.2 Hydrogen Uptake into §—chip

The uptake of hydrogen into the S—chip was quantified by flowing a solution of
methanol-d4 doped with 20 mM of sodium acetate. In the gas channel, hydrogen in
thermal equilibrium was flowed at 5 bar. The flow rate was varied from 2 to

20 pLmin~! in steps of 2 uL min~! and the solution was left to equilibrate for
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10 minutes at each flow rate. Then, 64 scans were acquired after the application of a §

pulse with a recycle delay of 20 s.

3.3.3 Microscale Propargyl Acetate Hydrogenation

The precursor solution contained 5 mM of
[1,4-bis(diphenylphospino)butane](1,5-cycloctadiene) rhodium (I) tetrafluoroborate
and 20 mM of propargyl acetate in methanol-d4. Parahydrogen gas at 50% enrichment
was generated by flowing hydrogen gas (99.995% purity) through a home-built
parahydrogen generator, which contained iron (III) oxide cooled to 77K with liquid
nitrogen. The gas pressure was set to 5 bar. The nutation frequency for RF pulses was
125 kHz for protons. Spectra were collected with a 16 ppm spectral width and 8 k data
points. Data was acquired continuously while varying the flow rate from 2 to

12 pL min~—! in steps of 1 pLmin~! and from 14 to 20 uLmin~! in steps of 2
pLmin~!. At each flow rate, 20 single scan spectra were acquired after the application
of a 7 pulse with a recycle delay of 30 s. At these experimental conditions, it took

~2 minutes for the hyperpolarized signal to build up and stabilise therefore the first 10
transients at each flow rate were discarded to ensure that only steady-state data was

taken into consideration.

Spectral integrals were derived by fitting two Lorentzian functions to the H” signal.
This is illustrated in Fig. 3.3, where the blue line represents the experimental data and
the black solid line is the fit. Only the positive lobe of the antiphase peak was
integrated, which is indicated as the shaded region. Each data point reported in Fig.
5.5 represents a mean of 10 integrals. Error in the data is the mean error of fit. Julia
1.6 [257] with NMR package written by Marcel Utz [258] was used to perform the

fitting routine.

Reference spectra were obtained using hydrogen in thermal equilibrium instead of
parahydrogen. 10 mM of TPA was added as the concentration standard, all other
conditions remained identical. The solution was flowed at 5, 7 and 9 gL min~! for
25°C, 37°C and 47°C, respectively. Each reference spectrum is an average of 512

transients with a 30 s recycle delay. The yield of allyl acetate was found by comparing
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FIGURE 3.3: An illustration of the fitting routine used to obtain the integral values

from PASADENA experiments. The hyperpolarized spectrum of allyl acetate is shown

in blue while the fitted Lorentzian function is shown in black. The integral was obtained

by taking the area under the positive lobe of the antiphase peak, which is indicated as
the grey shaded region.

the integral of signal H/ peak at 5.9 ppm to the intensity of the IPA peak at 1.1 ppm
and accounting for the difference in the number of protons. The yield of propyl acetate
was calculated as described above, from the integral of H peak at 4.33 ppm to the
intensity of the IPA peak. The enhancement factor was obtained by calculating the
SNR in the thermal and reference spectra and accounting for the difference in the

number of scans.

3.3.4 Microscale Acetylene Dicarboxylic Acid [1-'*C] Disodium Salt

Hydrogenation

The precursor solution contained 100 mM acetylene dicarboxylic acid [1-'3C] disodium
salt, 6 mM [RuCp*(CH3CN)3]PFg catalyst and 200 mM sodium sulfite dissolved in
D50 at 50°C. 'H experiments were carried out with the temperature of the water
heater set to 50°C. Para-enriched hydrogen gas (gas purity 99.995%) was continuously

produced by a Bruker parahydrogen generator BPHG90, with a specified parahydrogen
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content of 89%. Flow rates from 2 to 2 uLmin~! in steps of 2 yL min~! were studied.
The probe delivered nutation frequencies for 'H RF pulses of 100 kHz. Spectra were

collected with a 16 ppm spectral width, and 8 k data points were acquired.

Proton singlet order in [1-13C]fumarate was converted into the observable
magnetisation using the singlet-to-magnetisation (S2M) pulse sequence. The maximum
efficiency was achieved using the following parameters: 7 = 15.6 ms, ng = 14, ny = 7.

The repetition delay was set to 60 s.

The CW-S2M experiments were performed by applying continuous wave irradiation for
20 s at 0.488 and 1.935 kHz, while changing the resonance offset from 20 to —20 ppm.
0-S2M experiments were performed by applying a hard pulse of varying flip angle prior
the S2M pulse sequence. This was achieved by varying the pulse duration from 0 to

8 us in steps of 0.22 us.

The reference spectrum was obtained using hydrogen in thermal equilibrium. The 'H
spectrum was obtained by applying a § pulse and averaging over 400 scans with a
recycle delay of 20 s. The enhancement factor was calculated by comparing the
integral of H* peak in the hyperpolarized and the reference spectrum and accounting

for the difference in the number of scans.

An identical precursor solution was used for *C experiments. Hydrogen gas with 50%
para-enrichment was generated form the aforementioned home-build parahydrogen
generator. The gas pressure was set to 6 bar. The heater temperature was set to 58°C.
Flow rates from 2 to 18 yLmin~! in steps of 2 L min~—! were studied. The probe
delivered nutation frequencies for C RF pulses of 12.5 kHz. Spectra were collected
with a 200 ppm spectral width, and 8 k data points were acquired. Proton singlet
order in [1-13C]fumarate was converted into the observable magnetisation using the
singlet-to-heteronuclear-magnetisation (S2hM) pulse sequence. The maximum
efficiency was achieved using the following parameters: 7 = 15.7 ms, no = 6, ny = 6.
The repetition delay was set to 60 s. To calculate the enhancement factor for carbon
polarization, the SNR of in the hyperpolarized spectrum was compared with the SNR

obtained form a spectrum of 1M D-glucose-1-13C averaged over 32 scans.
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FIGURE 3.4: a) The top view of the a—chip. b) The finite element simulation domain
representing the a—chip. c¢) The top view of the S—chip. d) The FEM simulation
domain representing the S—chip.

3.4 Simulations

Rate equations for 5 irreversible reactions 4.1a - 4.1e were generated in Mathematica
version 12 (Wolfram Research, Inc.) using a home-built Kinetics Toolbox [259]. Fitting
of the experimental data obtained from the macroscopic bubbling experiments reported

in Fig. 4.5 was done using the non-linear model fit function built into Mathematica.

3.4.1 COMSOL Simulations

Finite element simulations were performed using COMSOL Multiphysics version 5.4.
The top view of the a—chip reported in Ref. [1] is shown in Fig. 3.4 a. The key
functional parts of the chip are: the gas channel, the fluid channel, the sample chamber
and the PDMS membrane. The simulation domain consisted of a fluid channel II1

(50 mm length, 0.1 mm width) with a sample chamber VII (2 mm length, 1 mm
width) and a PDMS membrane IV (25 mm length, 0.4 mm width). The entrance
thickness was set to 120 * 1075 m, which resulted in a chip volume of 8.5 uL. Fig. 3.1 ¢
shows the top view of the S—chip where an additional hydrogen channel was added to
increase the uptake of hydrogen into the chip. To simulate an additional hydrogen

channel, a PDMS membrane, hpgms and h, boundaries were added in the 3 simulation
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Simulation Parameters / units

Flow Rate / uL min—! 2...50
Diffusion Coefficient / m?s~! 1-107°
Concentration of Analyte [2]op / mol m™3 20

Temperature / K 208.15

TABLE 3.1: Parameters used in COMSOL simulations for hydrogen uptake in the a—
and f—domains.

domain as shown in Fig. 3.1 d. Furthermore, the length of the fluid pathway in contact
with the PDMS membrane and the membrane itself were elongated by 6.6 mm. The
total volume of the S—chip was calculated as 7 uL. A simple 2D representation of the
chips was used in order to reduce the computation time and allow to explore a wider
parameter space. The Laminar Flow module in COMSOL was used to find the flow
pattern in the fluid channel. This was done by solving the Navier-Stokes equations for
laminar flow regime for incompressible fluid, recalling the conservation of mass Eq.
2.90:

V-u=0,

where V- is the divergence and u is the flow velocity. The conservation of momentum

is given by Eq. 2.91:
0
’08%51 + pu-Vu = —Vp+nV?u,
where the changes in momentum (p%) are caused by the net momentum convected

out of the control volume by the fluid flow (pu- Vu), the surface (Vp), and the body

forces nV?2u.

The Transport of Dilute Species module was used to simulate the uptake of hydrogen
into the chips. The gas channel was not explicitly modelled instead a constant
hydrogen concentration condition was imposed on the outer boundary of the PDMS
membrane V shown as hpqms, [2] = 20mM in Fig. 3.4 b. In order to couple the
membrane to the reaction pathway, another condition h, = hyqm,s was imposed on the
boundary between PDMS membrane and the reaction channel marked as VI. The

convection-diffusion Eq. 2.94 for hydrogen becomes:
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Simulation Parameters / units Values
Flow Speed / pLmin~? 2...50
Diffusion coefficients / m?s™1 1-107°
Concentration of Analyte [1]o / mol m~3 5
Concentration of Analyte [2]o / mol m~3 20
Concentration of Analyte [3]o / mol m~3 20
Concentration of Analyte [1c]o, [3a]o, [4]o, [4a]o, [4rX]o, [5]0, [6]o / mol m™ 0

ki mM~1s™1 0.0015
ko / mM~ts™! 0.5016
ks / mM~ts~! 0.0056
ky / mM~ts™! 0.0014
ks / mM~ts™! 0.0038
ke /st 0.14
Temperature / K 298.15

TABLE 3.2: Parameters used in COMSOL for simulating the propargyl acetate hydro-
genation reaction in ¢— and S—domains.

oc Hs
ot

= DV?cy, —u-Veg,, (3.1)

All simulation parameters are listed in Table 3.1.

The Transport of Dilute Species module in COMSOL was also used to simulate the
chemical reaction in the flowing fluid, the velocity distribution was used in the

diffusion-convection-reaction Eq. 2.95:

aacti:—u-Vc—FDV%—{—Rj,

¢; is the concentration of species i, R; are the rates of species involved in the reaction.
Reaction rates for 10 species defined by Eq. 4.2a to Eq. 4.2j and their rate constants

together with other simulation parameters are listed in Table. 3.2.

Physics-controlled mesh was automatically generated with the element size set to fine.
Overall, the a—chip mesh consisted of 45210 elements, and the computation involved
312446 independent degrees of freedom. The S—domain mesh consisted of 45469
elements, and the computation involved 271077 independent degrees of freedom.

PARDISO stationary solver was used.
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Chapter 4

Spatially Resolved Kinetic Model
of PHIP in a Microfluidic Chip

This chapter is an extended version of S. J. Ostrowska, A. Rana, M. Utz, Spatially
Resolved Kinetic Model of Parahydrogen Induced Polarisation (PHIP) in a
Microfluidic Chip, ChemPhysChem, 22(19), 2004-2013, 2021 [2].

4.1 Introduction

Integration of catalytic hydrogenation and product detection onto a single LoC
platform, enables performance of PHIP reactions in a highly controlled and repeatable
manner [220, 1]. As discussed in the background section, Eills et al. [1] reported a
microfluidic PHIP set up that achieved signal enhancements of 1800, leading to

pmol /s mass sensitivity. However, the yield of the hyperpolarized material was very
low at ~2.5%, corresponding to a concentration of ~0.5 mM of the hydrogenated
product. Since further transformation and purification steps are needed after the
hydrogenation, which would cause further losses, the proposed device is not suitable
for applications in the life sciences, unless its yield can be improved significantly. This
requires quantitative understanding of the interplay between the kinetics of the

hydrogenation reaction, the transport properties of the LoC device and the diffusion of
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FIGURE 4.1: A schematic of the hydrogenation reaction studied. [Rh(dppb)COD|BF,
1 catalyses the reaction of hydrogen gas 2 and propargyl acetate 3 to produce allyl
acetate 4. Upon further hydrogenation propyl acetate 5 is formed.

reaction species in the flowing liquid as well as the diffusion of p — Hy gas through the

membrane.

In this chapter, the development of a spatially resolved kinetic model of a PHIP
reaction in the device proposed by Eills et al. [1], here referred to as the a—chip, is
discussed. The reaction modelled is displayed in Fig 4.1 where [Rh(dppb)COD|BF, 1
catalyses the reaction of hydrogen gas 2 with propargyl acetate 3 in a microfluidic

device.

The model development proceeded in two phases. First, a kinetic model of the reaction
itself was developed. A set of kinetic equations was derived from the known reaction
mechanism [260-267]. Although kinetic data can be obtained using microfluidic
devices, such measurements are much more cumbersome due to the limited
signal-to-noise ratio in the microfluidic system with thermal hydrogen. Additionally,
the time scale for formation of propyl acetate is difficult to reach in flow and extremely
low flow rates would be required. Therefore, the experimental kinetic data was
obtained in conventional scale NMR tubes, where thermal hydrogen gas 2 was bubbled
through the solution of propargyl acetate 3 and the catalyst 1, and the evolving
concentrations of the reaction products were monitored by NMR. In phase two, a
coupled convection-diffusion-reaction finite element model was developed, using the
rate constants obtained from the macroscopic experiments. In the remainder of this
paper, the computational model is explained in detail, and the experimental results for
the microscopic reaction of propargyl acetate with parahydrogen are discussed.

Finally, the resulting FEM calculations are compared to the experimental data

reported by Eills et al. [1].
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FIGURE 4.2: The full reaction mechanisms of the propargyl acetate hydrogenation
reaction in the presence of [Rh(dppb) COD]BF, catalyst. The key species in the mech-
anisms are highlighted.

4.2 Reaction Mechanism and Kinetic Model

At the start of the reaction, the catalyst is in its inactive form 1 as shown in Fig. 4.2.
The activation takes place through an oxidative addition reaction, where a hydrogen
molecule 2 binds to the metal centre, creating a highly unstable octahedral complex
1a. In order to return to the stable square planar configuration, the n?-n?
cyclooctadiene ligand gets reduced to k3 - cyclooct-4-enyl ligand (complex 1b) [260].
Lastly, the reduced ligand dissociates, creating a highly active, electron poor Rh™
centre i.e the active catalyst 1c. The catalytic cycle starts through an association of a
propargyl acetate molecule 3 to the active catalyst to create complex 3a [261]. This
step is followed by an oxidative addition of hydrogen (complex 3b) and subsequent
reduction of propargyl acetate to allyl acetate (complex 3c). The last step in this cycle
is the elimination of allyl acetate 4 from the complex [262]. Since the catalyst is
non-selective, allyl acetate can re-enter the cycle to get hydrogenated fully to propyl

acetate (5) in the same manner.

This mechanism has many steps and is too complex to determine the rate constants
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FIGURE 4.3: The simplified reaction mechanism for the propargyl acetate hydrogena-
tion displayed in Fig. 4.1. The placement of the unsaturated molecules in species 3a
and 4a was drawn schematically for convenience.

from the experimental data. For this reason, some simplifying assumptions were made
for the current model. The induction period was reduced to a single step, where the
catalyst 1 reacts with a hydrogen molecule 2 to yield the active catalyst complex 1c
and cyclooctene 6 as shown in Fig. 4.3. The catalytic cycle starts by propargyl acetate
3 binding to the active catalyst 1c to create complex 3a. The reduction of the
catalyst-bound propargyl acetate to allyl acetate 4 and its elimination from the
catalyst was assumed to proceed as a concerted reaction. Since the catalyst is not
selective, allyl acetate 4 can re-enter the cycle and get reduced to propyl acetate 5 in
the same manner. This leads to a kinetic model consisting of 5 irreversible reactions,

each associated with a forward rate constant:

1+2 5 1c+6 (4.1a)
lc+3 22 3a (4.1b)
3a+24+1c (4.1¢c)
lc+4 % 4a (4.1d)

da+2 %55+ 1¢ (4.1e)
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The corresponding rate equations are

d[;] = ~hif1]f2] (4.22)
d[(iiltc] = +k1[1]]2] — k2[1c][3] + k3[3a][2] — k4[1c][4] + k5[4a][2], (4.2)
dﬁ] = —k1[1][2] - ks[3a][2] — ks[4a][2], (4.20)
3] _
ar - Feltellsl (4.2d)
d[(:;,ta] = +ka[1c][3] — k3[3a][2], (4.20)
dﬁ] = +k;[3a][2] — ka[Lc][4], (4.2f)
d[;:] = +hy[1c][4] — ks[4a][2], (4.2g)
dc[ii)] = Fhslda][2] (4.2h)
de] _ .
4 =tz (4.2i)

4.3 Results and Discussion

Hydrogenation was performed in a valved NMR tube with a threaded capillary to
allow for the hydrogen gas delivery. The precursor solution contained 20 mM of
propargyl acetate 3 and 5 mM of rhodium catalyst 1. Thermal hydrogen 2 was
bubbled at 5 bar for 10 s at 400 mL min~! then the solution was left to settle for 25 s
and a transient was acquired. As a result, a single-scan proton spectrum was acquired
every 40 s. The bubble-wait-acquire procedure was repeated until the reaction reached
completion. A total of 19 spectra were acquired. Fig. 4.4 a shows two spectra at 0 s
and 120 s with peak assignments. Fig. 4.4 b shows the NMR spectra as the reaction
proceeds, with the peaks that display the most significant change labelled. At time =
0 s the sample contains propargyl acetate as evidenced by the H¢ peak at 2.9 ppm.
After one bubbling event i.e at 40 s the H® peak has decreased by 60% and has
completely disappeared by 80 s. The conversion of propargyl acetate 3 to allyl acetate
4 is very rapid, while the secondary hydrogenation to form propyl acetate 5 is a much
slower process. The H/ peak firstly appears at 3.9 ppm at 80 s and grows until 640 s,

by which point the peaks associated with 4 have completely disappeared thus the
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FIGURE 4.4: a) Assignment of species present in the solution. b) Experimental data

obtained by bubbling thermal hydrogen 2 (5 bar) for 10 s between each acquisition
through a solution of 20 mM propargyl acetate 3 and 5 mM of catalyst 1. A transient
was acquired every 40 s until 720 s. Methanol peak at 4.78 ppm was suppressed.

reaction reached completion. The peak associated with dissolved hydrogen was not

observed thus hydrogen is rapidly consumed in the reaction.

The catalyst activation can be followed in the region of 7.4 to 7.7 ppm, which

corresponds to the aromatic protons on the 1,4 - bis(diphenylphosphino)butane (dppb)
ligand. Initially there are two broad peaks, which slowly split to four peaks that are
observed at 120 s. The region remains unchanged until 460 s. After 460 s, the four

peaks slowly decline and broaden. This may be due to the degradation of the catalyst,
possibly by oxidation.

By integrating the H¢, H%" H7 and COD peaks highlighted in Fig. 4.4 b, time-resolved
concentration data was extracted, which is shown in Fig. 4.5. Squares indicate

propargyl acetate, triangles - allyl acetate, circles propyl acetate and diamonds

represent the catalyst region. Error bars were calculated from the small variation in

the SNR in the spectra.

The conversion from propargyl acetate 3 to allyl acetate 4 and lastly to propyl acetate
5 was simulated by solving differential equations (4.2a) to (4.2i), and assuming a

steady state hydrogen concentration of 20 mM. This assumption was made because
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FIGURE 4.5: Concentration vs time data of propargyl acetate 3 (square), allyl acetate

4 (triangle), propyl acetate 5 (circle) and the catalyst 1 (diamond). The solid lines

represent the best fit to the experimental model, the shadows are the 95 % confidence
intervals of the reaction rate constants.

Reaction Rate Constant / mM~'s™! 95% Confidence Interval
1+2—-1c+6 Kk = 0.0015 (0.0008,0.0022)
lc+3 — 3a ko = 0.5016 (0.4659,0.5373)
3a+2—1c+4 k3 = 0.0056 (0.0035,0.0077)
lc+4 — 4a ks = 0.0014 (0.0013,0.0019)
4a+2 —1c+5 ks = 0.0038 (0.0013,0.0063)

TABLE 4.1: Reaction equations and rate constants obtained by non-linear model fit to
the experimental data with their 95% confidence intervals.

hydrogen solubility in methanol at room temperature is 4 mM /bar and the
experiments were carried out at 5 bar [268]. The starting concentrations of 3 and 1
were 20 mM and 5 mM, respectively; all other initial concentrations were zero. The
reaction rate constants were obtained by non-linear least squares model fitting in
Mathematica. The solid lines in Fig. 4.5 represent the best fit of the data; the shaded
regions correspond to the boundaries of the 95% confidence intervals. The resulting

reaction rate constants are listed in Table 4.1 along with their 95% confidence intervals.

The catalyst induction period is slow with a rate constant of ky= 0.0015mM s,
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FIGURE 4.6: The kinetic model of the propargyl acetate hydrogenation reaction. The
intensity of the colour from cream to navy indicates the concentration of species. The
thickness of the arrow indicates the flux. The dashed arrow corresponds to no flux. ¢
= 1 s the model assumes 20 mM steady state hydrogen 2 concentration, 5 mM of the
pre-catalyst 1 and 20 mM of propargyl acetate 3. The concentration of all other species
was set to zero. At t = 1 s, he reaction is dominated by k; and ks. t = 20 s, an early
stage of the reaction, ko and k3 are the dominant reaction rate constants. ¢ = 80, there
is very little flux to k£ and no flux to ko while k4 and k5 dominate. ¢ = 600 s is the late
stage of the reaction, there is no flux at ki, ko and k3 while k4 and ks are very slow.

L

Once 1a reaches sufficient concentration, creation of the catalyst-substrate complex is
comparatively fast, with ks= 0.5016 mM~' s~!. Elimination of the first hydrogenation
product 4 proceeds with a reaction rate constant k3= 0.0056 mM~!s~!. Coordination
of 4 to 1a is a much slower process compared with the production of compound 3a as
ky= 0.0014mM~'s~!. Lastly, elimination of 5 proceeds with k5= 0.0038 mM~!s~.
The simulation predicts very well the first hydrogenation event however, there is a

minor discrepancy in the prediction of the reduction of allyl acetate to propyl acetate.
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The experimental data shows a near linear (pseudo-zeroth order) consumption of 4
from 120 s to 480 s, whereas the simulation predicts a more gradual (pseudo-first
order) decline between 320 s and 600 s. This discrepancy most likely arose due to
measurement error. Fig. 4.6 illustrates the reaction network represented by the kinetic
model. The intensity of the colour from cream to navy indicates the concentration of
species. The arrow thickness represents flux. If there is no flux a dashed arrow is used.
During the early stage i.e t = 1 s, the reaction is dominated by k; and ko; there is no
flux to k4 and k5. In the next stage, t = 20 s, the catalyst activation characterised by
k1 slows down. The reaction is dominated by ko and k3, which correspond to the
consumption of propargyl acetate 3 to produce allyl acetate 4. At ¢t = 80 s, k4 and ks
rates are driving the reaction. In the last stage of the reaction, t = 600 s there is no

flux at ki1, ko, and k3. The reaction is driven by k4 and ks and is very slow.

The next step in the modelling of the PHIP reaction involved simulating the mass
transport properties of the LoC device. The microfluidic reactor used in Ref [1] is
shown in Fig. 4.7 a. The precursor solution containing 20 mM propargyl acetate 3 and
5 mM [Rh(dppb)COD|BF,4 1 in methanol-dy is delivered into the fluid channel marked
blue via a syringe pump. Hydrogen gas 2 is delivered via a separate channel, marked
in red. The transport of hydrogen into the liquid channel is facilitated by the use of a
semi - permeable PDMS membrane. The membrane acts as a bridge between the two
channels as shown in Fig. 4.7 b allowing hydrogen to diffuse into the solution. The
reaction products are detected at the 2.5 uL. sample detection chamber labelled VII. In
order to keep the computational cost manageable, a 2D finite element representation of
the LoC was constructed rather than a full 3D model. The use of a simple 2D model
reduced the computation time to less than 30 minutes and therefore allowed
exploration of a wider range of parameters. The simulation domain of the a—chip is
shown in Fig. 4.7 ¢ and it consists of an inlet I, outlet II, a fluid channel III with a
sample chamber VII and a PDMS membrane IV. The flow pattern in the channel was
found by solving the Navier-Stokes equations for incompressible fluids for each flow
rate. The resulting velocity distribution was used in a reaction-diffusion-convection
simulation of the hydrogenation reaction in the channel. The reaction equations and

rates were obtained from the space independent model and are listed in Table 4.1. The
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gas channel was not modelled explicitly but a constant concentration condition was
applied to the outer boundary of the PDMS membrane marked as hyngs V in Fig.

4.7 c¢. The hydrogen diffusion into the channel was facilitated by coupling the PDMS
membrane to the flowing liquid through another concentration condition, marked

h, = hpmas VI, imposed on the boundary between the membrane and the channel. In
order to simulate the volume of the chip, the depth of the domain was fixed to 1.2 mm

in the simulation parameters.

The 2D model has been designed to ensure that the residence time of the fluid in
contact with the PDMS membrane, inside of the transport channel and in the sample
chamber agree with the experimental device. Physics-controlled mesh was
automatically generated with the element size set to fine and a sample of the mesh is

shown in 4.7 d.
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FIGURE 4.7: a) The top view of the a—chip. b) An illustration of the hydrogen diffusion
from the gas channel (red) into the solution channel (blue). The PDMS membrane
(green) acts as a bridge between the two channels. c¢) The finite element simulation
domain; hpgms = [2] = 20 mM is the concentration of hydrogen at outer boundary of the
PDMS membrane, h, is the hydrogen concentration in the fluid channel. d) A sample
of the mesh at the sample chamber/fluid channel boundary obtained from COMSOL.

In a first step, the model was used to predict the uptake of hydrogen into methanol as

a function of flow rate in the absence of the catalyst and substrates. This was



4.3. Results and Discussion 91

accomplished by setting all reaction rate constants and the initial concentrations of all
species to zero, with the only exception being the hydrogen concentration in the
PDMS membrane hpngs = [2]= 20 mM. An assumption was made that no hydrogen is
lost from the solution after passing the membrane because the residence time of
hydrogen in the chip is too short to diffuse through the plastic. Fig. 4.8 a shows the
concentration of hydrogen in the sample chamber as a function of flow rate. The
empty circles correspond to the experimental data reported by Ref [1] and the solid
black line represents the results of the 2D simulation. The experimental data indicate
a slow decrease in hydrogen concentration until 10 gL min~'. Above 10 L min—!, the
concentration steeply declines. The 2D simulation predicts that methanol flowing in
the channel is saturated with hydrogen only at low flow rates (below 2 uLmin=!). As
the flow rate increases, the uptake of hydrogen steadily declines and at high flow rates
such as 20 gL min~' only 4 mM of hydrogen dissolves in the flowing fluid. Very similar
simulation results were presented by Eills et al. [1] and are shown in Fig. 4.8 a as the
solid blue line. In distinction to the current work, 3D calculations were carried out for
the full chip geometry. Simulations for the hydrogen flux at the PDMS/liquid interface
in the 2D model are in quantitative agreement with the 3D simulations. In both sets,
at flow rates below 10 uL min~! the uptake of hydrogen into the fluid is predicted well
and the simulated result agrees with the experimental data within the error bars.
However, there is an increasing discrepancy at high flow rates. The simulations predict
a steady decline of the hydrogen concentration in the sample chamber with an
increasing flow rate, whereas the experimental data falls off very rapidly after 10
pLmin~!. This discrepancy is not yet understood. Eills et al. [1] suggested that this

could be due to the deformation of the PDMS membrane.

Fig. 4.8 b shows the calculated hydrogen concentration distribution in the chip. The
green shaded area corresponds to the region where the reaction pathway is in contact
with the PDMS membrane. This is the only region where hydrogen can be uptaken
into the chip. At very low flow rates such as 0.5 gL min~! hydrogen flux occurs at
only at the first few millimeters of the PDMS/liquid boundary before the liquid
reaches saturation. As the flow rate increases, the part of the boundary at which flux

occurs gradually expands. However, since the amount of liquid per unit time increases
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FIGURE 4.8: a) Hydrogen concentration in the sample chamber as a function of flow

rate. Empty circle corresponds to the experimental data and the solid blue line rep-

resents the 3D simulation both obtained from Ref [1], the solid black line is the 2D

simulation. b) The distribution of [hydrogen] throughout the length of the fluid chan-

nel in the a—chip. The green shaded area corresponds to the region where the fluid
channel is in contact with the PDMS membrane.

as well, this results in a decreasing concentration of hydrogen after contact. At very
high flow rates, 20 L min~! this issue becomes very prominent with the pathway

saturation reaching only 4.5 mM.

Hydrogenation experiments in the LoC device reported in Ref [1] were performed using
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para — enriched hydrogen. Hyperpolarized molecules have a limited life-time and relax
with a time-constant 77. The kinetic model proposed in Fig. 4.6 does not account for
the relaxation of the hyperpolarized species as the calibration experiments were

performed with thermal hydrogen. In order to approximately account for this process,

an additional reaction was added:

45 qrx (4.1f)

where kg is the nuclear spin-lattice relaxation rate constant. It has been reported that
the 'H T relaxation time of similar compounds is ~7 s, therefore the relaxation rate of
ke was set to 0.14 s~ [269]. Accounting for the relaxation results in the following

changes to rate equations:

dEiltc} = +k1[1][2] — k2[1c][3] + k3[3a][2] — ky4[1c][4rx] + k5[4a][2], (4.2b")
d(il} = +ks[3a][2] — ke[4] (4.2)
d[;l:} = +ky[1c][4rx]| — k5[4a][4] (4.3¢")

Moreover, the following equation was added

d[4rx]
dt

= —ky[1c][Arx] + k¢[4]. (4.2))

The remaining equations were unchanged.

To perform the finite element simulation, the initial concentrations of propargyl
acetate 3 and the catalyst 1 were set to 20 mM and 5 mM respectively ([3]p = 20 mM,
[1]o = 5 mM). Hydrogen supply was modelled as a constant concentration condition,
hpmds = [2] = 20 mM. The initial concentrations of all other species were set to zero.
Fig. 4.9 shows the concentration of hyperpolarized allyl acetate at the sample chamber
as a function of flow rate. The empty circles represent the experimental data obtained

from Ref [1], the black solid line represents the 2D simulation. The experimental data
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F1GURE 4.9: Hyperpolarized allyl acetate concentration in the sample chamber of the
chip as a function of flow rate. The empty circles represent the experimental data
obtained from ref [1], the black solid line is the 2D simulation.

shows that as the flow rate increases from 3 gL min~! the concentration of the product
increases in the sample chamber until it reaches the maximum at 8 L min~'. Once
the maximum is reached the concentration of hyperpolarized allyl acetate falls rapidly.
The simulation predicts a very similar trend, with an initial rise of the concentration of
the product. The maximum is reached at 5.5 uLmin~! and is followed by a steep
decline in the yield of the product, which tails off at flow rates beyond 12 uL min~!.
At flow rates below the maximum, the time it takes for the hyperpolarized product to
arrive at the sample chamber is greater than its relaxation time. Therefore, at very low
flow rates, the product is formed upstream from the sample chamber and on the way,
it undergoes relaxation processes. The steep increase in the product from 2 pL min™!
until the maximum is due to the fact that the product is delivered faster to the sample

chamber therefore less of it is lost due to relaxation. This is illustrated in Fig. 4.10,

which shows the predicted concentration of hyperpolarized allyl acetate in the sample
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FIGURE 4.10: Distribution of the hyperpolarized allyl acetate in the sample chamber
of the microfluidic chip at varying flow rates.

chamber at different flow rates. At very low flow rates, 0.5 pLmin~', there is no
product being formed in the sample chamber. As the flow rate increases there is an
influx into the sample chamber, which can be seen as a colour gradient at flow rates
from 2.5 pLmin~! to 5.5 pLmin~!. At 5.5 gL min~!, the maximum is reached
signified by the deep red colour. As the flow rate increases further, the concentration
of the product gradually decreases to 0 mM at flow rates of 20 uLmin~!. As discussed
previously, at flow rates above the optimum, hydrogen concentration in the reaction
channel is less than 10 mM. Low hydrogen concentration results in a significant
reduction in the efficiency of the allyl acetate production as two key reactions, namely

4.1 a and 4.1 ¢, rely on the supply of hydrogen.

There is a discrepancy in the location of the maximum between the experimental data
and the simulation. The position of the maximum depends on the volume of the chip
as shown in Fig. 4.11. As discussed previously, the total volume of the chip modelled
was calculated based on the chip used by Eills et al. [1]. The experimental data
contains a fabrication error due to the imperfect bonding of the chip layers that can
result in increased volume of the chip. Fig. 4.11 shows three simulations at different
total volumes of the chip. The dashed, solid and dotted black lines correspond to
volumes of 4.5 ul, 8.5 ul, and 12.5 uL, respectively. As the volume of the chip is
increased the position of the maximum shifts to the higher flow rate. There is also a
notable change in the product formation kinetics. At the very small chip volumes such
as 4.5 pL the maximum product concentration is formed at 2 pLmin~! and is followed

by a near immediate fall in the concentration, where at 4 gL min~' there is only 0.1
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FIGURE 4.11: Simulation of the effect of chip volume on the kinetics of the reaction.

Hyperpolarized allyl acetate concentration in the sample chamber of the chip as a

function of flow rate. The dashed, solid and dotted black lines show simulations for a

chip with a total volume of 4.5 uL, 8.5 uL, and 12.5 pL, respectively. The empty circles
represent the experimental data obtained from Ref. [1].

mM of the product in the sample chamber. At very low chip volumes, the residence
time of the liquid in contact with the PDMS membrane is very short. Flowing at 2
pLmin~! the solution spends 30 s in contact with the membrane. As the flow rate
increases, this time is further reduced to only 10 s. Such short time is insufficient to
dissolve a substantial amount of hydrogen. In contrast, at high chip volumes, the
solution spends a long time in contact with the PDMS membrane. Flowing at 2
pLmin~! equates to 150 s contact time with the membrane however, at such long

reaction times relaxation of the hyperpolarized product becomes an issue.

In order to improve the yield of hyperpolarized allyl acetate in the chip several
scenarios were simulated. Fig. 4.12 shows the change in the concentration of the four

key species, protected catalyst 1 (dashed line) hydrogen 2 (dash-dotted line),
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FIGURE 4.12: Change in the concentration of the four key species: protected catalyst 1
(dashed line), hyperpolarized allyl acetate 3 (solid line), complex 3a (dotted line), and
hydrogen 2 (dash-dotted line) in the sample chamber as a function of flow rate predicted
by the finite element model when a) k; was increased tenfold to k] = 0.015 s~ mM .
b) The concentration of hydrogen was doubled to [2] = 40 mM; the reaction rate
constants were unchanged. ¢) The sample detection chamber was mocved upstream by
12.5 mm; the concentration of hydrogen [2] = 40 mM and the reaction rate constants
were unchanged.

hyperpolarized allyl acetate 3 (solid line) and complex 3a (dotted line), in the sample
chamber as a function of flow rate in three different scenarios. Since the kinetic model
predicts that the slowest step in the formation of allyl acetate is the catalyst
deprotection step with k1 = 0.0015 s~' mM ™!, in the simulation, the rate of the
reaction was accelerated by increasing k; tenfold to &} = 0.015 s™! mM~!. Fig. 4.12 a
shows that all of the available hydrogen is used for the catalyst deprotection step.
Therefore, the reaction of complex 3a with hydrogen 2 becomes rate limiting.
Experimentally, this could be achieved by pre-activating the catalyst however, the
stability of such complex could be an issue. In another simulation, shown in Fig.

4.12 b the concentration of hydrogen was doubled to [2] = 40 mM, all reaction rate
constants remained unchanged. Doubling the concentration of hydrogen led to
doubling of the hyperpolarized allyl acetate however, the yield remains low at [3] =
1.2 mM. Hyperpolarized species are subject to relaxation therefore in an attempt to
minimise this effect the sample detection chamber was moved upstream by 12.5 mm.
The concentration of hydrogen [2] was kept at 40 mM and the reaction rate constants
were unchanged. The result of this simulation is shown in Fig. 4.12 ¢. The yield of

hyperpolarized allyl acetate was increased by further 0.5 mM.

The most drastic increase in hyperpolarized allyl acetate production was observed

when more hydrogen was supplied to the chip. Therefore a device that maximise the
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uptake of hydrogen need to be designed.

4.4 Conclusions

In this chapter, a spatially resolved kinetic model of a PHIP reaction in a LoC device
was developed. In a first step, a space independent kinetic model was developed and
was calibrated against the independently acquired experimental data. Then, a 2D
finite element model of the LoC device was created. The model had no adjustable
parameters. In order to test the performance of the finite element model, hydrogen
flux from the PDMS membrane was simulated. The simulation successfully predicted
the hydrogen uptake at flow rates below 10 uLmin~!. Above that, the simulation over
predicted the amount of hydrogen taken up by the chip. This discrepancy is not yet
understood. Following that, the full reaction of propargyl acetate hydrogenation was
simulated. This was done by utilising the reaction rates obtained from the macroscopic
measurement in a finite element convection-diffusion-reaction simulation. The model
successfully predicted the yield of hyperpolarized allyl acetate in the sample chamber
of the device as a function of flow rate. Lastly, the model was used to predict the
concentration of hyperpolarized allyl acetate when some of the conditions were
changed. A condition were the concentration of hydrogen was doubled gave the most
noticeable increase in the reaction yield thus a device that optimises the uptake of
hydrogen needs to be designed. In this work we showed that a simple 2D
representation of a microfluidic device can be used to predict the outcome of a
hyperpolarized reaction. This a powerful method to test many hypothetical conditions
without the expense of laboratory time. The model can be used to test other reactions

providing that kinetic parameters are known.
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Chapter 5

An Optimised Microfluidic

Device for Yield Maximisation

5.1 Introduction

Microfluidic implementation of PHIP reported by Eills et al. [1] enabled incorporation
of the hydrogenation reaction and detection onto a single microfluidic platform.
However, since further transformations such as purification and cleavage are required
in order to utilise the hyperpolarized product for biological applications, the reaction

yield needs to be improved.

In Chapter 4, a spatially resolved kinetic finite element model of the reaction shown in
Fig. 5.1 a was developed. It involved the hydrogenation of propargyl acetate 3 with
parahydrogen gas 2 in the presence of a rhodium catalyst 1 to obtain allyl acetate 4.
The black bar in Fig.5.1 b represents the yield of 4 obtained from Ref. [1], while the
grey bars correspond to three scenarios predicted by the model developed in Chapter
4. In the first scenario the temperature was increased by 10°C, in the second case the
concentration of hydrogen was doubled, and lastly the catalyst activation rate was
increased 10 times. The corresponding yield of 4 was 0.6 mM, 1.2 mM, and 0.45 mM.

Since the only significant concentration increase was observed by increasing the
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FIGURE 5.1: a) The reaction investigated in this work. Propargyl acetate 3 reacts with

parahydrogen 2 in the presence of rhodium catalyst 1 to produce allyl acetate 4 with

two protons in a hyperpolarized state. b) A comparison of the yield of hyperpolarized

4 obtained from Eills et al. [1] and three scenarios predicted by the model developed
in Chapter 4.

concentration of hydrogen, it was concluded that in order to increase the yield of 4,

hydrogen uptake into the chip must be improved.

In this chapter, the finite element model was extended to simulate the uptake of
hydrogen into the chip where the simulation domain included an additional hydrogen
channel. To experimentally confirm the simulation, a prototype, referred to as the
(B—chip, was built where the channel network was re-designed to include an additional
hydrogen channel. Then, the S—chip was used to perform the PHIP reaction. Lastly,

the reaction was studied at three different temperatures.
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5.2 Results and Discussion

An insufficient uptake of hydrogen into the a—chip was identified as the cause of the
low yield of the PHIP reaction shown in Fig. 5.1 a [2]. Simply elevating hydrogen
pressure to increase the concentration of hydrogen in the chip is not a viable solution
due to engineering challenges such chip delamination, which leads to leakages.
Additionally, working with high hydrogen pressures poses as increased safety hazard.
Instead, the channel network can be modified to maximise the gas uptake. To simulate
the effect of introducing an additional hydrogen channel finite element simulations

were performed.

The a—domain, shown in Fig. 5.2 a, represents the simulation domain for the a—chip
and it consists of an inlet I, an outlet II, a fluid channel III with a sample chamber VII
and a PDMS membrane IV. To simulate the gas channel, a steady-state hydrogen
concentration of 20 mM was imposed on the outer boundary of the PDMS membrane
marked as hpqms V. A b, boundary VI was imposed at the PDMS/fluid channel
interface to couple the membrane with the channel. In order to simulate the effect of
an increased hydrogen concentration, another hydrogen channel was introduced to the
simulation domain. As shown in Fig 5.2 b, this was represented by introducing a
second PDMS membrane with new hpgn,s and h, boundaries marked as V and VL
Additionally, the fluid pathway in contact with the PDMS membrane was increased by
30%.

Fig 5.2 ¢ shows hydrogen concentration as a function of the channel length. The green,
shaded area represents the part of the channel in contact with the PDMS membrane.
The dash-dotted and solid black lines represent results for the a— and f—domains,
respectively. As seen in the previous section, at very low flow rates such as 0.5
pLmin~! hydrogen flux occurs only at the first few millimeters of the PDMS/liquid
boundary before reaching saturation. The saturation of the fluid channel with
hydrogen in the S—domain occurs at ~5 mm, while the hydrogen reaches saturation
~10 mm for the a—domain. As the flow rate increases, the area where hydrogen flux

occurs expands. However, since the amount of liquid per unit time increases as well,
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FIGURE 5.2: a) The simulation domain for the a—chip. It consists of an inlet I, an
outlet II, a fluid channel III with a sample chamber VII and a PDMS membrane IV.
A gas channel is represented by imposing a constant hydrogen concentration to the
outer boundary V of the PDMS membrane marked as h, = hpgms. The membrane
and the fluid channel were coupled through the boundary h, = hpams VI this allowed
hydrogen to dissolve in the fluid channel. b) The simulation domain for the S—chip.
An additional PDMS membrane was added with hpqms and h, boundaries to signify an
additional hydrogen channel. The fluid pathway in contact with the PDMS membrane
was extended by 30%. c) The uptake of hydrogen at 0.5 and 10 uL min—! flow rates as a
function of the fluid channel length. The dash-dotted line line represents the a—domain
and the black solid line corresponds to results for the 5—domain. d) Simulation results
of hydrogen concentration in the sample chamber as a function of flow rate. The dash-
dotted line represents the a—domain and the black solid line corresponds to results for
the f—domain.

this results in a decreasing concentration of hydrogen after contact. At 10 uLmin~!

only ~8 mM of hydrogen dissolves in the fluid channel for the a«—domain, while ~13

mM dissolves in the f—domain. Fig. 5.2 d shows simulation results for hydrogen

concentration in the sample chamber as a function of flow rate for the a— and

B—domains represented by the dash-dotted and solid lines, respectively. At 2 pLmin~!

the time that the fluid spends in contact with the PDMS membrane is very long.

Therefore, the fluid becomes fully saturated with hydrogen. As the flow rate increases,

that contact time decreases therefore the amount of hydrogen dissolved in the channel

decreases. Already at 6 yLmin~! the simulation predicts that the concentration of
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FIGURE 5.3: a) The simulation domain used in the finite element modelling of the
B—chip. b) The top view of the S—chip where the fluid channel was interposed between
two gas channels in order to increase the uptake of hydrogen into the chip. ¢) The key
area of the chip enlarged. d) The cross section of the chip illustrating hydrogen diffusion
of from the gas channel (red) to the solution channel (blue) e) Hydrogen uptake into
the chip as a function flow rate. The black circles represent NMR data and the error
bars were calculated form the SNR variation. The black solid line is the result of an
FEM simulation. The grey shadow is the £1.5 uL error in the volume of the chip.

hydrogen is only 8 mM in the a—domain while in the f—domain it is nearly double, at
15.6 mM. At 20 gL min~! the concentration of hydrogen in the a—domain is only 3

mM, while in the S—domain it is 7 mM.

In order to introduce an additional gas channel into the device, the fluid channel was
interposed between two gas channels as shown in Fig 5.3 b and c. In this way, the area
of the fluid channel in contact with the PDMS membrane was doubled. To measure
the uptake of hydrogen gas into the S—chip, methanol was flowed into the fluid
channel by means of a syringe pump located outside of the NMR spectrometer.
Hydrogen gas was delivered into the gas channel (marked in red) at 5 bar and its flow
was controlled using a mass-flow controller set to 20 mL min~!. A semi-permeable
PDMS membrane was used to seal the chip and allow for hydrogen to dissolve in the
gas channel as illustrated in Fig. 5.3 d. The chip and PDMS membrane were held
together by screw-tightened 3D printed holders and the chip was placed in a
home-build transmission line probe. Species of interest were detected in the 2.5 ylL
sample chamber on the chip. Fig 5.3 e shows the concentration of hydrogen in the
sample chamber as a function of flow rate; 20 mM of sodium acetate was used as the

concentration standard. The solid empty and black circles represent the NMR. data for
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a— and [S—chips, respectively. Error bars were calculated from the SNR variation.
Data for the a—chip was obtained from Ref. [1]. At the flow rate of 2 uL min~"! the
concentration of hydrogen was found to be ~20 mM in both chips thus they are fully
saturated with hydrogen. However, as the flow rate increased to 10 gL min~!, the
concentration of hydrogen in the S—chip was 11.3 mM but it’s only 6 mM in the
a—chip. At higher flow rates, at 18 yL min~! there was 3 times more hydrogen
dissolved in the S—chip compared to a—chip. The solid and dash-dotted lines are the
FEM simulations and the grey shadows represent a £1.5 ulL error in the volume of the
chips. Simulations for both a— and S—chip are in good agreement for flow rates up to
10 pLmin~!. Above this flow rate, the behaviour is not predicted well. This
discrepancy is not well understood yet, it was proposed that this could be due to the

deformation of the PDMS membrane [1].

The PHIP reaction was performed by flowing the precursor solution containing 20 mM
of propargyl acetate 3 and 5 mM of rhodium catalyst 1 into the solution channel and
delivering 5 bar of para-enriched hydrogen gas 2 into the gas channel. Fig 5.4 a shows
a single scan proton NMR spectrum acquired after a 7 pulse obtained from a
steady-state experiment where the solution was flowed at 5 gL min—!. The
hyperpolarized spectrum contains an antiphase doublet at 5.2 ppm corresponding to
protons H” and an antiphase multiplet at 5.9 ppm corresponding to protons H/. This
is compared with a 512-scans reference spectrum obtained with hydrogen in thermal
equilibrium shown in Fig 5.4 b. Each scan was acquired after a § pulse with a recycle
delay of 30 s. From the ratio of the signal intensity in the reference and hyperpolarized
spectra, the 'H polarization was estimated. In the reference spectrum, the SNR was
found to be 9:1, while it was 300:1 in the hyperpolarized spectrum. Since the reference
spectrum was obtained using 512 scans, the SNR resulting from a single scan would be
9/v/512 ~ 0.40. Therefore, the signal enhancement factor is € ~ 300/0.4 ~ 750. At the

field of 11.7 T and temperature of 25°C this corresponds to 3% 'H polarization.

To estimate the yield of allyl acetate, 10 mM of propan-2-ol (IPA) was added into the
precursor solution. At 5 yLmin~! flow rare, the concentration of propargyl acetate

was 4.9 & 0.2 mM, which corresponds to 24.5 & 0.25% yield. This was calculated by
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FIGURE 5.4: a) A single scan proton spectrum obtained with parahydrogen. b) A

reference spectrum obtained with hydrogen in thermal equilibrium. Methanol peaks

have been suppressed for clarity. ¢) The buildup of the hyperpolarized signal (H") after
changing the flow rate from 4 to 5 uLmin~!. Error bars represent the error of fit.
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FI1GURE 5.5: Steady-state signal intensity as a function of flow rate. The solid circles
correspond to the NMR data for the S—chip and the solid line is the finite element
simulation of the PHIP reaction. Error bars represent error of fit

comparing the intensity of the IPA peak at 1.14 ppm in the reference spectrum to the

intensity of the Hf peak and accounting for the difference in the number of protons.

Fig 5.4 ¢ shows the buildup of a hyperpolarized signal H” after changing the flow rate
from 4 to 5 puLmin~!. NMR spectra were acquired every 30 s using a 7 excitation
pulse. The signal intensity begins to rise 30 s after the target flow rate was set to 5
pLmin~! and it reaches a steady-state after 2 minutes. Similar results were shown in
Ref [1] where the signal intensity also took just 2 minutes to buildup. After reaching a

steady-state the system provides a remarkable stability of the signal.

The steady-state PHIP signal in the sample chamber of the S—chip as a function of
flow rate is shown in Fig. 5.5. The solid circles represent the experimental data while
the solid line represents the finite element simulation. The experimental data represent

the integral of the hyperpolarized peak H" that has been determined using the fitting
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routine described in the Experimental Section 3.3.3 and each data point plotted
represents a mean of 10 experimental data points. Data was normalised to the
concentration of allyl acetate, which was calculated to be 4.9 £ 0.2 mM. By
introducing an additional hydrogenation pathway the yield of allyl acetate was
increased over 15-fold compared with the a—chip. Similarly to the data reported by
Eills et al. [1] there is an initial steep rise in the product formation with increased flow
rate that is followed by a maximum. The maximum for the a—chip appeared at 8
pLmin~! and at 5 pLmin~! for the B—chip. After that, the yield of the product falls
rapidly. As shown in the previous chapter, the reaction profile is dependent on the
volume of the chip. The a—chip was made of PMMA, which has a very poor resistance
to methanol. In this work, the material was replaced by PC because it has a much
higher chemical resistance and creates stronger bonding. However, the channels in PC
are shallower therefore the total volume of the chip is lower, at around 7 uL as

compared to 8.5 pL in the a—chip.

To perform the finite element simulation of the PHIP reaction in the §—chip, the
initial concentrations of propargyl acetate 3 and the catalyst 1 were set to 20 mM and
5 mM respectively ([3]o = 20 mM, [1]p = 5 mM). The supply of hydrogen was modelled
as a constant concentration condition, hymgs = [2] = 20 mM. The initial concentrations
of all other species were set to zero. The simulation results are shown as the solid
black line in Fig. 5.5. Initially there is a steep increase in the product formation, with

I corresponding to 1.2 mM. As the flow rate is increased, the

a maximum at 6 pLmin™
concentration of allyl acetate steadily declines. The FEM fits only the first two data
points at the lowest flow rates after that the model vastly under-predicts the
concentration of allyl acetate formed in the chip. The model also does not predict the
kinetics of the reaction, at flow rates above 10 L min~!, the experimental data shows
a steep decline in the product concentration, while the simulation predicts a steady
decrease in the concentration. This is likely because simplistic 2D geometry does not
capture mixing that occurs in the chip. Straight, long rectangular channels are used in
the S—domain to represent the fluid channel, while the prototype uses serpentine

channels to increase the surface area and enhance the on-chip mixing. However, a

simple 2D representation of a microfluidic device allowed to identify the limiting steps
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FIGURE 5.6: a) Temperature calibration curve showing the heater box temperature

read by a sensor placed inside of one of the water heaters plotted against the tempera-

ture at the sample chamber of the chip determined by the chemical shift difference of

the water and DSS peaks. Error was estimated by taking the variation in water peak’s

width. b) Flow-rate dependence of the hyperpolarized allyl acetate yield at three dif-

ferent temperatures. Black, orange and orange dots represent the experimental data
for data obtained at 25°C, 37°C and 47°C respectively.

of the reaction and aided design of a more optimized microfluidic device. The model
has no adjustable parameters, and simulations for the uptake of hydrogen into both

the a— and f—chips are in quantitative agreement with the experimental data.

Another way of accelerating the reaction rates is by increasing the temperature of the
reaction. In order to heat the sample chamber, the stripline detector was interposed
between a pair of water heaters such that only the sample chamber of the chip was
heated. Fig. 5.6 a shows the temperature at the sample chamber versus the
temperature displayed by the heater. The temperature calibration curve was
determined by the chemical shift difference between water and DSS peaks. Overall, the
sample chamber of the chip is efficiently heated to a desired temperature with a
temperature variation of £ 3 °C from the target temperature, which sufficient for this

application. Appendix I shows the temperature log from the heater.

Fig. 5.6 b shows the normalised signal intensity of proton (H") as a function of flow
rate at three different temperatures. The black, orange and grey solid circles
correspond to the experimental data obtained at 25°C, 37°C and 47°C. As the

temperature is increased form 25 to 37 °C, the maximum of the signal increases by
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30%. Upon further 10°C increase, the maximum signal decreased by ~2%. Increasing
the temperature by 10°C shifts the position of the maximum to a higher flow rate by 2
pLmin~!. At 25°C the maximum is located at 5 uLmin~!, while at 47°C it is at 9
pLmin~!. The position of the maximum represents a balance between the rate of
relaxation of the hyperpolarized product and the hydrogen uptake into the chip. At
low flow rates such as 2 uL min~!, the residence time of the hyperpolarized product in
the fluid channel is very long therefore it fully relaxes before it reaches the sample
chamber. As the flow rate increases, the product is delivered faster to the sample
chamber and less of it is lost due to relaxation hence the steep spike from 2 pL min~!
until the maximum. As the temperature increases so do the reaction rates hence the

position of the maximum shifts to a higher flow rate as the product needs to be

delivered faster into the sample chamber.

In order to determine the yield of allyl acetate at the optimum flow rate, the
experiment was repeated using hydrogen in thermal equilibrium. 10 mM IPA was used
as the concentration standard and the thermal spectra are shown in Fig. 5.7. The

results are listed in Table 5.1.

The concentration of allyl acetate at 25°C was found to be 4.9 + 0.2 mM, which
corresponds to 24.5 + 1% yield. The same calculations were repeated for data
obtained at 37°C and 47°C. The concentration of allyl acetate at the optimal flow at
37°C was found to be 7.0 + 0.2 mM, resulting in the yield of 35.0 &+ 1.0%. This is a
further increase of 10% in the yield. Increasing the temperature further to 47°C
resulted in a drop in the concentration of 4 to 5.4 + 0.2 mM. At 37°C the reaction is
most efficient and even leads to the formation of propyl acetate, as evidence by a H?
peak at 4.33 ppm in Fig. 5.1, which is absent at other temperatures. The

concentration of propyl acetate was calculated as 1.2 mM + 0.2 mM.

T/°C q/pLmin~! [4 /mM ¢ ' polarization / % Molar polarization / M

25 5 49+02 750 3.0 147 £ 6
37 7 7.0+ 0.2 1060 4.1 287 £ 8
47 9 52+£0.2 930 35 182 £ 7

TABLE 5.1: Experimental results for the PHIP reaction in the S—chip performed at
25°C, 37°C, and 47°C.
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From the ratio of the signal intensity in the reference and hyperpolarized spectra, the
'H polarisation was estimated. Accounting for the difference in the number of scans,
the signal enhancement was calculated as 750. At the field of 11.7 T and temperature
of 25°C this corresponds to 3.0% 'H polarisation. The enhancement factor for
reactions performed at 37°C and 47°C was found to be 1060 and 930, respectively.
This corresponds to the 'H polarisation of 4.1% and 3.5%, respectively. The
polarization level for the a—chip was reported as 8% [1], which is a much higher
polarization than obtained in the S—chip. This is due to the fact that polarization is
calculated in relation to the yield obtained. For that reason polarization level or signal
enhancement alone are not good indicators of the total signal intensity available from
the hyperpolarized species. Instead, molar polarization should be considered, which is
defined as the product of the polarization level and the concentration of the species
[270]. Molar polarization for the S—chip was calculated as 147 + 6, 287 + 8, 182 £ 7
uM, for reactions preformed at 25°C, 37°C, and 47 °C, respectively, while the molar
polarization for the a—chip was less than 40 yM. By implementing an additional
hydrogenation pathway in the S—chip the molar polarization has nearly quadrupled
compared with the a—chip. Elevating temperature of the reaction by 10 °C further

~doubled the molar polarization. However at 47 °C, molar polarization decreased.

5.3 Conclusions

In this work finite element simulations and modelling was used to aid design of an
optimized microfluidic device for performing a PHIP reaction at the microscale. The
FEM of the chip discussed in Chapter 4 identified that an inadequate uptake of
hydrogen into the device is the limiting factor for the reaction, which resulted in
sub-milimolar product concentration. Since simply increasing the hydrogen pressure at
which the device operate is not a viable option due to engineering challenges, a
scenario in which hydrogen is increased by introducing an additional hydrogen channel
was first simulated. Introduction of an additional hydrogenation channel resulted in at
least 2-fold increase in hydrogen uptake into the device and consequently led to a

15-fold increased in the yield of hyperpolarized allyl acetate compared with the
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FIGURE 5.7: 512 scan proton spectra obtained after the reaction of propargyl acetate

with hydrogen in thermal equilibrium at 25°C, 37°C, and 47°C. Spectra were obtained

at steady-state flow rate of 5, 7, and 9 uLmin~!, respectively. The key species used in

the yield calculations are highlighted. 10x magnification of the 4.20 - 4.35 ppm region
reveals the propyl acetate peak H?.

previously reported a—chip [1]. Heating the sample chamber of the chip to 37°Cled to

further 10% increase in the yield.

Although the simple 2D representation of the a—chip provided an invaluable insight
into the complex spatially resolved kinetics occurring inside of the device it has
reached its limits with a more complex geometry. The model predicts well the
interplay of the chemical kinetics and the transport properties of the chip however, it
fails to predict the complex interactions of the catalyst, the hydrogen and the
precursor as well as to include detailed spin dynamics unique to this spin system. That
is an inherent limitation of the software, COMSOL Multiphysics 5.4, used to simulate
this reaction as it does not allow to include spin dynamics of the system. This can
potentially be achieved by simulation these conditions using Flokke Planck formalism

discussed in details in Ref [243, 241].






113

Chapter 6

PHIP !3C Hyperpolarized

Metabolite in a Microfluidic Chip

This chapter is an extended version of S. J.Barker, L. Dagys, W. Hale, B. Ripka, J.
Eills, M. Sharma, M. H. Levitt, M. Utz, Direct Production of a Hyperpolarized
Metabolite on a Microfluidic Chip, Analytical Chemistry, 94(7), 3260-3267, 2022 [3].

6.1 Introduction

Microfluidic systems are commonly used as scaffolds for cell [271-275] and organ

[14, 276-281] culture. Through a careful design of the channel network, LoC can mimic
physiological environment in a highly controlled and repeatable manner, providing
valuable models for supporting the development of diagnostics [15, 16], therapies [14]
and drug safety testing [17, 18] but can also be used as microreactors [282-284] for
chemical reaction monitoring [285], separations or the detection of various compounds

[276, 286, 287].

Carbon (13C) NMR and imaging (MRI) is an attractive technique for real-time and
non-invasive metabolic studies of living organisms as carbon is the backbone for nearly
all organic molecules [288]. Additionally, 13C detection offers significant advantages for

biological applications due to longer longitudinal relaxation times than 'H, larger
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chemical shift dispersion, and reduced overlap with background signals. The challenge
lies in its low natural abundance at 1.1%. Implementing hyperpolarization methods
offers an opportunity to enhance the '3C signals by more than 10 000, enabling studies
of metabolic and physiological processes, especially in volume limited systems such as
LoC. For instance, hyperpolarized fumarate is widely used as a contrast agent for in

vivo detection of necrosis [226, 227, 270, 289-295].

In this chapter, [1-'3C]fumarate is formed via trans-hydrogenative PHIP in a
microfluidic chip under continuous-flow conditions, performing the chemical reaction in
one part of the chip and NMR detection in another. To our knowledge, this is the first
demonstration of C-hyperpolarized metabolite production in a microfluidic device by
PHIP. While the current implementation on the chip is not yet ready for use with
biological systems due to the presence of the catalyst and other residues, the stability

of the microfluidic implementation allows systematic studies of complex kinetic effects.

PHIP utilises a chemical reaction to transfer parahydrogen-derived spin order onto the
target molecule, and the reaction is usually mediated by an organometallic catalyst
such as rhodium or ruthenium. The presence of the catalyst significantly complicates
the reaction chemistry and often leads to the formation of unwanted intermediates. In
particular, the interaction of parahydrogen with the catalyst breaks the symmetry of
p — Hs and if the life-time of such complexes is long enough this can lead to a
significant leakage of the singlet state population into the central triplet state (called
singlet-triplet mixing), which can substantially hinder the achievable polarization.
PHIP is conventionally implemented by bubbling hydrogen gas enriched in the para
spin isomer through a solution containing a suitable substrate and catalyst, either
directly at high magnetic field (PASADENA experiments) [22] or outside of the
magnet at low (uT) fields, followed by an adiabatic increase of the magnetic field
(ALTADENA experiments) [296]. Such experiments are effective, but quite difficult to
repeat accurately. This complicates systematic studies of the interplay between
reaction kinetics and nuclear spin relaxation processes. Microfluidic implementation of
hydrogenative PHIP utilises a semi-permeable PDMS membrane to bring the

parahydrogen gas in contact with the PHIP solution. This enables experiments to be
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FIGURE 6.1: a) The reaction investigated in this work. acetylene dicarboxylic acid
[1-13C] disodium salt labelled as molecule I reacts with parahydrogen in the presence
of sodium sulfite and the catalyst [RuCp*(CH3CN)3]PFg in D2O. The reaction results
in a production of disodium [1-!3*C]fumarate, molecule II, with the two protons in a
singlet state. Application of the S2M or S2hM pulse sequence converts the singlet state
into a state that is magnetic and hence observable. b) The J—coupling network of
[1-13C]fumarate. The J—coupling values were taken from Ref. [182]. ¢) A general
schematic representation of the S2M pulse sequence.

performed under continuous flow, with a stable stationary level of hyperpolarization

established in the chip.

Singlet-triplet mixing has been reported to hinder the achievable polarization of
[1-13C]fumarate at high field [227, 297, 256]. In the following, the PHIP-on-a-chip
platform is utilised to quantify how effectively two different RF pulse methods mitigate
the problem of ST mixing and the findings are supported with computational spin
dynamics simulations. Then the optimized pulse sequence is used to generate carbon
hyperpolarization in the S—chip. Lastly, quantitative data on the kinetics and yield of

[1-13C]fumarate from acetylene dicarboxylic acid [1-13C] disodium salt are discussed.

6.2 Background

Hyperpolarized fumarate can be generated through a hydrogenation of acetylene

dicarboxylic acid [1-13C] disodium salt I with parahydrogen in the presence of a
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FIGURE 6.2: a) An illustration of the ideal case where no ST mixing occurs; only |Sp)

is populated b) A case where ST mixing occurs leading to a leak of |Sy) population to

the |Tp) state. ST mixing is negated by applying a purge pulse prior the S2M, which

distributes the |Tp) population to |74 ) and |T_) ¢) A case where ST mixing is avoided
by applying a CW pulse during the hydrogenation reaction.

ruthenium catalyst, which results in a trans-hydrogenated molecule of fumarate II as
shown in Fig 6.1 a. Since protons in the fumarate molecule are magnetically and
chemically equivalent, they are NMR silent. To access the hyperpolarized state, a 2C
label was introduced into one of the carboxylate groups to break the symmetry and
introduce 'H—13C J—couplings, which are listed in Fig. 6.1 b [182, 298]. The slight
magnetic inequivalence due to the difference in the couplings makes it possible to
convert the singlet order into observable hyperpolarized magnetisation through the use
of RF pulse sequences. The singlet-to-magnetisation (S2M) [231-234] and
singlet-to-heteronuclear magnetization (S2hM) [182, 299] pulse sequences can be used
to convert the singlet order into observable magnetisation (see Fig. 6.1 ¢). Such
sequences are robust against field inhomogeneities in contrast to alternative

methods [231], which is an important factor because magnetic field inhomogeneities are
present in the chip due to differences in magnetic susceptibility of the chip and the
solvent [300]. Applying S2M sequence after the chemical reaction with parahydrogen
results in high magnetisation of the two protons giving rise to a hyperpolarized

substance 111, while S2hM enables polarization transfer to a carbon nucleus I'V.

The polarization that is generated on the target molecules can be attenuated by
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singlet-triplet (ST) mixing (sometimes called ST leakage) [301]. In an ideal case, there
is no ST mixing and the population of the |Sy) is converted into a large hyperpolarized
signal as shown in Fig. 6.2 a. However, in some cases hydrogen molecules can form
intermediate hydride species with the catalyst metal center, where the two hydrogen
atoms take up inequivalent positions, such that they experience a chemical shift
difference at high field. If the lifetime of this intermediate complex is long enough,
there can be a significant leakage from the Ho proton singlet state to the central triplet
state |Tp), which generally reduces the resulting PHIP signals [301-303]. The S2M
sequence converts both the |Sy) and the |Ty) states to magnetisation, but with
opposite phases. The |Ty) population therefore reduces the resulting NMR signal, as
illustrated in Fig. 6.2 b. This process sometimes gives rise to a partially-negative line
(PNL) in the 'H NMR spectra [304]. It is also known to occur in non-hydrogenative
PHIP experiments, and has been noted to give rise to ‘spontaneous’ polarization on

the target molecules [305], although generally ST mixing is undesirable.

Two methods have been shown to suppress ST mixing: spin locking on the hydride
resonance during the chemical reaction [24, 230, 297, 304, 306-312], and applying a
hard 7/2 purge pulse to deplete the |Tj) state prior to the polarization transfer

step [24, 304, 306, 312-315]. These two methods are illustrated in Fig. 6.1 b and c.

Probing ST mixing in hydrogenative PHIP experiments is very challenging as it
requires stable and reproducible conditions, which are difficult to achieve using
conventional bubbling or shaking experiments. Additionally, since hydrogenative PHIP
relies on irreversible chemical reactions, the chemical kinetics influence the observed
spectra, and the sample under study needs to be replaced upon the reaction reaching
completion. This is a particular issue if the samples are scarce or expensive due to
isotopic enrichment. Finally, since hyperpolarized nuclei are in a non-equilibrium state,
the NMR signals relax on a timescale of seconds to tens of seconds, unique to each
molecular species and nuclear spin site, which can convolute the observed results. This
is especially problematic if the signals relax quickly compared to the time it takes for a
shaken tube to be placed in the NMR magnet, or for bubbles to settle in solution.

Conversely, the study of ST mixing is greatly facilitated by microfluidic PHIP, since
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instabilities associated with bubbling experiments are avoided. Once a steady-state is

established, stable and reproducible experimental conditions are provided.

6.3 Results and Discussion

In order to obtain hyperpolarized [1-!3C]fumarate, 100 mM acetylene dicarboxylic acid
[1-13C] disodium salt was reacted with parahydrogen at 5 bar in the presence of a
ruthenium catalyst. Direct application of the S2hM pulse sequence in the a—chip did
not result in any observable 13C signals therefore, in order to gain insight into the
probable cause, proton spectra were investigated. Fig. 6.3 a depicts a 400-scan
reference spectrum obtained after the application of a § pulse in a steady-state flow
experiment using hydrogen in thermal equilibrium (i.e., not para-enriched). This is
compared to a single-scan proton NMR spectrum obtained after the S2M pulse
sequence in a steady-state flow experiment with para-enriched Hsy depicted in Fig. 6.3

b.

The hyperpolarized spectra contain a peak at 6.6 ppm that corresponds to the
fumarate protons H®. From the ratio of the signal intensity in the reference and
hyperpolarized spectra, the 'H polarization was estimated. Accounting for the
difference in the number of scans, the signal enhancement was calculated as 190 + 10.
At the field of 11.7 T and temperature of 50°C this corresponds to 0.7 +0.1% 'H
polarization. At 10 uL min~! flow rate, the concentration of fumarate was 1.2 4 0.5
mM , which corresponds to 1.2 + 0.5 % yield. This was calculated by comparing the
intensity of the Cp* peak in the reference spectrum to the intensity of the fumarate

peak and accounting for the difference in the number of protons.

The reaction kinetics can be probed by varying the flow rate. Fig. 6.3 ¢ shows the
steady state signal intensity of the proton H?® peak as a function of flow rate. As the
flow rate increases from 2 to 10 uLmin~!, there is a steady increase in the product
formation. The signal intensity plateaus at 10-12 pLmin~! and steadily declines below
14 pLmin~'. The reaction profile is much more steady in comparison to the propargyl

acetate reaction discussed in the previous chapters. This most likely stems form the
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fact that this reaction is much slower compared with the propargyl acetate

hydrogenation. It has been reported that at 60°C, it takes 2000s to reach the

maximum of the product [227].
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FIGURE 6.3: The steady state 'H NMR spectra of [1-!3*C]fumarate sample flowing
at 10 yLmin~! in the a—chip. a) The 400-scan reference spectrum obtained after
application of a 7 pulse in a reaction with hydrogen in thermal equilibrium. b) A
single-scan spectrum after application of the S2M pulse sequence from a reaction with
parahydrogen. The trace displays a hyperpolarized [1-13C]fumarate peak at 6.6 ppm.
The presence of exchanging hydrogen species is indicated at 4 ppm (o — Hy). Cp*:
catalyst methyl protons; PC: background signal from the polycarbonate chip material.
c¢) The steady-state signal intensity of H* protons as a function of flow rate.

The hyperpolarized spectrum features the aforementioned partially negative line at

4 ppm labelled o — Hs. The heavy metal catalyst and dissolved molecular hydrogen
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FIGURE 6.4: a) The singlet-to-magnetisation pulse sequence with spin-locking field
applied during the recycle delay. The following parameters were found to be optimal
for the sequence: 7 = 0.0156 ms, ny = 7 , ng = 14. b) Integral of the hyperpolarized
proton of [1-13C]fumarate as a function of the resonance offset of the spin-locking field.
Experiments were preformed with two CW amplitudes, corresponding to 2 kHz and
0.5 kHz nutation frequency shown as black and grey data points, respectively. The
signal amplitude was normalised to the S2M signal without the spin locking field.

form intermediate complexes where the two hydrogen nuclei occupy chemically
inequivalent positions. At high magnetic field this introduces a chemical shift
difference between the two protons, which causes singlet state population to leak into
the population of the central triplet state. In addition, the chemical shift difference
lifts the degeneracy of the two triplet state transitions. In rapid exchange, this leads to
a small partially negative line in the dissolved Hy signal [304, 305, 311, 313], as

displayed in the spectrum in Fig. 6.3 b.

To suppress the effects of ST mixing we performed experiments in which we applied
continuous-wave (CW) irradiation to the sample for 20 s prior to the application of
S2M and signal acquisition. The pulse sequence is shown in Fig 6.4 a. The resulting
integral of the fumarate signal intensity at 6.6 ppm is plotted as a function of CW

offset frequency in Fig. 6.4 b. Experiments were performed with two different CW
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amplitudes, corresponding to 0.5 kHz and 2 kHz nutation frequency on protons shown

as grey and black circles, respectively.

The profiles of signal intensity against the CW irradiation frequency display a peak at
around —11 ppm. This is a typical chemical shift of hydride species for ruthenium
complexes [316], indicating that ST mixing does indeed occur for the hydride species,
and is suppressed by CW irradiation. The 'H spectra can be used to observe ST
mixing and this has been shown in case of SABRE by either applying a single hard
pulse after CW irradiation or a pulse sequence designed to probe higher spin-order if
hydride species undergo very fast chemical exchange [304, 305]. In the present case,
hydride species are not directly observable due to fast exchange and low sensitivity.
The signal is enhanced by a factor of ~3 when the spin-locking amplitude is set to
either to 0.5 kHz or 2 kHz applied at —11 ppm. The peak width in each case
corresponds roughly to the excitation bandwidth, resulting in a narrower peak at the

lower CW amplitude.

The CW-irradiation method was contrasted with another method, which has been
used to address ST mixing effects: applying a hard pulse (which we will refer to as the
purge pulse) to the protons prior to polarization transfer and signal acquisition.
Application of a m/2 purge pulse on the proton channel depletes the |Tj) state, which
partially reconstitutes the population difference between the |Sp) and |Tp) states.

24, 304, 306, 313-315].

Fig. 6.5 a depics the pulse sequence used to investigate the phenomenon, and Fig. 6.5 b
shows the hyperpolarized H* proton signals obtained experimentally by varying the flip
angle 6 from 0° to 360° in steps of 10°. The signal shows an oscillatory dependence on
the flip angle of the purge pulse, with maxima occurring at 90° and 270°, and no

improvement seen near 180°. The signal at 270° is about 15% less than at 90°. This is

partially due to By inhomogeneities in the probe. However, the :39100 signal ratio for

this probe is better than 92% [138], and we therefore suspect that additional factors

may be contributing.

The spectral peaks in the Fig 6.5 b also display phase distortions depending on the flip

angle of the purge pulse. The origin of the effect was confirmed by numerical
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FIGURE 6.5: a) 6 - S2M pulse sequence. The 6 angle was arrayed from 0° to 360° in

steps of 10°. 7 = 15.6 ms, ny = 7, ny = 14 b) Experimentally obtained H* signals

of [1-'3Clfumarate as a function of the purge pulse angle. The y-axis shows the im-

provement of the enhancement factor compared to the S2M without the purge pulse.

¢) Computational simulation of the spin system using SpinDynamica software [317]

d) Comparison of the signal intensity of fumarate protons (H®) between the reference
spectrum, pure S2M and 90° — S2M.

simulations using software package SpinDynamica [317] and the result is shown in Fig
6.5 c. The simulation assumes that before the application of the sequence depicted in
Fig 6.5 a, the |Sp) and |Tp) states are populated by 55% and 45%, respectively. The
other triplet states are neglected. The agreement between experimental data and
numerical simulation is striking. The phase distortions, are caused by triplet-triplet
coherences excited by the first pulse, when its flip angle is not an integer multiple of 90
degrees. Both experiments and simulations show phase distortions when the flip angle
is not an integer multiple of 90 degrees. These phase distortions arise as follows: When
the first pulse has a flip angle of 90 degrees, the pulse transfers the population of the
central triplet state |Tp) to the outer triplet states |T41), increasing the population
difference between the singlet state |Sp) and the central triplet state |Tp), and hence
enhancing the hyperpolarized NMR signal at the end of the pulse sequence. However,
the flip angle of the first pulse is not a multiple of 90 degrees, the transport of

populations between the triplet state is accompanied by the excitation of
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single-quantum triplet-triplet coherences, of the form |T'1) (Tp| and |Tp) (T+1]. These
coherences persist throughout the pulse sequence, and appear as out-of-phase signal
components in the observed spectrum, which have the effect of an undesirable phase

shift of the observed peak.

In Fig. 6.5 d a comparison is shown between the reference spectrum obtained with 400
scans and single scan NMR spectra of protons H* after applying the S2M sequence
with a purge pulse of 0° and 90°. The enhancement in the latter case was calculated to
be 1100 # 10 in contrast to 190 4 10 without applying the purge pulse. This
corresponds to 4.0 + 0.1% 'H polarization, and hence a nearly 6-fold improvement in
the achievable fumarate signal. The enhancement factor was calculated by comparing
the integral of the H* peak in the hyperpolarized and reference spectrum, accounting

for the difference in the number of scans between the two spectra.

The hard-pulse method yielded a 6-fold improvement in the achievable fumarate
signal, compared to 3-fold improvement for the spin-locking method. This was
unexpected since the spin-locking method can in principle lead to higher signal
enhancements as it should mitigate the effect of ST mixing entirely. We believe the
lower efficiency provided by spin locking is due to the micro-NMR probe design where
the RF field is concentrated exclusively onto the sample chamber as shown in Fig. 3.2
d. Therefore the solution outside of the sample chamber is not affected by the RF
irradiation, and thus ST mixing cannot be suppressed for molecules of fumarate that
formed in the channels before reaching the sample chamber. This is not a problem for

the hard-pulse method since the pulse is applied after the chemical reaction.

The results obtained show a remarkable reproducibility and stability of the chemical
reactions performed in the microfluidic device over the course of hours. A steady-state
between the rate of chemical reaction to form the hyperpolarized product and the rate
of relaxation was established, and without the confounding influence of these external
factors it is possible to study and optimise pulse sequences in hyperpolarized NMR
experiments. An additional benefit of working on a microfluidic scale is the small
sample volumes required, meaning expensive or scarce samples can be more readily

used. For example, the data in Fig. 6.5 b required 40 minutes of experimental time,
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consuming 400 uL of solution, which is the approximate volume required for a single

PHIP experiment in a conventional 5 mm NMR tube.

The yield of fumarate in the a—chip was 1.2 4+ 0.5 %. This low yield of the reaction is
most likely due to the limited uptake of hydrogen into the flowing solution as well as a
slow reaction time. As discussed in Chapter 4, when methanol is flowed through the
a—chip at 10 gL min~! at a partial pressure of 5 bar, only 10 mM of hydrogen
dissolves in the fluid. Since in this work water was used as the solvent, the
concentration of hydrogen dissolved is expected to be lower due to poorer solubility of

hydrogen in water.

In order to improve the yield, the reaction was repeated in the f—chip, which increases
hydrogen uptake. As discussed in the Chapter 5, at 10 L min~! the concentration of
hydrogen in the chip doubled compared to the a—chip. Additionally, the temperature
of the reaction was increased to 58°C, which is the maximum temperature that we were
able to obtain using the home-built water heater. Utilising the new chip design and

elevated temperature, the concentration of fumarate was increased to 3.0 = 0.2 mM.

Similarly to the S2M sequence, the efficiency of the S2hM pulse sequence can be
improved by mitigating the effects of ST mixing. The 90 — S2hM sequence is shown in
Fig. 6.6 a, where the purge pulse is applied to the proton channel just like in the S2M
sequence, then the polarization is transferred using the J—coupling network in

fumarate and is followed by 3C detection.

Fig. 6.6 b shows single scan carbon spectra of *C-hyperpolarized fumarate at different
flow rates. At 2 uLmin~!, the carbon signal is barely distinguishable from the noise
but as the flow rate increases, the signal intensity increases. The change in signal
intensity as a function of flow rate is displayed in Fig. 6.6 c. Until 8 gL min~!, there is
a near-linear increase in the product formation then the signal intensity plateaus. This
reaction profile is markedly different to the ones reported in the previous chapters. At
very low flow rates, the time it takes for the product to be delivered into the sample
chamber is greater that the relaxation time therefore, the product is formed upstream
from the sample chamber and is passively carried into the detection chamber. As a

result, increasing the flow rate results in a faster delivery of the product however since



6.3. Results and Discussion 125

1807 , 909, 1803

-
'
'
'

T J 1
n, - n,
b C i
5000} e ¢ ® o
> [}
£ 4000f
. [

12 uL min o)
£ 30007
©

6 1L min™ 5 2000} o
[7p)

%/\M/\WM\ |

175.95 176.00 176.05 0 2 4 6 8 1012 14 1618
Chemical shift / ppm Flow rate / uL min

FIGURE 6.6: a) S2hM pulse sequence used to transfer the polarization from the proton

singlet state to carbon. The following parameters were found to be optimal for the

sequence: 7 = 0.0158 ms, n; = 7, ng = 7. b) 3C spectra of [1-13C]fumarate at

different flow rates. c) A plot of the signal intensity of [1-13C]fumarate as a function of
flow rate.

carbon nuclei relax at much slower rate compared to proton nuclei the initial reaction
profile is much smoother compared with the reaction profile discussed in the previous
chapter. After 8 uL min~! flow rate, the intensity of the signal ~plateaus. This is

likely due to the fact that the reaction is slow and uptake of hydrogen into the chip is

no longer limiting the rate of the reaction.

Detection of 13C signals arising from thermally polarized fumarate was not possible
using our home-built transmission line probe due to the limited sensitivity. To
estimate the signal enhancement, the hyperpolarized spectrum was compared with a
spectrum of 1M D-glucose-1-13C obtained after the application of 5 pulse; shown in
Appendix III. The SNR in the glucose spectrum is 2:1, while in the hyperpolarized
spectrum of fumarate the SNR is 9:1. Since glucose spectrum was obtained from 32

number of scans, the SNR in a single scan is \/% ~ 0.35. Accounting for the fact that
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glucose spectrum was obtained from 1 M sample and spectrum of fumarate was
obtained from 3 mM sample, this leads to the signal enhancement factor of
9_, 1000 g

€= g3 * 3 500. Leading to ~8% carbon polarization.

6.4 Conclusions

In this work we employed a microfluidic chip to perform PHIP reactions, incorporating
the hydrogenation, sample transport, RF excitation and signal detection steps onto a
single device. This system was used to investigate pulsed NMR methods that reduce
the detrimental effects of singlet-triplet mixing in this PHIP reaction. We showed that
the application of continuous wave irradiation prior to applying the S2M pulse
sequence leads to a 3-fold improvement to the fumarate proton polarization, and also
allowed us to locate the chemical shift of the catalyst complex on which singlet-triplet
mixing occurs. We contrasted that with application of a 7/2 pulse prior to applying
the S2M sequence, which led to a 6-fold improvement to the proton polarization. The
same principle can be applied to improve the efficiency of the S2hM pulse sequence
however, applying 90 — S2hM in the a—chip we did not observe any '3C signals. This
is likely due to very low yield of fumarate in the a—chip, as only ~1 % of product was
obtained. Performing the reaction in the S—chip and raising the temperature to 58°C

improved the reaction yield to ~3% and ~8% carbon polarization was obtained.
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Chapter 7

Conclusions

In this work, a spatially resolved kinetic finite element model of a PHIP reaction in a
microfluidic chip was developed. The model informed design of an optimised
microfluidic device that enabled the formation, sample transport, RF excitation and
observation of *C-hyperpolarized metabolites on a single, compact microfluidic device

at the pL scale.

Chapter 4 described the development of the spatially-resolved kinetic model of the
a—chip where firstly, a kinetic model of the propargyl acetate reaction with hydrogen
in thermal equilibrium has been established and its rate constants have been calibrated
using macroscopic kinetic measurements. Then the kinetic model was coupled with a
2D finite element representation of the chip. In order to test the performance of the
finite element model, hydrogen flux from from the PDMS membrane was simulated.
The simulation successfully predicted the hydrogen uptake at flow rates below 10
pLmin~'. Above that, the simulation over predicted the amount of hydrogen taken up
by the chip. This discrepancy is not yet understood. Following that, the full reaction
of propargyl acetate hydrogenation was simulated. This was done by utilising reaction
rates obtained from macroscopic measurement in a finite element
convection-diffusion-reaction simulation. The model successfully predicted the yield of
hyperpolarized allyl acetate in the sample chamber of the device as a function of flow
rate. The results were in quantitative agreement with published experimental data.

Lastly, the model was used to predict the concentration of hyperpolarized allyl acetate
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when some of the conditions were changed. It was identified that the concentration of
hyperpolarized allyl acetate was ~proportional to the concentration of hydrogen
present in the chip therefore, designing a device that maximises its uptake was
required to improve the yield. This chapter demonstrated that simple 2D
representation of a microfluidic device can be used to predict the outcome of a
hyperpolarized reaction and to our knowledge this was the first demonstration of such
simulation for a PHIP reaction. This a powerful method to test many hypothetical

conditions without the expense of laboratory time.

Chapter 5 described the engineering of the S—chip which improved the yield of the
PHIP reaction. Firstly, an additional hydrogen channel was introduced in the finite
element domain to simulate the effect. The simulation predicted that this modification
will lead to doubling of the concentration at the flow rate of interest. Following these
encouraging simulation results, the S—chip was manufactured. The additional gas
channel was introduced by interposing the fluid channel between two gas channels.
The experimental results confirmed that an additional hydrogenation channel resulted
in at least 2-fold increase in hydrogen uptake into the device and consequently led to a
15-fold increase in the yield (at 25°C) of the hyperpolarized allyl acetate compared
with the previously reported a—chip design [1]. Lastly, the reaction was studied at RT,
37°C, and 47°C. Heating the sample chamber of the chip to 37 °C led to a further
increase in the yield to 7.0 £0.2 mM. However, a further increase to 47°C led to a drop
in the reaction yield to 5.2 £0.2 mM. The enhancement factors of 750, 1060 and 930
were calculated for each temperature, which are much lower to what previously has

been reported in the same device. This is most likely due to relaxation.

Although the simple 2D representation of the a—chip provided invaluable insight into
the complex spatially resolved kinetics occurring inside of the device it has reached its
limit with a more complex geometry. To fully understand the interplay of the
spin-dynamics, reaction kinetics and transport properties in the chip. This can
potentially be achieved by simulation these conditions using Flokke Planck formalism

discussed in details in Ref [243, 241].
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Increasing the yield of the propargyl acetate hydrogenation reaction from 2% to 35% is
a vital step towards implementing all steps of the PHIP-SAH reaction in a single
microfluidic device and such yield should be sufficient for further transformations.
Other modifications in the channel network can be performed to enhance the yield in
LoC if required however, the device fabrication method needs to be changed. The
current method involves laser cutting PC, which leads to melting of the material rater
than straight cuts. This prevents from being able to cut complex pathways to increase

the surface area of the device.

In the last experimental Chapter 6, the first demonstration of a 3C-hyperpolarized
metabolite by PHIP is reported. The metabolite was generated from acetylene
dicarboxylic acid [1-13C] disodium salt in the presence of a ruthenium-based catalyst,
which resulted in a trans-hydrogenated [1-!3C]fumarate, and the S2M and S2hM pulse
sequences were used to generate in-phase proton and carbon magnetisation for

1

observation in the 2.5 uL min™" sample chamber.

The system was used to investigate pulsed NMR methods that reduce the detrimental
effects of singlet-triplet mixing in this PHIP reaction. It was demonstrated that the
application of the continuous wave irradiation prior to applying the S2M pulse
sequence leads to a 3-fold improvement to the fumarate proton polarization, and also
allowed location of the chemical shift of the catalyst complex on which singlet-triplet
mixing occurs. The method was contrasted with the application of a /2 pulse prior to
applying the S2M sequence, which led to a 6-fold improvement to the proton
polarization leading to 3% 'H polarization. The same principle applies to the S2hM
sequence thus the application of the pre-pulse should in-principle combat the
detrimental effects of the ST mixing. However, simply applying the 90 — S2M sequence
to the precursor solution flowing in the a—chip did not yield any observable carbon
signals. One possible problem could be the low yield as only 1% of fumarate was
generated. Utilising the S—chip tripled the obtained yield and lead to 8% carbon

polarization.

The continuous-flow PHIP approach allows one to establish a constant stream of a

hyperpolarized product, providing stable and reproducible conditions for the study of
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complex chemical and spin-dynamical phenomena in a well-controlled environment.
This is an important step towards the observation of metabolism in biological systems
by hyperpolarized NMR on a single microfluidic device. By bringing hydrogen gas into
solution through a membrane as opposed to bubbling or shaking, the chemical reaction
is more stable and reaches a steady-state with a variation in the concentration of
reaction product of 3%. By operating at a small volume-scale (microliters), the
consumption of expensive materials is significantly reduced as compared to performing

reactions in NMR tubes.

Not only does microfluidic implementation aid in the development of hyperpolarized
NMR methods, but incorporating hyperpolarization to enhance NMR signals opens the
door to the use of NMR as a detection method to study biological systems in
microfluidic devices. Methods such as fluorescence spectroscopy require using specific
fluorescent tags to track molecules, and UV-visible spectroscopy offers limited ability
to identify molecules. The molecular specificity and non-destructive nature of NMR
spectroscopy makes it an ideal technique to track metabolic reactions, and direct
production of hyperpolarized fumarate in a microfluidic chip is an important step
towards this goal. However, further developments are required to make this dream a

reality, such as the removal of toxic chemicals after the hyperpolarization process.

A prerequisite of using PHIP-polarized metabolites for biological studies is the ability
to remove the catalyst and reaction side-products from the solution. This has been
shown to be possible for [1-'3C]fumarate via a precipitation procedure [270], and for a
variety of other PHIP-polarized metabolites via the side-arm hydrogenation

procedure [24]. Precipitation procedures are not feasible in microfluidic devices as the
solid would block the fluidic channels. One possible solution would be to use scavenger

compounds that bind the catalyst could potentially be used for this purpose [318, 319].

I thoroughly enjoyed working on this project and I look forward to seeing further

advancements.



Chapter 8

Appendix 1

Fig. 8.1 shows the temperature recorded by the heater during the propargyl acetate

hydrogenation reactions reported in Chapter 5 as a function of time. Three

temperatures were recorded 25 °C, 37 °C, and 47 °C. It took ~40 minutes for the

heater to stabilise at the set temperature and 0.1°C variation in temperature was

recorded.

Temperature / °C

48
46 +
44 +
42
40 +
38 |
36 |
34
32 +
30 |
28 |
26 |
24
22 +
20 L - - L L - - - - - -
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F1GURE 8.1: Temperature log for the hydrogenation of propargyl acetate shown in
Chapter 5.
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Chapter 9

Appendix II

A log of temperature for the hydrogenation of acetylene dicarboxylic acid [1-!3C]

disodium salt with parahydrogen reported in Chapter 6. Similarly to the temperature

log reported in Appendix 8, it took ~45 mins for the heater to reach temperature of

58°C. Once the heater reached the desired temperature, a 0.1°C variation was

recorded.

58
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FicUure 9.1: Temperature log for the hydrogenation of acetylene dicarboxylic acid

[1-13C] disodium salt shown in Chapter 6
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Chapter 10

Appendix III

A 13C spectrum of 1M D-Glucose-1-13C.

1.0x1¢ +

5.0x10 F

25.0x10

%0 80 70 60 50
Chemical shift / ppm

FIGURE 10.1: '3C spectrum of 1M D-Glucose-1-13C.
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Chapter 11

Appendix IV

This Appendix contains SpinDynamica and Mathematica code used to produce some

of the Figures in this Thesis. The following documents are included:
1. Simulation of a spectrum obtained with thermally equilibrated hydrogen shown
in Fig. 2.9
2. Simulation of a PASADENA spectrum spectrum shown in Fig. 2.10
3. Simulation of an ALTADENA spectrum spectrum shown in Fig. 2.11
4. Simulations of the S2M pulse sequence shown in Fig. 2.14 — 2.17

5. Simulations of the 90-S2M pulse sequence where the phases of the pre-pulse and
S2M block differ for [1-!3C]fumarate shown in Fig. 6.5.



H2 in Thermal Equilibrium Simulations

;- SetSpinSystem([2]

SetSpinSystem: the spin system has been set to {{1 ;—} {2‘ ;—}}

m= H=500pI[1, "z"] +-500pI[2, "z"] +13 0pI[1l, "2z"].0pI[2, "Z"]
ourj= 13 (Iyz°I2,) +50 Iy, - 50 Io,

= pthermal = UnityOperator[] +opI[1l, "z"] +o0pI[2, "2"]
oupj= Iy g+ I, +1
1= SigThermal = S'igna'l.lD[{{Z 740, "2k"}}, InitialDensityOperator » pthermal,

BackgroundGenerator -» H, Preparation - RotationSuperoperator[{x/2, "x"}]]

Signal1D: Using SignalCalculationMethod — Diagonalization
Signal1D: Using LineBroadening — 27 X 28.6583 X 10 Srads™!

ou- Signal[ {0, 51.15, 25.x 107} , { Lorentzian ,<<4>>}]

- ListPlot[Re@FT@SigThermal, Frame » False]

outf+}=

Printed by Wolfram Mathematica Student Edition



PASADENA Simulations

;- SetSpinSystem([2]

SetSpinSystem: the spin system has been set to {{1 ;—} {2‘ E}}

m= H=500pI[1, "z"] +-500pI[2, "z"] +13 0pI[1l, "2z"].0pI[2, "Z"]
ourj= 13 (Iyz°I2,) +50 Iy, - 50 Io,

- pPASADENA = UnityOperator[] -0.50pI[1, "z"].0pI[2, "2"]
oufel- -0.5 (Ilz'Izz) +1
-}~ ST1gPASADENA = SignallD[{{2 7 40, "2k"}}, InitialDensityOperator » oPASADENA,
BackgroundGenerator » H, Preparation - RotationSuperoperator[{x/4, "x"}]]
Signal1D: Using SignalCalculationMethod — Diagonalization
-1

Signal1D: Using LineBroadening — 27 X 28.6583X107° rad s

our = Signal[ {@, 51.15, 25. x107°} , { Lorentzian ,<<4>>}]

1= ListPlot[Re@FT@SigPASADENA, Frame -» False]

Outf+]=

Printed by Wolfram Mathematica Student Edition



ALTADENA Simulations

= SetSpinSystem[2]
- (s Ny g
SetSpinSystem: the spin system has been set to {11 —}‘ 2 —}}
L SPY AR Y
(10 g, ]
SetBasis: the state basis has been set to ZeemanBasws’ 1{1, 7} 12. 7}} BasisLabels — Automatic
2 2

m= H=500pI[1, "z"] +-500pI[2, "z"] +13 0pI[1l, "2z"].0pI[2, "Z"]
13 (I1,T5,) +50 I, -50 I,

1
1= p® = — UnityOperator[] - opI[1].opI[2]
4
1
outfe}= = (le'sz) ~Iiye oy -I1,°I5, + ;

)= BUT[B_] := B 107%;
{Asys, Esys} = Corre'l.atedE'igensystems[
-BuT[B] « GyromagneticRatio[1] (opI[1, "z"]-o0pI[2, "2"]) +
27150pI[1].0pI[2], {B, 0, 1, 1/20}];
First[=sys]
Last[ssys] // Simplify
our - {0, {0.707107 |Ba) - 0.707107 {aB), 1. fac), 0.707107 |Ba) + 0.707107 {aB), 1. {BB)}}

our-)= {1, {-0.08707 {Ba) +0.996202 {aB), 1. faa), 0.996202 |Ba) + 0.08707 {aB), 1. |BB)}}

t = ListPlot[Asys, PlotLegends -> Automatic, PlotRange -> Full]

200} 1

Infe]

100} q

O 1 2

-100+ ] — =&

-200 q

-300¢ ]

0.0 0.2 0.4 0.6 0.8 1.0

i~ PALTADENA = NPropagate[{Function|[t,
+I27 (100 t+0.01) CommutationSuperoperator[(opI[1, "z"] -opI[2, "z"])]],
5, PropagationMethod -> Adiabatic, EventSampling -> (500}},
BackgroundGenerator -> 2 w15 opI[1].0pI [2]] [00] 5

Printed by Wolfram Mathematica Student Edition



2 | ALTADENA.nb

mnj= ListPlot[Re[FT[SignallD[{{2 7 100, "2k"}},
InitialDensityOperator -> pALTADENA, BackgroundGenerator -> H]11]
Signal1D: Using SignalCalculationMethod — Diagonalization

Signal1D: Using LineBroadening — 27 X 71.6457x 10 rad s™".

0.02 ]

0.01F ]

outf+]= 0.00 | . ]

-0.01} ]

-0.02} ]

-40 -20 0 20 40

Printed by Wolfram Mathematica Student Edition



S2M Simulations

1= SetSpinSystem[2]
4
SetSpinSystem: the spin system has been set to {{1 —}, {2 —}}
2
1= SetBasis[SingletTripletBasis[]]
1 1
SetBasis: the state basis has been set to Smg\etTr\p\eIBaswsl { { 1, } {2. }} BasisLabels — Auiomamcl
2 2
= HS2M[A_, I_] = 273 opI[1].0pI[2] + maA (opI[l, "z"] -opI[2, "z"])

eST[A_, J_] := ArcTan[a /3]

S2M1[A_, J_] :=
{Repeat[{{None, 1/ (4 +100)}, Pulse[{x, x/2}], {None, 1/ (4« 100)}},
Round[x/ (4 €ST[a, 31)]]}

5
i

)= S2M2[A_, I_] := {{None, 1/ (4 +100)}, Pulse[{r/2, 0}]}

= S2M3[A_, J_] =
{Repeat[{{None, 1/ (4 +100)}, Pulse[{x, n/2}], {None, 1/ (4 100)}},
Round[x/ (26ST[a, 31)]]}

1= SetBasis[SingletTripletBasis[]]

1 1
SetBasis: The basis is already set to Sing\etTripIetBasisH{ 1, 5} {2‘ 5}} BasisLabels — Autamat\c| No action has been

taken

1
1= p® = — UnityOperator[] -opI[1l].0opI[2]
4
1
ouri = (IrxoTax) - T1yIpy - T1z°Ip, + "

n-= p® // MatrixRepresentation // MatrixForm

Out[« J/MatrixForm=

1
0
0
0

ool oNo)
[cNoNoNo]
o oNoNo)

Printed by Wolfram Mathematica Student Edition
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1= MatPlot = Matr'ixP'Lot[Abs@Matr'ixRepresentat'ion[pO] ,
Mesh -> All, MeshStyle » Directive[Gray, Dashed],
ColorFunction » (Blend[{White, LightereBlue}, #] &[Rescale[#, {0, 1}]1] &),
ColorFunctionScaling -» False, PlotLegends - BarLegend[
{(Blend[{White, LightereBlue}, #] &[Rescale[#, {0, 1}]] &), {0, 1}}, 9]]

Ouffe]s | F-=-=-=------q-—=—-———-—-

1= pl = NPropagate[S2M1[1, 100], BackgroundGenerator -> HS2M[1, 100] ] [p®] //
ExpressOperator

OperatorBasis: The current operator basis is inappropriate for the current spin system or the current spin state basis.

1 1
SetOperatorBasis: the operator basis has been set to Sh\ﬁAndZOperatorBasws’{{1. E} {2‘ E}}, Sorted — CoherenceOrder|.

our - (©.00459748 - 0.499978 i) (I;+I;) + (0.00459748 +0.499978 i) (IiI;) -
1. (I1,°I5,) +0.001082891;,-0.00108289 I, +0.251

n-1= pl // MatrixRepresentation // MatrixForm

Outf+ /MatrixForm=

0.495403 0 0.00108289 +0.4999781 0

0] (0] 0 (0]
0.00108289 - 0.4999781i 0 0.504597 (0]
[¢] 0 0 [¢]

Printed by Wolfram Mathematica Student Edition
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Infe]:= Matr'ixP'Lot[Abs@Matr'ixRepresentat'ion [p1],
Mesh -> All, MeshStyle » Directive[Gray, Dashed],
ColorFunction » (Blend[{White, LightereBlue}, #] &[Rescale[#, {0, 1}]1] &),
ColorFunctionScaling -» False, PlotLegends - BarLegend[
{(Blend[{White, LightereBlue}, #] &[Rescale[#, {0, 1}]] &), {0, 1}}, 9]]

0.9

0.7
0.6
0.5
0.4
0.3
0.2

mn-= p2 = NPropagate[S2M2[1, 100], BackgroundGenerator -> HS2M[1, 100] ] [pl] //
ExpressOperator
ourj= 0.254804 (I7+1;) - 0.245196 (I;+I3) +0.000997596 (I;+I5,) - 0.245196 (IiI3) +
0.254804 (I;I;) +0.000997596 (Ij+I,,) - 0.000997596 (I,*I;) -
0.000997596 (I;,+I;) +0.0192148 (I;,+I,,) + (0. +0.249953 i) I; -
(0. +0.249953 1) Ij- (0. +0.249953 1) I,+ (0. +0.2499531) I;+0.251

p2 // MatrixRepresentation // MatrixForm

outf rixForm=
0.490393 -0.000705407 - 0.3534871 0 -0.000705407 - 0.353487 i
-0.000705407 + 0.353487 1 0.254804 0] 0.254804
[0} 0] 0] 0]
-0.000705407 + ©0.353487 1 0.254804 0] 0.254804

Printed by Wolfram Mathematica Student Edition
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Infe]:= Matr'ixPlot[Abs@Matr'ixRepresentat'ion [p2],
Mesh -> Al1l, MeshStyle » Directive[Gray, Dashed],
ColorFunction » (Blend[{White, LightereBlue}, #] &[Rescale[#, {0, 1}]1] &),
ColorFunctionScaling -» False, PlotLegends - BarLegend[
{(Blend[{White, LightereBlue}, #] &[Rescale[#, {0, 1}]] &), {0, 1}}, 9]]

0.9

0.7
0.6
0.5
0.4
0.3
0.2

n-= p3 = NPropagate[S2M3[1, 100], BackgroundGenerator -> HS2M[1, 100] ] [p2] //
ExpressOperator

ourj= 0.254804 (I7+1;) + (0.245194 - 0.000392429 i) (I;I3) -
(0.00107362 + 0.000997593 i) (I;*I,.) + (0.245194 +0.000392429 i) (Ij-I;) +
0.254804 (Ii+I3) - (0.00107362 - 0.000997593 i) (Ij+I,,) +
(0.00107362 - 0.000997593 i) (I;.+I;) + (0.00107362 +0.000997593 i) (I,,*I;) +
0.0192148 (I;,I5,) + (0.249953 - 0.000198952 i) I+
(©.249953 + ©.000198952 i) Ij +0.0010524 I, + (0.249953 + 0.000198952 i) I +
(0.249953 - 0.000198952 i) I -0.0010524 I,,+0.251

1= p3 // MatrixRepresentation // MatrixForm

Outf+ /MatrixForm=
2.57254 x10°° 0.000759163 + 0.000281361 0.0010524 + 0.000392429i 0.0
0.000759163 - 0.00028136 i 0.254804 0.353486 + 0.000705405 i
0.0010524 - 0.000392429 1 0.353486 - 0.000705405 i 0.49039 0.
0.000759163 - 0.00028136 i 0.254804 0.353486 + 0.000705405 i

Printed by Wolfram Mathematica Student Edition



Infe]:= Matr'ixPlot[Abs@Matr'ixRepresentat'ion [P3]1,
Mesh -> Al1l, MeshStyle » Directive[Gray, Dashed],
ColorFunction » (Blend[{White, LightereBlue}, #] &[Rescale[#, {0, 1}]1] &),
ColorFunctionScaling -» False, PlotLegends - BarLegend[
{(Blend[{White, LightereBlue}, #] &[Rescale[#, {0, 1}]] &), {0, 1}}, 9]]
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Printed by Wolfram Mathematica Student Edition
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Fumarate Simulations

1= SetSpinSystem[3]

SetSpinSystem: the spin system has been set to {{1 ;—} {2. 1—} {3, l}}

1 1 1
SetBasis: the state basis has been set to ZeemanBasmH{L E} {2. g} {3. 5}} BasisLabels — Automatic|.

- SetBasis[ProductBasis[SingletTripletBasis[{1l, 2}], ZeemanBasis[{3}]]]
CheckBasis: State basis is orthonormal.
SetBasis: the state basis has been set to
1 1 1
ProductBaswsl{Smg\etTnp\etBaswsl{{1 —}, {2, —}} BasisLabels — Au1omatic‘, ZeemanBasisl{{S, —}} BasisLabels
2 2 2
1

N Automatic‘}‘ {{1 15} {2‘ E}' {3‘, %}} Validity - True|.

- BasisKets[]

- {Baa) + {aBa) | Baa) + {aBa)
outf+]= {f’ faaa) , ?1
2 2
180y, —POBY X NOBBY gy, 1POBD X 1OBB) )
N2 N2

-1~ BasisBras[]

-<Baa| + <afo| <Boo| + <afa|
—, <aaal, ———————,

V2 V2
-<BaB| +<aBB| <BoB]| +<aBp|
) <aof3 | y T

V2 V2

Outf+]= {

<BBal , » <BBBI}
n-1= Hspins = {1, 2}
oup)= {1, 2}

1= Cspins = {3}
oufe)= {3}
)= HO = 2 7312 opI[1] .0pI[2] +
27313 0pI[1, "z"].0pI[3, "2z"] +2xJ23 0pI[2, "2z"].0pI[3, "2"]
our= 2312 70 (TyxeTox + TayeToy + Iip0Ty5) #2313 71 (I1,0T5,) +2 323 71 (I3,01s,)

n-)= params = {J12 » 15.9, J13 -» 3.3, J23 > 5.9, A > 1}
our- - {312 5 15.9, J13 - 3.3, J23 5 5.9, A > 1}

no)- pstart[p_] := Evaluate|[
p PopulationOperator[1] + (1 - p) PopulationOperator[3] - UnityOperator[] /4 //
ExpressOperator // Simpli fy] H
OperatorBasis: The current operator basis is inappropriate for the current spin system or the current spin state basis.
SetOperatorBasis: the operator basis has been set to

1 1 1
Sh\ftAndZOperalorBaS\sl{{1. —}, {2. —}, {3, —}} Sorted — CoherenceOrder|.
2 2 2

Printed by Wolfram Mathematica Student Edition
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Offl = {#[1], #[2] + 0.002} & /@Sigl;
T =7r/ (2 sqrt[(27312)2+ (2 (323-313))2]) /. params

0.0155172

n = Round[x/ (4 ArcTan[ (323 - J13) /312])] /. params
5

S2M90[t_, nl_, n2_, 6_] :=
RotationSuperoperator[{1, 2}, {6, "y"}1,
Repeat[{

{None, t},
RotationSuperoperator[{1, 2}, {x, "y"}1,
{None, t}
}, n2],
{None, t},
RotationSuperoperator[{1, 2}, {x/2, "y"}],
Repeat[{
{None, t},
RotationSuperoperator[{1, 2}, {x, "y"}1,
{None, t}
}, nl]

}

S2M902([t_, n1_, n2_, 6_] := {
RotationSuperoperator[{1, 2}, {6, "Xx"}1,
Repeat[{

{None, t},
RotationSuperoperator[{1, 2}, {x, "y"}1,
{None, t}
}, n2],
{None, t},
RotationSuperoperator|[{1, 2}, {r/2, "y"}],
Repeat[{
{None, t},
RotationSuperoperator[{1, 2}, {x, "y"}],
{None, t}
}, n1]

Printed by Wolfram Mathematica Student Edition
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- SigTable = Table[Re@FT@SignallD[{{2 x 1200, "2k"}},
InitialDensityOperator » pstart[5.8/(5.8+4.8)],
BackgroundGenerator - (HO /. params) , Preparation -» S2M902[0.0158, 14, 7, x],
PlotRange » All, LineBroadening - 40], {x, 0, 2x, 2x/36}];
Signal1D: Using SignalCalculationMethod — Diagonalization
Signal1D: Using SignalCalculationMethod — Diagonalization

Signal1D: Using SignalCalculationMethod — Diagonalization

- General: Further output of Signal1D::reportscm will be suppressed during this calculation

1= OffTable = Table[{+ (#[1] +300 » (i-1)) / (3600 « 3) » 360, #[2] /0.0004} & /@
SigTable[[i]], {i, 1, 37, 1}];

m-1- ListPlot[0ffTable, PlotStyle » {{Blue, Thickness[0.001]}},
PlotRange -» {{-20, 380}, All},
FrameTicks » {{{0, 2, 4, 6}, None}, {{0, 90, 180, 270, 360}, None}}]

6
4,
ow |
ARTIAMREHRRAMMMTIINY
0118 AR T
0 90 180 270 360

- SigTable2 = Table [Re@FT@SignallD[{{2 x 1200, "2k"}},
InitialDensityOperator » pstart[5.8/(5.8+4.8)],
BackgroundGenerator - (H® /. params), Preparation » S2M90[0.0158, 14, 7, x],
PlotRange » All, LineBroadening - 40], {x, 0, 2x, 2x/36}];
Signal1D: Using SignalCalculationMethod — Diagonalization
Signal1D: Using SignalCalculationMethod — Diagonalization

Signal1D: Using SignalCalculationMethod — Diagonalization

- General: Further output of Signal1D::re cm will be suppressed during this calculation.

)~ OffTable2 = Table[{ (#[1] + 300 » (i-1)) / (3600  3) « 360, #[2] /0.0004} & /e
SigTable2[[i]], {i, 1, 37, 1}];

Printed by Wolfram Mathematica Student Edition
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;- ListPlot[0ffTable2, PlotStyle -» {{Blue, Thickness[0.001]}},
PlotRange -» {{-20, 380}, All},
FrameTicks » {{{0, 2, 4, 6}, None}, {{0, 90, 180, 270, 360}, None}}]
6

i 1l |

0 90 1 éO 2‘70 360

Printed by Wolfram Mathematica Student Edition
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