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#### Abstract

This article proposes a novel space vector pulse width modulation (SVPWM) scheme for multilevel converters in abc coordinate system, in which the reference vector is decomposed into an offset vector and a remainder vector that can be synthesized using two-level SVPWM. The switching state satisfying a specific relationship is first selected as the offset vector such that the common-mode components are eliminated and therefore the phase voltages are decoupled. A dynamic reference point mechanism establishes a one-to-one correspondence between all available vector combinations and one unique variable, i.e., the number of level shifts. This feature further facilitates a general approach to determining the optimum switching states to satisfy different control objectives, such as common-mode voltage rejection. Besides, phase decoupling enables the introduction of carrier-based modulation to simplify implementation, where the duty cycle of the zero vector can be flexibly adjusted while the non-zero vectors remain the same to generate an equivalent output. Consequently, two-level SVPWM-based method and carrierbased PWM are combined to exploit their respective strengths. The proposed scheme achieves overmodulation operation, and provides more flexibility, i.e., redundant switching states and adjustable duty cycles, to optimize switching patterns. Simulation and experimental results validate the proposed algorithm.


Index Terms-Multilevel converter, space vector pulse width modulation (SVPWM), dynamic reference point mechanism, carrier-based implementation.

## AbBreviation

CBPWM
CHB
CMV
FC
NLM Nearest level modulation.
NTVs Nearest three vectors.
OSS Optimum switching state.
PDPWM Phase-disposition PWM.
PWM Pulse width modulation.

[^0]| RP | Reference point. |
| :--- | :--- |
| RSC | Redundant switching combination. |
| RSS | Redundant switching state. |
| RVV | Reference voltage vector. |
| SVD | Space vector diagram. |
| SVPWM | Space vector PWM. |
| THD | Total harmonic distortion. |

## I. Introduction

MULTILEVEL converters with their advantages of low total harmonic distortion (THD), high power density, low voltage stress, high efficiency, and low $d v / d t$ have been widely used in machine drives, train traction, photovoltaic power generation, and ship propulsion systems [1][4]. Amongst them, the neutral-point clamped, flying capacitor (FC) and cascaded H-bridge (CHB) converters have been the most popular topologies [5]-[7]. Along with the growth of the multilevel topologies, various pulse width modulation (PWM) techniques have been developed: carrier-based PWM (CBPWM), including phase-shifted PWM [8], [9] and phasedisposition PWM (PDPWM) [10]-[12]; space vector PWM (SVPWM) [13]-[15]; and nearest level modulation (NLM) [16], [17]. Compared with the other two methods, SVPWM provides higher voltage utilization and more flexibility to optimize converter's performance via redundant switching states (RSSs). Therefore, SVPWM has become more widespread as a solution for multilevel converters.

The implementation of conventional multilevel SVPWM can be divided into the following four steps [18]: 1) identifying the location of the reference voltage vector (RVV); 2) selecting the switching states of the nearest three vectors (NTVs); 3) calculating the duty cycles; 4) generating the switching sequence and gate pulses. However, an $n$-level converter has $n^{3}$ switching states and $6(n-1)^{2}$ triangle sectors [19], leading to increased computational complexity to deal with the first two steps as the number of levels increases. Moreover, the last two steps become particularly tedious. In other words, as the number of levels increases, the synthesis of the RVV becomes more complicated and computationally more demanding. This has stimulated research into generalized, flexible and computationally efficient modulation schemes.

In carrier-based implementations [20]-[22], an output equivalent to SVPWM is achieved by injecting a zero-sequence component into the reference voltage, thus avoiding the timeconsuming calculation needed to identify the NTVs. More
importantly, the switching sequence along with gate pulses are naturally generated by comparison with triangular carriers. However, similar to CBPWM, carrier-based SVPWM does not effectively utilize RSSs to achieve specific optimization objectives, which may lead to high common-mode voltage (CMV) and non-uniform power loss distribution amongst the switching devices.

Other multilevel SVPWM schemes use nonorthogonal coordinate systems such as the $g h$ coordinate [23], $45^{\circ}$ coordinate [3], [24], line voltage coordinate [25], [26], and others [18], [19]. In these methods, the RVV can be synthesized using simple mathematical operations, as the space vector diagram (SVD) coordinates are all integers and there are no RSSs in these nonorthogonal coordinate systems. Also, sector judgment and trigonometric operation are typically avoided. However, the key issue with most of these approaches is that intricate coordinate transformation and inverse transformation are required, and RSSs need to be compared with each other and properly selected when transferred back to $a b c$ coordinates, which complicates the process and hinders application.

Other common approaches are based on two-level SVPWM [27]-[38]. In [27], the synthesis of a given RVV is simplified by decomposing a multilevel SVD into its constituent twolevel hexagons. The RVV is then decremented by the voltage vector that locates the origin of the two-level hexagon where the RVV lies to produce a remainder vector within it. This enables the calculation of the duty cycles in a similar way to two-level SVPWM. In [29], the origin of the two-level hexagon containing the RVV is located by a first mapping that iteratively locates the origins of the surrounding set of larger nested hexagons starting with the central origin. This eliminates the need for look-up tables and reduces memory requirements. However, as the number of levels increases, the number of mapping iterations and corresponding computational effort increase significantly. The number of iterative calculations is reduced in [30] by decomposing the multilevel SVD into judicially selected two-level SVDs, but look-up tables are now required, which would limit implementation for high number of levels. Therefore, these algorithms share a common problem that their computational complexity or storage requirements rises sharply with the number of levels.

To solve the aforementioned problems, several further simplified techniques have been proposed. In [33], the available origins of the two-level hexagons are reduced to the designated layers, and two discriminant variables are introduced to identify the region containing the RVV. This processing is independent of the number of levels, whereas the acquisition of RSSs and the generation of the switching sequence are not involved. In [34], the RVV is decomposed into an offset vector and a remaining reference vector, in which the offset vector is immediately identified based on phase-voltage modulation, while the calculation of the duty cycles is based on twolevel SVPWM. But sector judgment and multi-step mapping needed to determine the switching sequence increase computational and programming complexity. Similarly, the RVV is decomposed into integer part and fractional part in [37], except that switching pulse durations instead of the switching sequence are directly derived from matrix operations. How-
ever, the bulky matrix calculations can undoubtedly lead to low efficiency. In fact, few of these simplified methods involve a systematic solution to determining the switching sequence, and complex encoding is typically required for three or four switching states and their respective duty cycles, which causes extra memory consumption [38]. NLM-based implementations are thus introduced in [5], [38], which encode each phase separately instead of processing all phases simultaneously. Nevertheless, the sequence order has to be alternately reversed to reduce THD. In essence, these methods tend to utilize twolevel SVPWM only in the calculation of the duty cycles, while the generation of the switching sequence is irrelevant to it. Besides, alternative RSSs and possible overmodulation operation are normally ignored, either to reduce the computational burden or due to limitations of the algorithm itself.

One of the most prominent features of SVPWM is that the converter's performance can be optimized by appropriately selecting RSSs [13], [25]. Intensive research has been conducted on CMV rejection since it can cause the bearing current, electromagnetic interference and insulation failures [6], [15], [26]. The three switching states with the minimal CMV magnitude in the NTVs are chosen as the output in [6], [33], where only a five-segment sequence is available and thus the CMV cannot be thoroughly eliminated. In [3], zero CMV is achieved at each moment by flexibly converting phase and line voltages, but the switching vectors obtained are not the NTVs, resulting in substantially increased THD. In [19], the timeaveraged CMV elimination is achieved within each switching period by introducing a fourth switching state. However, the additional vector judgement and duty cycle redistribution as well as the aforementioned deficiencies in nonorthogonal coordinate systems hinder its application. Furthermore, these approaches generally no longer apply when another converter objective arises. Therefore, a general, versatile and efficient approach for the selection of the optimum switching state (OSS) is still the subject of active research.

This article proposes a novel SVPWM scheme in abc coordinate system, which combines two-level SVPWM-based method and CBPWM. Compared with the previous SVPWM methods, the proposed scheme has the following advantages.

1) It avoids look-up tables, trigonometric operation, coordinate transformation, and only requires simple logical judgment and arithmetic calculation. Also, complicated calculation of the duty cycles is avoided.
2) A one-to-one correspondence between all available vector combinations and one unique variable, i.e., the number of level shifts, is established. On this basis, a generalized method is proposed to determine the OSS.
3) The switching sequence along with gate pulses are naturally generated through the PDPWM, which can flexibly adjust the duty cycle of the zero vector by injected zero-sequence components while keeping nonzero vectors unchanged to produce an equivalent output.
4) It provides more flexibility, i.e., RSSs and adjustable duty cycles, to optimize switching patterns.
5) It can be easily configured to operate in the overmodulation region.


Fig. 1. The $n$-level three-phase CHB converter.

The proposed scheme can be applied to conventional CHB and FC converters, while other converters with different topologies are not discussed in this paper. The rest of this article is organized as follows. Section II outlines the configuration of a candidate multilevel converter system and problems in existing methods. Section III details the proposed modulation scheme. Section IV presents methods for handling overmodulation operation and the case with an even number of levels. The determination of the OSS is described in Section V. Section VI validates the proposed scheme by simulation and experimental results. Section VII concludes this article.

## II. SYSTEM DESCRIPTION

## A. System Configuration

As shown in Fig. 1, the CHB converter is chosen as a candidate here to illustrate the proposed modulation scheme. Each phase of an $n$-level CHB converter consists of $m$ ( $n=2 m+1$ ) H-bridges connected in series. With different switching signals $S_{x i j}$, each H-bridge can output three voltage levels, denoted by $\{0,1,2\}$, corresponding to the dc voltages $v_{x i}=\{-E, 0, E\}$, where $x=\{\mathrm{a}, \mathrm{b}, \mathrm{c}\}, i=\{1,2, \ldots, m\}$, and $j=\{1,2\}$. By this means, the voltage levels per phase can be yielded as $\{0,1,2, \ldots, n-1\}$, and the combination of three-phase voltage levels forms $n^{3}$ switching states.

Referring to [29], the output space vector for an $n$-level converter in this paper is defined as

$$
\begin{equation*}
\boldsymbol{V}_{\mathrm{out}}=V_{\mathrm{dc}}\left(S_{\mathrm{a}}+S_{\mathrm{b}} e^{j \frac{2}{3} \pi}+S_{\mathrm{c}} e^{j \frac{4}{3} \pi}\right) \tag{1}
\end{equation*}
$$

where $V_{\mathrm{dc}}$ represents the dc bus voltage for FC converters, while $V_{\mathrm{dc}}=(n-1) E$ for CHB converters, and $S_{\mathrm{a}}, S_{\mathrm{b}}$, and $S_{\mathrm{c}}$ denote the switching states of phases a, b, and c.

Based on (1), a five-level SVD in $a b c$ coordinate system is presented in Fig. 2 as an example, where each coordinate of the switching states represents the voltage level of the corresponding phase. Except for those located on the edges of the outer hexagon, the remaining vertices contain more than one switching state, namely RSSs. For instance, the vector $\boldsymbol{O P}$ can be expressed as $(2,1,0),(3,2,1)$ or $(4,3,2)$, which can achieve the same output line voltage but have different impact on specific control objectives, such as CMV cancellation. Also, there are several redundant switching combinations (RSCs) for


Fig. 2. Space vector diagram of the five-level CHB converter.


Fig. 3. Two-level space vector diagram.
some voltage levels. For example, level 1 can be generated by $\left(S_{x 11}, S_{x 12}, S_{x 21}, S_{x 22}\right)$ with (1, 0, 0, 0), ( $0,1,0,0$ ), ( 0,0 , $1,0)$ or $(0,0,0,1)$ for a five-level CHB converter. The RSSs along with RSCs complicate the synthesis of the RVV, which is further accentuated as the number of levels increases.

## B. Problems in Existing Methods

For multilevel converters, the NTVs are most commonly employed to synthesize the RVV. Taking $\boldsymbol{V}_{\text {ref }}$ in Fig. 2 as an example, the relationship can be described as

$$
\begin{equation*}
\boldsymbol{V}_{\mathrm{ref}}=d_{1} \boldsymbol{O} \boldsymbol{Q}+d_{2} \boldsymbol{O} \boldsymbol{R}+\left(1-d_{1}-d_{2}\right) \boldsymbol{O} \boldsymbol{P} \tag{2}
\end{equation*}
$$

where $d_{1}$ and $d_{2}$ represent the duty cycles of the vectors $\boldsymbol{O Q}$ and $\boldsymbol{O R}$, respectively.

By introducing the offset vector, the RVV in two-level SVPWM-based methods can be rewritten as

$$
\begin{equation*}
\boldsymbol{V}_{\mathrm{ref}}=\boldsymbol{O P}+d_{1} \boldsymbol{P} \boldsymbol{Q}+d_{2} \boldsymbol{P} \boldsymbol{R}=\boldsymbol{O P}+\boldsymbol{P S} \tag{3}
\end{equation*}
$$

where $\boldsymbol{O P}$ and $\boldsymbol{P S}$ are defined as offset vector $\boldsymbol{V}_{\text {off }}$ and remainder vector $\boldsymbol{V}_{\mathrm{rmd}}$, respectively. Obviously, $(\boldsymbol{O Q}, \boldsymbol{Q S})$ and $(\boldsymbol{O R}, \boldsymbol{R S})$ can also be chosen as $\left(\boldsymbol{V}_{\text {off }}, \boldsymbol{V}_{\text {rmd }}\right)$. The duty cycles can subsequently be calculated by synthesizing $\boldsymbol{V}_{\text {rmd }}$ based on two-level SVPWM, as shown in Fig. 3. Therefore, one of the key concerns in two-level SVPWM-based methods is the determination of the offset and remainder vectors.

A widely used method presented in [34]-[36] is utilized here to detail the existing prevalent problems. As shown in

Fig. 2, the offset vector with its tip located on one of the vertices of the SVD is actually a switching vector, so it can be represented by the switching state as $\boldsymbol{S}_{\text {off }}=\left(S_{\mathrm{a}}, S_{\mathrm{b}}, S_{\mathrm{c}}\right)$, while the remainder vector with fractional coordinates needs to be newly defined as $\boldsymbol{R}_{\mathrm{rmd}}=\left(R_{\mathrm{a}}, R_{\mathrm{b}}, R_{\mathrm{c}}\right)$.

In [34]-[36], $\boldsymbol{S}_{\text {off }}$ and $\boldsymbol{R}_{\mathrm{rmd}}$ are directly calculated as

$$
\left\{\begin{array}{l}
S_{x}=\operatorname{int}\left(S_{x, \text { ref }}\right)  \tag{4}\\
R_{x}=S_{x, \text { ref }}-S_{x}
\end{array}\right.
$$

where $S_{x, \text { ref }}$ denotes the coordinate of the RVV in $a b c$ coordinate system, and $\operatorname{int}\left(S_{x, \text { ref }}\right)$ is the largest integer not greater than $S_{x, \text { ref }}$. For the switching states defined in Fig. 2 (i.e., $\left.S_{x} \in[0 n-1]\right), S_{x, \text { ref }}$ is typically derived by normalizing and scaling the reference phase voltage $v_{x, \text { ref }}$ as [35], [36]

$$
\begin{equation*}
S_{x, \text { ref }}=v_{x, \text { ref }} / E+(n-1) / 2 \tag{5}
\end{equation*}
$$

Given that the sum of phase voltages is zero in a balanced three-phase system, (6) can be obtained based on (5).

$$
\begin{equation*}
S_{\mathrm{a}, \mathrm{ref}}+S_{\mathrm{b}, \mathrm{ref}}+S_{\mathrm{c}, \mathrm{ref}}=1.5(n-1) \tag{6}
\end{equation*}
$$

Based on (4), (6), and $0 \leq R_{x}<1$, one can get

$$
\left\{\begin{array}{l}
R_{\text {sum }}=\{0,1,2\}  \tag{7}\\
S_{\text {sum }}=1.5(n-1)+\{0,-1,-2\}
\end{array}\right.
$$

where $R_{\text {sum }}$ and $S_{\text {sum }}$ are the sum of the three coordinates in $\boldsymbol{R}_{\mathrm{rmd}}$ and $\boldsymbol{S}_{\text {off }}$, respectively.

Considering $S_{x, \text { ref }}=S_{x}+R_{x}$, the output voltages per phase relative to point G in Fig. 1 defined by the offset and remainder vectors can be derived by substituting it into (5) as

$$
\left\{\begin{array}{l}
v_{x \mathrm{~g}, \mathrm{off}}=-(n-1) E / 2+S_{x} E  \tag{8}\\
v_{x \mathrm{~g}, \mathrm{rmd}}=R_{x} E
\end{array}\right.
$$

According to (7) and (8), the sum of output voltages defined by the offset vector may not be zero, indicating that the offset vector may yield a non-zero CMV between neutral point N and point G (see Fig. 1). The same finding can be derived from the remainder vector. Thus, the phase voltages defined by the offset and remainder vectors can be expressed as

$$
\left\{\begin{array}{l}
v_{x, \mathrm{off}}=v_{x \mathrm{~g}, \mathrm{off}}-v_{\mathrm{off}, \mathrm{cmv}}  \tag{9}\\
v_{x, \mathrm{rmd}}=v_{x \mathrm{~g}, \mathrm{rmd}}-v_{\mathrm{rmd}, \mathrm{cmv}}
\end{array}\right.
$$

where $v_{\text {off,cmv }}$ and $v_{\text {rmd,cmv }}$ represent the CMVs generated by the offset and remainder vectors, respectively.

Clearly, the CMVs $v_{\text {off,cmv }}$ and $v_{\text {rmd,cmv }}$ make the three phases of the offset and remainder vectors coupled with each other, respectively. The above implementation brings about the following drawbacks:

1) The value of the CMV $v_{\text {off,cmv }}$ is variable according to (7), which results in an indefinite offset vector coordinate relationship, making it difficult to quantitatively analyze the effect of RSSs on converter's performance. Determining the OSS becomes particularly cumbersome.
2) The switching sequence is generated based on line-toline voltages (i.e., all phases are dealt with simultaneously), implying that complex encoding is indispensable for assigning the duty cycles to respective switching
states at each cycle [38]. Thus, it is more complicated than phase-voltage modulation (e.g., CBPWM).
3) A limited switching pattern or limited modulation range may be caused. Considering $\boldsymbol{V}_{\text {ref }}{ }^{\prime}$ with ( $v_{\mathrm{a}, \mathrm{ref}}, v_{\mathrm{b}, \mathrm{ref}}$, $\left.v_{\mathrm{c}, \text { ref }}\right)=(-2.4 E, 1.3 E, 1.1 E)$ in Fig. 2, the offset vector can be derived as $(0,4,4)$ based on $(4)$ and (5), as $(-1$, $3,3)$ is out of range. In this case, if the seven-segment pattern is employed, the fourth switching state ( $S_{\mathrm{a}}+1$, $S_{\mathrm{b}}+1, S_{\mathrm{c}}+1$ ) will exceed the maximum level, indicating that it is difficult to apply a seven-segment sequence across the entire region. In fact, different combinations of the offset and remainder vectors can be selected as explained previously. If the offset vector is chosen as $(0$, 3,3 ), the seven-segment sequence will still be available.

## III. Proposed Decoupled SVPWM Scheme

A decoupled scheme is presented in this section to solve the aforementioned problems. Similarly, the RVV coordinates need to be calculated first. As SVPWM works with line-to-line voltages [38], $\left(S_{\mathrm{a}, \text { ref }}+\alpha, S_{\mathrm{b}, \text { ref }}+\alpha, S_{\mathrm{c}, \text { ref }}+\alpha\right)(\alpha \in \mathbb{R})$ represents the same voltage vector. However, the RVV coordinates derived from (5) are unique, reducing system flexibility. From this point, it is necessary to establish the relationship between the RVV coordinates ( $\left.S_{\mathrm{a}, \text { ref }}, S_{\mathrm{b}, \text { ref }}, S_{\mathrm{c}, \text { ref }}\right)$ and reference phase voltages $\left(v_{\mathrm{a}, \text { ref }}, v_{\mathrm{b}, \text { ref }}, v_{\mathrm{c}, \text { ref }}\right)$. Here, a voltage reference point (RP) is explicitly introduced, which specifically refers to a point on the converter side that has the same potential as the neutral point. In this way, the reference phase voltages are equal to the reference line-to-RP voltages (i.e., leg voltages), and the RVV coordinates can be directly calculated based on the reference leg voltages, which can be expressed as

$$
\begin{equation*}
S_{x, \mathrm{ref}}=\left(v_{x, \mathrm{ref}}-v_{\min }\right) / E \tag{10}
\end{equation*}
$$

where $v_{\text {min }}$ denotes the voltage of the negative terminal of the dc bus relative to the RP for FC converters, while the minimum leg voltage per phase for CHB converters. Obviously, different RVV coordinates can be derived by selecting different RPs (i.e., different $v_{\min }$ ). Notice that point G is first selected as the RP to calculate $S_{x, \text { ref }}$, i.e., $v_{\min }=-V_{\mathrm{dc}} / 2$. In this case, (10) is clearly the same as (5), and (6) is still satisfied.

## A. Phase Decoupling of the Vectors

After the RVV coordinates are obtained, a straightforward method to decompose the RVV is to choose the vector $\boldsymbol{V}_{\text {nst }}$ nearest to the RVV as the offset vector, and the resulting coordinates of $\boldsymbol{S}_{\text {off,nst }}$ and $\boldsymbol{R}_{\text {rmd, nst }}$ can be derived as

$$
\left\{\begin{array}{l}
S_{x, \text { nst }}=\operatorname{round}\left(S_{x, \text { ref }}\right)  \tag{11}\\
R_{x, \text { nst }}=S_{x, \mathrm{ref}}-S_{x, \mathrm{nst}}
\end{array}\right.
$$

where round $\left(S_{x, \text { ref }}\right)$ denotes the integer closest to $S_{x, \text { ref }}$.
As done in Section II-B, it can be easily shown that the three phases of both the offset and remainder vectors derived from (11) are still coupled with each other. To address this issue, a modification is made to $\boldsymbol{S}_{\text {off,nst }}$ and $\boldsymbol{R}_{\text {rmd, nst }}$ as

$$
\left\{\begin{array}{l}
S_{x}=S_{x, \mathrm{nst}}+\operatorname{sign}\left(R_{\text {sum, nst }}\right) f_{x}  \tag{12}\\
R_{x}=S_{x, \text { ref }}-S_{x}
\end{array}\right.
$$



Fig. 4. Region division of the five-level space vector diagram.
where $f_{x}$ is the correction factor, $R_{\text {sum,nst }}$ denotes the sum of $R_{x, \text { nst }}$ in three phases, and $\operatorname{sign}(\cdot)$ stands for the sign function. For $R_{\text {sum,nst }}>0\left(R_{\text {sum, nst }}<0\right)$ with $R_{x, \text { nst }}$ being the $q$ th maximum (minimum) value in $\boldsymbol{R}_{\mathrm{rmd} \text {, nst }}$, if $q \leq R_{\mathrm{nst}, \mathrm{sum}}$, $f_{x}=1$; otherwise, $f_{x}=0$.

In this manner, the sum of $R_{x}$ in three phases becomes zero, and a definite offset vector coordinate relationship can be established according to (6) as

$$
\begin{equation*}
S_{\mathrm{a}}+S_{\mathrm{b}}+S_{\mathrm{c}}=1.5(n-1) \tag{13}
\end{equation*}
$$

According to (8) and (9), the CMVs between the neutral point and RP (i.e., point $G$ ) yielded by both vectors become zero. Thus, the phase voltages and leg voltages defined by the offset vector are equal to each other, which means that per-phase voltage is defined by the leg voltage of that phase only. In this sense, the three phases of the offset vector are decoupled from each other. The same is true for the remainder vector. According to (13), phase decoupling is essentially to select the switching state satisfying a specific relationship as the offset vector, such that the CMVs are eliminated and therefore the output phase voltages are decoupled. Further, considering $v_{x, \text { ref }}=v_{x, \text { off }}+v_{x, \text { rmd }}$, the desired phase voltages can thus be directly regulated by controlling the leg voltages defined by the offset vector and the remainder vector separately, which will be detailed in Section III-C.

For a five-level converter, the sum of the coordinates in $\boldsymbol{S}_{\text {off }}$ can be accordingly derived as $1.5(n-1)=6$. Subject to this constraint, the positions of all offset vectors related to varying RVVs can be found visually, as marked by the origins of the different colored areas in Fig. 4. Clearly, (1, 2, 3) and (3, 2, 1) will be chosen as offset vectors if the RVV is located at $\boldsymbol{O W}$ and $\boldsymbol{V}_{\text {ref }}{ }^{\prime \prime}$, respectively.

## B. Calculating Redundant Switching States

As shown in Fig. 4, when the RP is fixed at point G, the combination of the offset and remainder vectors obtained previously is unique for a given RVV, which reduces algorithm flexibility. Thus, a dynamic RP mechanism is further introduced, by which all possible offset vectors along with their RSSs can be deduced from one unique variable.

According to (10), the coordinates of the RVV are subject to the chosen RP. If the RP is shifted from point $G$ to a virtual

TABLE I
Different Combinations of the Offset and Remainder Vectors

| $n_{\mathrm{s}}$ | $\left(S_{\mathrm{a}}, S_{\mathrm{b}}, S_{\mathrm{c}}\right)$ | $\left(R_{\mathrm{a}}, R_{\mathrm{b}}, R_{\mathrm{c}}\right)$ | Offset Vec. | Remainder Vec. |
| :---: | :---: | :---: | :---: | :---: |
| -3 | $(4,3,2)$ | $(0.55,-0.15,-0.4)$ | $\boldsymbol{O P}$ | $\boldsymbol{P S}$ |
| -2 | $(4,3,1)$ | $(0.217,-0.483,0.266)$ | $\boldsymbol{O} \boldsymbol{Q}$ | $\boldsymbol{Q S}$ |
| -1 | $(4,2,1)$ | $(-0.117,0.183,-0.066)$ | $\boldsymbol{O R}$ | $\boldsymbol{R} \boldsymbol{S}$ |
| 0 | $(3,2,1)$ | $(0.55,-0.15,-0.4)$ | $\boldsymbol{O P}$ | $\boldsymbol{P S}$ |
| 1 | $(3,2,0)$ | $(0.217,-0.483,0.266)$ | $\boldsymbol{O} \boldsymbol{Q}$ | $\boldsymbol{Q S}$ |
| 2 | $(3,1,0)$ | $(-0.117,0.183,-0.066)$ | $\boldsymbol{O} \boldsymbol{R}$ | $\boldsymbol{R S}$ |
| 3 | $(2,1,0)$ | $(0.55,-0.15,-0.4)$ | $\boldsymbol{O P}$ | $\boldsymbol{P S}$ |

point $\mathrm{G}^{\prime}$ such that $v_{\text {min }}$ changes by $\Delta v$, the coordinates will be changed to

$$
\begin{equation*}
S_{x, \mathrm{ref}}^{\prime}=S_{x, \mathrm{ref}}-\Delta v / E \tag{14}
\end{equation*}
$$

Likewise, $\boldsymbol{S}_{\text {off,nst }}{ }^{\prime}$ and $\boldsymbol{R}_{\mathrm{rmd}, \mathrm{nst}}{ }^{\prime}$ can be calculated by (11). Also, a modification shown in (12) should be made to $\boldsymbol{S}_{\text {off,nst }}{ }^{\prime}$ and $\boldsymbol{R}_{\text {rmd, nst }}$ 'to eliminate the CMV between the neutral point and new RP. In the same way, a new relationship instead of (13) can be derived as

$$
\begin{equation*}
S_{\mathrm{a}}^{\prime}+S_{\mathrm{b}}^{\prime}+S_{\mathrm{c}}^{\prime}=1.5(n-1)-3 \Delta v / E \in \mathbb{N} \tag{15}
\end{equation*}
$$

Hence, $\Delta v$ must comply with the rule below.

$$
\begin{equation*}
\Delta v=n_{\mathrm{s}} \Delta v_{\mathrm{s}}=n_{\mathrm{s}} E / 3 \tag{16}
\end{equation*}
$$

where $\Delta v_{\mathrm{s}}$ represents the minimum shifted potential difference between the two RPs that can still decouple the phases of the vectors, and $n_{\mathrm{s}}$ is defined as the number of level shifts, $n_{\mathrm{s}} \in \mathbb{Z}$.

Equations (14) and (15) can thus be updated to

$$
\begin{gather*}
S_{x, \mathrm{ref}}^{\prime}=S_{x, \mathrm{ref}}-n_{\mathrm{s}} / 3  \tag{17}\\
S_{\mathrm{a}}^{\prime}{ }^{\prime}+S_{\mathrm{b}}^{\prime}+S_{\mathrm{c}}^{\prime}=1.5(n-1)-n_{\mathrm{s}} \tag{18}
\end{gather*}
$$

According to (18), if the potential of the RP is shifted by $\Delta v_{\mathrm{s}}$ (i.e., $n_{\mathrm{s}}=1$ ), the sum of the coordinates of the offset vector will change by 1 , which means that one and only one coordinate will be altered. Meanwhile, another combination of the offset and remainder vectors is selected. Taking $\boldsymbol{V}_{\text {ref }}$ with $\left(v_{\mathrm{a}, \text { ref }}, v_{\mathrm{b}, \text { ref }}, v_{\mathrm{c}, \text { ref }}\right)=(1.55 E,-0.15 E,-1.4 E)$ in Fig. 2 as an example, the offset and remainder vectors at $n_{\mathrm{s}}=0$ can be derived from (10)-(12) as $(3,2,1)$ and $(0.55,-0.15$, $-0.4)$, respectively. On this basis, the coordinates of these two vectors at $n_{\mathrm{s}}=1$ can be calculated as $(3,2,0)$ and $(0.217$, $-0.483,0.266$ ) by (17), (11), and (12) in sequence. Similarly, other vector combinations can be derived as shown in Table I. Hence, all possible vector combinations can be obtained just by regulating the value of $n_{\mathrm{s}}$.

In effect, not all values of $n_{\mathrm{s}}$ need to be treated that way. According to (17) and (18), when the potential of the RP is shifted by $3 \Delta v_{\mathrm{s}}$, each coordinate of the RVV as well as the offset vector changes by 1 , while the remainder vector remains the same, which can also be found from Table I. Therefore, only the coordinates of the offset and remainder vectors at $n_{\mathrm{s}}=\{0,1,2\}$ need to be calculated, while the coordinates at other values of $n_{\mathrm{s}}$ can be directly deduced as

$$
\begin{equation*}
\left(S_{x}^{k}, R_{x}^{k}\right)=\left(S_{x}^{w}-\operatorname{int}(k / 3), R_{x}^{w}\right), \text { for } w=\bmod (k, 3) \tag{19}
\end{equation*}
$$

where $S_{x}^{k}$ and $R_{x}^{k}$ are the coordinates of the offset and remainder vectors at $n_{\mathrm{s}}=k$, respectively, and $\bmod (k, 3)$ denotes the remainder of $k$ divided by 3 .

Furthermore, since the number of vector combinations is finite, the range of $n_{\mathrm{s}}$ has to be accurately evaluated. As shown in Table I, three distinct switching vectors (i.e., $\boldsymbol{O P}$, $\boldsymbol{O Q}$, and $\boldsymbol{O R}$ ) can be selected as the offset vector, and each vector may contain multiple RSSs. Also, each RSS has a one-to-one correspondence with the value of $n_{\mathrm{s}}$. Thus, each vector corresponds to a maximum value $n_{\mathrm{sv}, \max }$ and a minimum value $n_{\mathrm{sv}, \min }$. For example, $n_{\mathrm{svp}, \max }=3$ and $n_{\mathrm{svp}, \min }=-3$ can be explicitly obtained for $\boldsymbol{O P}$. On this basis, the range of $n_{\mathrm{s}}$ can be derived as

$$
\left\{\begin{array}{l}
n_{\mathrm{s}, \max }=\max \left\{n_{\mathrm{svp}, \max }, n_{\mathrm{svq}, \max }, n_{\mathrm{svr}, \max }\right\}  \tag{20}\\
n_{\mathrm{s}, \min }=\min \left\{n_{\mathrm{svp}, \min }, n_{\mathrm{svq}, \min }, n_{\mathrm{svr}, \min }\right\}
\end{array}\right.
$$

Further, for each offset vector, at least one coordinate is $n-1$ at $n_{\mathrm{sv}, \min }$ and zero at $n_{\mathrm{sv}, \max }$ as shown in Table I. In this way, once the switching state of the offset vector at $n_{\mathrm{s}}=k$ is given as $\left(S_{\mathrm{a}}^{k}, S_{\mathrm{b}}^{k}, S_{\mathrm{c}}^{k}\right)$, the ones at $n_{\mathrm{s}}=n_{\mathrm{sv}, \max }$ and $n_{\mathrm{s}}=n_{\mathrm{sv}, \min }$ can be expressed as

$$
\left\{\begin{array}{l}
S_{x}^{k, \min }=S_{x}^{k}-\min _{x=\mathrm{a}, \mathrm{~b}, \mathrm{c}}\left\{S_{x}^{k}\right\}  \tag{21}\\
S_{x}^{k, \max }=S_{x}^{k}+n-1-\max _{x=\mathrm{a}, \mathrm{~b}, \mathrm{c}}\left\{S_{x}^{k}\right\}
\end{array}\right.
$$

where the six switching states of the three offset vectors can be acquired by setting $k=\{0,1,2\}$.

Based on (20) and (21), the range of $n_{\mathrm{s}}$ can be obtained as

$$
\left\{\begin{array}{l}
n_{\mathrm{s}, \max }=\max _{k=0,1,2}\left\{\sum_{x=a, b, c} S_{x}^{0}-\sum_{x=a, b, c} S_{x}^{k, \min }\right\}  \tag{22}\\
n_{\mathrm{s}, \min }=\min _{k=0,1,2}\left\{\sum_{x=a, b, c} S_{x}^{0}-\sum_{x=a, b, c} S_{x}^{k, \max }\right\}
\end{array}\right.
$$

In consequence, phase decoupling together with dynamic RP mechanism provides two immediate benefits: 1) the CMVs between neutral point and each virtual RP generated by both the offset and remainder vectors are kept at zero, enabling the introduction of carrier-based implementation as described below; 2) since the value of $n_{\mathrm{s}}$ has a one-to-one correspondence with all available switching states, the acquisition of the OSS is naturally translated into the selection of the optimal $n_{\mathrm{s}}$, which facilitates a general approach to optimizing converter's performance, as explained in Section V.

## C. Generating Switching Sequence Along With Gate Pulses

Once the optimal vector combination is determined, as described in Section V, the calculation of the duty cycles and the generation of the switching sequence have to be scheduled. To reduce processing time and memory requirements for the detection of all NTVs and complex encoding in earlier methods, this section introduces a carrier-based implementation. To aid the explanation, the RVV $\boldsymbol{O} \boldsymbol{W}$ with $\boldsymbol{S}_{\text {off }}=(1,2,3)$ and $\boldsymbol{R}_{\mathrm{rmd}}=(0.4,-0.1,-0.3)$ in Fig. 4 is adopted as an example.

As explained in Section III-A, the reference phase voltages can be generated by controlling the leg voltages defined by


Fig. 5. Generated switching sequence along with gate pulses. (a) Phasevoltage modulation for the offset vector. (b) Two-level SVPWM for the remainder vector. (c) Equivalent seven-segment switching sequence in the PDPWM.
the offset vector and the remainder vector separately. For the offset vector with the switching state of integer form, the leg voltages defined by it can be exactly produced by directly outputting the corresponding switching state. For $\boldsymbol{S}_{\text {off }}=(1,2$, 3), carrier-based implementation is shown in Fig. 5(a).

However, the remainder vector with fractional coordinates cannot be directly generated by outputting constant leg voltages like the offset vector, but needs to be pulse-width modulated. Therefore, when it comes to hardware implementation, the three phases of the remainder vector are actually still coupled with each other since the CMV $v_{\text {rmd,cmv }}$ (see (9)) cannot be kept at zero throughout the switching period. In this sense, phase decoupling transforms the difficulty of the switching sequence generation into the synthesis of the remainder vector.

As stated previously, the remainder vector can be synthesized by two-level SVPWM. According to Figs. 3 and 4, the remainder vector $\boldsymbol{R}_{\mathrm{rmd}}=(0.4,-0.1,-0.3)$ is located in the first sector of the two-level SVD, and the seven-segment sequence can thus be represented as $(0,0,0)-(1,0,0)-(1,1,0)-(1,1,1)-$ $(1,1,0)-(1,0,0)-(0,0,0)$. Evidently, one of $n-1 S_{x i j}-\bar{S}_{x i j}$ branches per phase can be extracted to form an equivalent twolevel three-phase converter to output the remainder vector, and the equivalent dc-link voltage is clearly $V_{\mathrm{eq}}=E$. Further, carrier-based implementation can be utilized here to avoid the calculation of the duty cycles as the equivalent output to two-level SVPWM can be accomplished by injecting zerosequence components [22], which is expressed as

$$
\begin{equation*}
u_{x}^{\prime}=r_{x}+v_{\mathrm{z}} \tag{23}
\end{equation*}
$$

where

$$
\begin{gather*}
r_{x}=\frac{v_{x, \mathrm{rmd}}}{V_{\mathrm{eq}} / 2}=2 R_{x}  \tag{24}\\
v_{\mathrm{z}}=(2 \lambda-1)-\lambda r_{\max }-(1-\lambda) r_{\min } \tag{25}
\end{gather*}
$$

and $r_{x}$ stands for the normalized value, $r_{\max }$ and $r_{\text {min }}$ are the maximum and minimum values of $\left\{r_{\mathrm{a}}, r_{\mathrm{b}}, r_{\mathrm{c}}\right\}$, respectively, and $\lambda$ denotes the distribution factor of the zero vector, $0 \leq$ $\lambda \leq 1$. The value of $\lambda$ can be flexibly tuned to adjust the duty cycle of the zero vector while keeping the non-zero vectors unchanged to generate an equivalent output. The range of $u_{x}^{\prime}$ derived from (23) is [-11], which can be resized to [01] by

$$
\begin{equation*}
u_{x}=\left(u_{x}^{\prime}+1\right) / 2 \tag{26}
\end{equation*}
$$

For standard seven-segment sequence (i.e., $\lambda=0.5$ ), ( $u_{\mathrm{a}}, u_{\mathrm{b}}, u_{\mathrm{c}}$ ) can be accordingly calculated as $(0.85,0.35,0.15)$ in this case, and carrier-based implementation can subsequently be exploited, as shown in Fig. 5(b).

Combining Figs. 5(a) and (b), we can get the final form of carrier-based implementation as shown in Fig. 5(c), which is explicitly the PDPWM. The final values compared with the phase-disposition carriers are given as

$$
\begin{equation*}
C_{x}=S_{x}+u_{x} \tag{27}
\end{equation*}
$$

An emerging problem is that since one of $n-1 S_{x i j}-\bar{S}_{x i j}$ branches per phase has been used for the synthesis of the remainder vector, only $n-2$ branches per phase can be employed to generate the offset vector. Consequently, the maximum voltage level of the offset vector should be reduced from $n-1$ to $n-2$. As explained in the previous section, all switching states in the triangle formed by the NTVs have a one-to-one correspondence with the values of $n_{\mathrm{s}}$. Hence, the switching sequence composed of the NTVs can also be represented in terms of $n_{\mathrm{s}}$. According to Fig. 5(c), if the switching state of the offset vector at $n_{\mathrm{s}}=n_{\mathrm{s} 0}$ is selected, the seven-segment sequence of $n_{\mathrm{s}}$ can be expressed as $\left\{n_{\mathrm{s} 0}\right.$, $\left.n_{\mathrm{s} 0}-1, n_{\mathrm{s} 0}-2, n_{\mathrm{s} 0}-3, n_{\mathrm{s} 0}-2, n_{\mathrm{s} 0}-1, n_{\mathrm{s} 0}\right\}$. Obviously, if the switching state at $n_{\mathrm{s}}=n_{\mathrm{s}, \min }$ is chosen as the offset vector, $n_{\mathrm{s}, \min }-3$ will be out of range. Similar conclusions can be found from discontinous modulation (i.e., $\lambda=0$ or 1 ). In summary, the range of $n_{\mathrm{s}}$ should be adjusted to

$$
\left\{\begin{array}{l}
N_{\mathrm{s}, \min }=n_{\mathrm{s}, \min }+2+\operatorname{ceil}(\lambda)  \tag{28}\\
N_{\mathrm{s}, \max }=n_{\mathrm{s}, \max }+\operatorname{int}(\lambda)
\end{array}\right.
$$

where ceil $(\lambda)$ denotes the smallest integer not less than $\lambda$.
As described in Section II-A, there are RSCs for some voltage levels in CHB and FC converters. The carrier-based implementation allows existing improved PDPWM methods to be used for the selection of the RSCs. For instance, the PDPWM with sorting algorithm in [11] can be exploited here to evenly distribute switching losses. For FC converters, either the rotation-carrier technique in [10] or cost function-based method in [12] can be employed to balance capacitor voltages. Therefore, the proposed scheme offers an effective interface to other advanced methods. Clearly, the determination of the RSCs is also decoupled from the selection of the RSSs, which simplifies implementation while providing more flexibility.


Fig. 6. Schematic of the RVV in the overmodulation region.

## IV. Performance Extension

## A. Overmodulation Operation

Define the modulation index as $M=\sqrt{3} V_{\mathrm{p}} / V_{\mathrm{dc}}$, where $V_{\mathrm{p}}$ represents the amplitude of the phase voltage. As shown in Fig. 6, the inscribed circle of the outer hexagon in an $n$-level SVD represents the maximum linear modulation voltage, i.e., $M=1$. For $M>1$, if the tip of the RVV is located in the shaded area beyond the inscribed circle but within the outer hexagon, it can still be synthesized by the NTVs. Otherwise, the converter is not able to generate it, i.e., the RVV lies in the overmodulation region, such as $\boldsymbol{O F}$. In practice, whether the overmodulation operation occurs can be directly judged based on the relationship between $N_{\mathrm{s}, \max }$ and $N_{\mathrm{s}, \min }$ as follows:

1) $N_{\mathrm{s}, \min } \leq N_{\mathrm{s}, \max }$. At least one switching state can be selected as the offset vector.
2) $N_{s, \min }>N_{s, \max }$. There is no offset vector available. In this case, the RVV is beyond the outer hexagon of the $n$-level SVD, i.e., in the overmodulation region.
In order to achieve full-region operation, the magnitude of the RVV located in the overmodulation region will be scaled down to the maximum modulation voltage of the converter without changing its direction. Taking the RVV trajectory $D E F H$ as an example, when the tip is located on the $\operatorname{arc} D E$, it can be exactly synthesized without additional manipulation. But for those lying on the arc $E F H$, their magnitudes will be scaled down to the straight line $E F^{\prime} H$. For instance, the vector $\boldsymbol{O F}$ is regulated to $\boldsymbol{O \boldsymbol { F } ^ { \prime }}$, which can be expressed as

$$
\begin{equation*}
\boldsymbol{O} \boldsymbol{F}^{\prime}=\beta \boldsymbol{O F} \tag{29}
\end{equation*}
$$

where $\beta$ represents the scaling factor, $0<\beta<1$.
Based on (10) and (29), the coordinates of the new RVV can be derived as

$$
\begin{equation*}
S_{x, \text { ref }}^{\prime \prime}=\beta S_{x, \text { ref }}+(\beta-1) v_{\min } / E \tag{30}
\end{equation*}
$$

Actually, the RVV located on the outer hexagon can only be synthesized by the nearest two vectors with the tips lying on the outer hexagon as well, while the duty cycle of the third vector is zero. For example, $\boldsymbol{O F ^ { \prime }}$ can be uniquely synthesized by $(4,1,0)$ and $(4,2,0)$. Besides, as shown in Fig. 2, for arbitrary two adjacent vectors located on the outer hexagon, only one of the coordinates is different, while one of the remaining two coordinates is kept at $n-1$ and the other remains zero, which means that the new coordinates satisfy

$$
\begin{equation*}
\max _{x=\mathrm{a}, \mathrm{~b}, \mathrm{c}}\left\{S_{x, \mathrm{ref}}^{\prime \prime}\right\}-\min _{x=\mathrm{a}, \mathrm{~b}, \mathrm{c}}\left\{S_{x, \mathrm{ref}}{ }^{\prime \prime}\right\}=n-1 \tag{31}
\end{equation*}
$$

where $\max \left\{\gamma_{1}, \gamma_{2}, \gamma_{3}\right\}$ and $\min \left\{\gamma_{1}, \gamma_{2}, \gamma_{3}\right\}$ represent the largest and smallest values among $\gamma_{1}, \gamma_{2}$ and $\gamma_{3}$, respectively.

By substituting (30) into (31), the scaling factor is given as

$$
\begin{equation*}
\beta=\frac{n-1}{\max _{x=\mathrm{a}, \mathrm{~b}, \mathrm{c}}\left\{S_{x, \mathrm{ref}}\right\}-\min _{x=\mathrm{a}, \mathrm{~b}, \mathrm{c}}\left\{S_{x, \mathrm{ref}}\right\}} \tag{32}
\end{equation*}
$$

As a consequence, the new coordinates are derived from (30), and the range of $n_{\mathrm{s}}$ can be accordingly recalculated.

## B. Converters With an Even Number of Levels

According to (13) and (18), the proposed scheme appears to be inapplicable to converters with an even number of levels owing to $1.5(n-1) \notin \mathbb{N}$. In fact, this deficiency is caused by an inappropriate preselected RP. Absorbing the idea of the virtual RP, this issue can be easily overcome.

Apparently, if a virtual RP is preselected such that the RVV coordinates satisfy (33), phase decoupling can still be achieved.

$$
\begin{equation*}
S_{\mathrm{a}, \mathrm{ref}}+S_{\mathrm{b}, \mathrm{ref}}+S_{\mathrm{c}, \mathrm{ref}}=1.5 n \tag{33}
\end{equation*}
$$

By substituting (10) into (33), the virtual RP can be identified as

$$
\begin{equation*}
v_{\min }=-\frac{n}{2(n-1)} V_{\mathrm{dc}} \tag{34}
\end{equation*}
$$

In such a way, the previous implementation will still work except that (13) and (18) are accordingly amended to

$$
\begin{gather*}
S_{\mathrm{a}}+S_{\mathrm{b}}+S_{\mathrm{c}}=1.5 n  \tag{35}\\
S_{\mathrm{a}}^{\prime}+S_{\mathrm{b}}^{\prime}+{S_{\mathrm{c}}^{\prime}}^{\prime}=1.5 n-n_{\mathrm{s}} \tag{36}
\end{gather*}
$$

## V. Optimum Switching State Selection

Based on the dynamic RP mechanism, the determination of the OSS is translated into the identification of the optimal $n_{\mathrm{s}}$, as explained in Section III-B. Meanwhile, only the OSS of the offset vector needs to be determined, since other switching states can be naturally generated by carrier-based implementation. Theoretically, any control objective can be achieved by establishing its relationship with $n_{\mathrm{s}}$. Here, a widely desired objective, CMV rejection, is considered.

Referring to (8), the output voltage per phase relative to point $G$ can be expressed as

$$
\begin{gather*}
v_{x g}=-(n-1) E / 2+C_{x} E .  \tag{37}\\
\text { If } v_{\mathrm{ng}}=0, \text { namely } v_{\mathrm{ag}}+v_{\mathrm{bg}}+v_{\mathrm{cg}}=0 \text {, we can get } \\
C_{\mathrm{a}}+C_{\mathrm{b}}+C_{\mathrm{c}}=1.5(n-1) . \tag{38}
\end{gather*}
$$

Based on (27) and (38), the relationship between $n_{\mathrm{s}}$ and $\lambda$ can be obtained as

$$
\begin{equation*}
\lambda=\frac{2 n_{\mathrm{s}} / 3+r_{\min }}{2-r_{\max }+r_{\min }} \tag{39}
\end{equation*}
$$

Since both $n_{\mathrm{s}}$ and $\lambda$ are unknown, and $r_{\text {max }}$ and $r_{\text {min }}$ are subject to $n_{\mathrm{s}}$, it is difficult to solve (39) directly. According to (39), $\lambda \leq 0$ and $\lambda \geq 1$ can be obtained for $n_{\mathrm{s}} \leq 0$ and $n_{\mathrm{s}} \geq 3$, respectively. Thus, $0<\lambda<1$ can only be acquired at $n_{\mathrm{s}}=$ $\{1,2\}$. Since the output waveform with the lowest THD is reached at $\lambda=0.5$ [21], the distribution factors at $n_{\mathrm{s}}=\{1,2\}$


Fig. 7. Flow chart of the proposed scheme with time-averaged CMV elimination.


Fig. 8. Flow chart of the minimal CMV magnitude implementation.
can be initially calculated. Subsequently, the distribution factor closest to 0.5 and its corresponding $n_{\mathrm{s}}$ are taken as the optimal values $\lambda_{\text {opt }}$ and $n_{\mathrm{s}, \mathrm{opt}}$, respectively. In fact, $\{1,2\}$ may not all fall within the range of $n_{\mathrm{s}}$ (i.e., $N_{\mathrm{s}, \min } \geq 2$ or $N_{\mathrm{s}, \max } \leq 1$ ). In this case, the one closer to 1 (or 2 ) in $N_{\mathrm{s}, \text { min }}$ and $N_{\mathrm{s}, \text { max }}$ is chosen as $n_{\mathrm{s}, \mathrm{opt}}$, and $\lambda_{\mathrm{opt}}$ can be further calculated by (39). Notice that the final value of $\lambda_{\text {opt }}$ should be limited to [01]. The flow chart of the proposed scheme is shown in Fig. 7.

As a result, the proposed approach achieves time-averaged CMV elimination while ensuring high waveform quality, which is especially critical for long distribution feeders. In addition, it can also be flexibly tuned to meet different applications. According to (37), the CMV of each switching state in the sequence can be expressed as

$$
\begin{equation*}
v_{\mathrm{ng}}=-n_{\mathrm{s}} E / 3 \tag{40}
\end{equation*}
$$

As explained previously, the switching sequence can also be represented in terms of $n_{\mathrm{s}}$, which will be $\{1,0,-1,-2,-1,0,1\}$ for $n_{\mathrm{s}, \mathrm{opt}}=1$ and $\{2,1,0,-1,0,1,2\}$ for $n_{\mathrm{s}, \mathrm{opt}}=2$. Hence, the maximum CMV magnitude is $2 E / 3$, which may not be


Fig. 9. Simulation results of phase voltage $v_{\mathrm{a}}$ and line voltage $v_{\mathrm{ab}}$ in CHB and FC converters under different distribution factors $(\lambda)$ and various modulation indices $(M)$. (a) Eight-level FC converter with $\lambda=0$. (b) Nine-level CHB converter with $\lambda=0.5$. (c) Ten-level FC converter with $\lambda=1$.


Fig. 10. Simulation results of line voltage $v_{\mathrm{ab}}$, leg voltage $v_{\mathrm{ag}}$, phase currents, CMV $v_{\mathrm{ng}}$, and $d q$-axis currents in the schemes (a) without optimization, (b) with time-averaged CMV elimination, and (c) with minimal CMV magnitude.

TABLE II
Simulation Parameters of the Induction Motor

| Variable | Value | Variable | Value |
| :---: | :---: | :---: | :---: |
| Stator Inductance | 0.071 H | Rotor Inductance | 0.071 H |
| Mutual Inductance | 0.069 H | Number of Pole Pairs | 2 |
| Stator Resistance | $0.435 \Omega$ | Rotor Resistance | $0.816 \Omega$ |
| DC-link Voltage of H-bridge | 100 V | Carrier Frequency | 2 kHz |

suitable for some cases with low protection voltage. For these applications, the minimal CMV magnitude can be realized by configuring $n_{\mathrm{s}, \mathrm{opt}}=1$ and $\lambda_{\mathrm{opt}}=0$. In consequence, the sequence $\{1,0,-1,0,1\}$ of $n_{\mathrm{s}}$ is used, and the maximum CMV magnitude is evidently reduced to $E / 3$. The flow chart is accordingly updated as shown in Fig. 8.

## VI. Simulation and Experimental Results

## A. Simulation Verification

To verify the proposed decoupled SVPWM scheme comprehensively, simulations using both an inductive load and an induction motor load are carried out.

1) With an Inductive Load: The CHB and FC converters [13] with different number of voltage levels are first simulated to verify the generality of the algorithm, where the dc bus voltage is set to $V_{\mathrm{dc}}=300 \mathrm{~V}$, i.e., $E=V_{\mathrm{dc}} /(n-1)$ for the CHB converter. The parameters of the inductive load are $20 \Omega$ and 3 mH . The fundamental and carrier frequencies are 50 Hz and 2 kHz , respectively. In addition, the capacitor voltages of the FC converter are configured to be constant since they are not the focus of this article and can be balanced by introducing improved PDPWM methods, as explained in Section III-C.

The SVPWM strategy without optimization is tested here, in which the offset and remainder vectors derived in Section III-A are directly determined if $n_{\mathrm{s}}=0 \in\left[N_{\mathrm{s}, \min } N_{\mathrm{s}, \max }\right]$; otherwise, the vector combination corresponding to the value closer to zero in $N_{\mathrm{s}, \min }$ and $N_{\mathrm{s}, \max }$ is selected. The output voltages of the nine-level CHB converter as well as the eightand ten-level FC converters under different distribution factors and various modulation indices including overmodulation (i.e., $M=1.1$ ) are shown in Fig. 9. As can be seen, the proposed scheme is still operative in the overmodulation region, except that the distortion of the voltage waveform increases. Therefore, the proposed scheme can achieve full-region operation


Fig. 11. Experimental platform of the five-level CHB converter.
for CHB and FC converters with different number of levels.
2) With an Induction Motor Load: An induction motor driven by a five-level CHB converter is then simulated to verify the schemes with CMV suppression, where the schemes without optimization, with time-averaged CMV elimination (see Fig. 7), and with minimal CMV magnitude (see Fig. 8) are tested for comparison. The motor parameters are shown in Table II, and the field-oriented control (FOC) with constant rated flux [39] is applied to the motor control unit.

A transient profile is designed to evaluate the schemes over a wide operating point, where the load torque is kept at $5 \mathrm{~N} \cdot \mathrm{~m}$ and the operating speed is reversed from $600 \mathrm{r} / \mathrm{min}$ to -600 $\mathrm{r} / \mathrm{min}$ (i.e., electrical frequency from 20 Hz to -20 Hz ) in 0.5 s at 0.25 s . The resulting waveforms of the voltages and currents are shown in Fig. 10. As can be seen, the output phase and $d q$ axis currents are highly similar in different schemes. However, when it comes to CMV, the scheme without optimization causes a significant dc offset, and the peak reaches 100 V (i.e., $E)$. By contrast, the other two schemes with CMV suppression can completely eliminate the dc offset. Besides, the CMV peak is reduced to 66.7 V (i.e., $2 E / 3$ ) in the scheme with timeaveraged CMV elimination, and it is further reduced to 33.3 V (i.e., $E / 3$ ) in the scheme with minimal CMV magnitude due to the removal of the fourth switching state, which is consistent with the theoretical analysis.

## B. Experimental Validation

To further validate the proposed SVPWM strategy, experiments are carried out on a five-level three-phase CHB converter, as shown in Fig. 11. The system parameters are the same as the simulation with an inductive load, except that the dc-link voltage of each H-bridge is adjusted to $E=30 \mathrm{~V}$. The modulation algorithm is implemented on an ARM Cortex A9 core, while PWM signals are generated by an FPGA. Both of them are integrated into Zynq-7000 SoC in Typhoon HIL602+ device, where the modulation index can be directly regulated via the dedicated SCADA panel on the host PC.

Similarly, the experiments of the five-level CHB converter without optimization are first conducted under different distribution factors and various modulation indices. The resultant line voltage $v_{\mathrm{ab}}$, leg voltage $v_{\mathrm{ag}}$, and phase current $i_{\mathrm{a}}$ are


Fig. 12. Experimental results of the five-level CHB converter without optimization under different distribution factors $(\lambda)$ and various modulation indices $(M)$. (a) $M$ steps from 0.5 to 0.8 and $\lambda=0$. (b) $M$ steps from 0.5 to 0.8 and $\lambda=0.5$. (c) $M$ steps from 0.8 to 1.1 (i.e., overmodulation) and $\lambda=$ 0.5 . (d) FFT results of the line voltage at $M=0.8$ and $M=1.1$.
shown in Fig. 12(a)-(c). As can be seen, different switching patterns can be accessed by flexibly adjusting distribution factor $\lambda$, and the proposed scheme is operative in both linear modulation and overmodulation regions. To evaluate the proposed scheme quantitatively, the FFT results of the line voltage at $M=0.8$ and $M=1.1$ are presented in Fig. 12(d). Compared with those at $M=0.8$, the results at $M=1.1$ clearly contain more low-order harmonic content, especially the 5th and 7th, due to the scaled voltage vector in the overmodulation region despite applying a higher modulation index. Moreover, the fundamental amplitudes of the line voltage at $M=0.8$ and $M=1.1$ are calculated as 95.48 V and 125.32 V , respectively. Compared with the expected values (i.e., 96 V and 132 V ), the errors are $0.54 \%$ and $5.1 \%$, respectively. These results indicate that the proposed scheme can exactly produce the desired voltages in the linear modulation region, while the effect is slightly weakened in the overmodulation region.


Fig. 13. Experimental results of the five-level CHB converter under $M=0.6$. Line voltage $v_{\mathrm{ab}}$, leg voltage $v_{\mathrm{ag}}$, phase current $i_{\mathrm{a}}$, CMV $v_{\mathrm{ng}}$, and FFT results of the line voltage in the schemes (a)(d) without optimization, (b)(e) with time-averaged CMV elimination, and (c)(f) with minimal CMV magnitude. Common-mode current $i_{\text {ng }}$ with an additional inductive load ( 3 mH ) connected between points N and G in the schemes (g) without optimization, (h) with time-averaged CMV elimination, and (i) with minimal CMV magnitude.


Fig. 14. Weighted THD of the line voltage in the five-level CHB converter with different modulation schemes.

Fig. 13(a)-(c) shows the experimental results of the converter under $M=0.6$ in the schemes without optimization, with time-averaged CMV elimination, and with minimal CMV magnitude. Clearly, the CMV results are in line with those in Fig. 10: the CMV peak of the scheme without optimization reaches 30 V (i.e., $E$ ) with an explicit dc offset, and it is
restricted to below $2 E / 3$ and $E / 3$ in the schemes with timeaveraged CMV elimination and with minimal CMV magnitude, respectively, accompanied by zero dc offset.

Fig. 13(d)-(f) presents the FFT results over a wider range to compare the waveform quality of the line voltage in these three schemes. It can be seen that their low-order harmonics are similar but the harmonics around the switching frequency (i.e., 40th-order) are evidently different: they are lowest in the scheme without optimization due to keeping the distribution factor $\lambda$ at 0.5 [21], and highest in the scheme with minimal CMV magnitude as $\lambda$ remains zero. Not surprisingly, those in the scheme with time-averaged CMV elimination are in between due to the varying $\lambda$. Further, the weighted THD of the line voltage that considers the harmonic components with orders up to 120 (i.e., 6 kHz ) is calculated under different modulation indices [37], as shown in Fig. 14. Clearly, the results are consistent with the previous analysis. Besides, the weighted THD in the scheme with time-averaged CMV elimination is closer to that in the schemes without optimization and with minimal CMV magnitude for lower and higher modulation indices, respectively. This is due to the


Fig. 15. Experimental results of the five-level CHB converter under transient conditions. Line voltage $v_{\mathrm{ab}}$, leg voltage $v_{\mathrm{ag}}$, phase current $i_{\mathrm{a}}$, and CMV $v_{\mathrm{ng}}$ in the schemes (a) without optimization, (b) with time-averaged CMV elimination, and (c) with minimal CMV magnitude. Common-mode current $i_{\mathrm{ng}}$ with an additional inductive load ( 3 mH ) connected between points N and G in the schemes (d) without optimization, (e) with time-averaged CMV elimination, and (f) with minimal CMV magnitude.

TABLE III
Comparison of the Proposed Scheme and the Existing SVPWM Methods in Different Aspects

| SVPWM <br> Schemes | Optimized <br> Switching <br> Sequence | Adjustable <br> Duty Cycles | Region or <br> Triangle <br> Identification | Coordinate <br> Transformation | Generalized <br> Gate Pulses <br> Generation | All RSSs <br> or RSCs <br> Available | Converter <br> Optimization | Overmodulation <br> Operation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| In [3] | Not provided | Not provided | Not required | Required | Not provided | Neither | Specific obj. | Nonoperative |
| In [4] | Online calculation | Not provided | Required | Not required | Carrier-based | Neither | Specific obj. | Nonoperative |
| In [5] | Sequence matrix | Not provided | Required | Not required | Switch matrix | Neither | Not provided | Nonoperative |
| In [6] | Cost function | Not provided | Required | Required | Not provided | Neither | Specific obj. | Nonoperative |
| In [19] | Not provided | Provided | Required | Required | Not provided | RSSs | Specific obj. | Operative |
| In [28] | Lookup tables | Provided | Required | Not required | Not provided | Neither | Not provided | Nonoperative |
| In [29] | Second mapping | Provided | Required | Not required | Not provided | RSSs | Not provided | Operative |
| In [32] | Reverse mapping | Not provided | Required | Required | Not provided | Neither | Not provided | Operative |
| In [37] | States sorting | Not provided | Not required | Not required | Matrx operation | Neither | Not provided | Nonoperative |
| In [38] | Second mapping | Provided | Required | Not required | NLM-based | RSSs | Not provided | Nonoperative |
| Proposed | Carrier-based | Provided | Not required | Not required | Carrier-based | Both | Versatile | Operative |

fact that as the modulation index increases, the redundancy of the switching states decreases, which results in a reduced probability of keeping $\lambda$ around 0.5 .

To evaluate the scheme with time-averaged CMV elimination in depth, an additional inductive load $(3 \mathrm{mH})$ is connected between points N and G referring to [19], and the commonmode current $i_{\text {ng }}$ flowing from N to G is measured, as shown in Fig. 13(g)-(i). Accordingly, there is a dc offset of about 2 A in addition to the fluctuating ac component in $i_{\mathrm{ng}}$ for the scheme without optimization. Although the CMV peak is minimized in the scheme with minimal CMV magnitude, the non-zero CMV at each cycle results in a considerably increased common-mode current (up to 0.8 A ). Compared with the other two schemes, the scheme with time-averaged CMV elimination has lowest common-mode current (less than
$0.5 \mathrm{~A})$. Therefore, the proposed scheme can meet different application requirements and provides more flexibility than conventional specific-objective implementations [6], [33]. For instance, the scheme with minimal CMV magnitude can be applied to reduce the system protection voltage, while that with time-averaged CMV elimination can efficiently lower the common-mode current and improve voltage quality in long distribution feeders.

Furthermore, a transient profile is also designed, in which the modulation index increases linearly from 0.2 to 0.8 in 0.25 s , while the fundamental frequency rises linearly from 10 Hz to 50 Hz in the same time. The experimental results of the converter without and with additional inductive load are shown in Fig. 15. As can be seen, the CMV magnitudes in different schemes are similar to the results shown in Fig.

TABLE IV
Comparison of Execution Time and Memory Requirement in Five-Level Topology

| SVPWM <br> Schemes | Time <br> Required $(\mu \mathrm{s})$ | Memory Req. <br> in Bytes | Time <br> Complexity | Space <br> Complexity |
| :---: | :---: | :---: | :---: | :---: |
| In [4] | 6.17 | 11531 | $O(n)$ | $O(n)$ |
| In [6] | 4.84 | 6620 | $O(1)$ | $O(1)$ |
| In [28] | 5.28 | 42709 | $O(n)$ | $O\left(n^{3}\right)$ |
| In [29] | 4.36 | 8796 | $O(n)$ | $O(n)$ |
| Proposed | $2.42^{\mathrm{a}}$ | $3166^{\mathrm{a}}$ | $O(1)$ | $O(1)$ |

${ }^{\text {a }}$ the proposed scheme with minimal CMV magnitude.
${ }^{\mathrm{b}}$ the proposed scheme with time-averaged CMV elimination.
13. Nevertheless, in terms of the common-mode current, it can still be constrained to below 0.5 A in the scheme with time-averaged CMV elimination, while the higher magnitude (up to 1.2 A ) is observed in the scheme with minimal CMV magnitude due to the accumulated CMV during the transient process. Not surprisingly, the scheme without optimization not only leads to a dc offset in $i_{\mathrm{ng}}$, but also produces an ac amount with a larger amplitude. The associated results provide further strong evidence of the effectiveness of the proposed method.

## C. Comparison With the Existing SVPWM Methods

Table III presents a general comparison between the proposed scheme and typical existing SVPWM methods. Further, Table IV compares the total time and memory requirements in several algorithms, where the algorithms are written in C and implemented in the linear modulation region on a DSP TMS320F28377D, considering the partial underlying constraints of Typhoon. Tables III and IV show the superiorities of the proposed scheme in terms of:

1) System Flexibility: The three or four switching states are typically uniquely determined for a given RVV in many earlier methods [3]-[6], [28], [32], [37]. Even if the RSSs are available in some solutions [19], [29], [38], few can effectively utilize them to optimize converter's performance, which undoubtedly jeopardizes system flexibility. In the proposed scheme, the dynamic RP mechanism not only establishes a one-to-one correspondence between all available RSSs and one unique variable, i.e., the number of level shifts, but also contributes to a general approach of determining the OSS according to control objectives. Moreover, the introduction of carrier-based implementation allows some underlying goals, such as evenly distributing switching losses in CHB converters or balancing capacitor voltages in FC converters, to be achieved by rationally aligning carriers, as explained in Section III-C. Thus, a higher flexibility is achieved.
2) Operation Region: The proposed scheme is able to achieve full-region operation including overmodulation, just as done in [19], [29], [32]. Thus, the output capacity of the converter can be utilized to the greatest extent. However, the other methods can only operate in the linear region with the modulation index $M$ less than 0.866 [3] or 1, implying that at least the shaded area beyond the inscribed circle but within the outer hexagon shown in Fig. 6 is not effectively exploited.


Fig. 16. Comparison of RMS line voltage, current THD, switching losses and converter efficiency in the five-level CHB converter (Pro1: the proposed scheme without optimization; Pro2: the proposed scheme with time-averaged CMV elimination; Pro3: the proposed scheme with minimal CMV magnitude).
3) Time and Space Complexity: As shown in Table IV, very low execution time and memory space are required in the proposed scheme. In [4], since the pulse duration of each switch needs to be calculated by the predefined formulas and a larger number of variables are indispensable, the much longer execution time and higher memory footprint are required. In [6], though both time and space complexity are independent of the number of levels, the fact that almost all computations including time-consuming cost function are based on floatingpoint operations and complex encoding to generate gate pulses also leads to higher resource requirements. Compared with the other methods, the proposed scheme avoids look-up tables (as in [28]), iterative operation (as in [29]), trigonometric computation, coordinate transformation, and only requires simple logical judgment and arithmetic calculation.
4) Implementation Cost: The proposed scheme achieves a lower implementation cost. On the one hand, the lower execution time and space requirements reduce the performance demands on the real-time processor. On the other hand, the switching sequence and gate pulses in the proposed scheme are generated by carrier-based implementation, which means that the entire algorithm of the proposed scheme can be executed on common DSP chips with integrated PWM modules. In contrast, the switching sequence in many other methods (e.g., [5], [6], [19], [28], [29], [32]) is produced based on line-toline voltages and it is necessary to assign the duty cycles to respective switching states to output gate pulses at each time step, as explained in Section II-B, which may require a higher performance and more expensive FPGA chip, especially in the case of high switching frequency.

Furthermore, Fig. 16 compares the RMS line voltage, current THD, switching losses and converter efficiency in methods with similar optimization objectives [3], [6], [19] or
switching patterns [29], [37], where the RMS line voltage and current THD are experimented with the parameters same as in Section VI-B, while switching losses and converter efficiency are simulated with the parameters of the switching devices from IKFW50N60DH3 produced by Infineon and the dc-link voltage of each H -bridge and the switching frequency are increased to 300 V and 50 kHz to highlight the differences of different algorithms. As can be seen, the methods using the NTVs to synthesize the RVV (except for [3] using the non-NTVs) produce very similar RMS line voltages. Besides, the proposed method can be flexibly configured to output current waveforms of comparable quality to those of [6], [19], [29], [37]. Fig. 16 also shows that the proposed method can yield switching losses close to existing continuous [19], [29] and discontinuous [6], [37] modulation techniques, since the number of switching actions in each switching period can be changed by adjusting $\lambda$. When it comes to converter efficiency, similar conclusions can be found, except that the introduction of conduction losses narrows the gap between different algorithms. In summary, these results show that the proposed method can maintain equivalent voltage output, comparable waveform quality and converter efficiency while providing the aforementioned advantages.

## VII. CONCLUSION

In this article, a flexible and decoupled SVPWM algorithm for multilevel converters is proposed, which innovatively combines two-level SVPWM-based method and carrier-based implementation. The three phases of the offset vector are decoupled both in real-time calculation and in hardware implementation, which not only facilitates a dynamic RP mechanism to provide all RSSs to maintain high flexibility, but also enables the introduction of carrier-based implementation to reduce complexity considerably. Simulation and experimental results show that the proposed scheme can achieve full-region operation for any $n$-level CHB and FC converters, can be flexibly regulated to cater to different applications, and only requires very low execution time and storage requirements.

The proposed scheme can be potentially extended to operate under fault conditions. Since the value of the number of level shifts $n_{\mathrm{s}}$ has a one-to-one correspondence with the available switching states, fault-tolerant operation can be accomplished by tuning the range of $n_{\mathrm{s}}$ in accordance with the type of fault, which will be further investigated in future work.

## REFERENCES

[1] A. S. Hussein and A. M. Y. M. Ghias, "Cascaded multioutput multilevel converter: Modulation and operating limits," IEEE Trans. Ind. Electron., vol. 69, no. 1, pp. 399-408, Jan. 2022.
[2] X. Wu, C. Xiong, S. Yang, H. Yang, and X. Feng, "A simplified space vector pulsewidth modulation scheme for three-phase cascaded H -bridge inverters," IEEE Trans. Power Electron., vol. 35, no. 4, pp. 4192-4204, Apr. 2020.
[3] C. Wang, Q.-C. Zhong, N. Zhu, S.-Z. Chen, and X. Yang, "Space vector modulation in the $45^{\circ}$ coordinates $\alpha^{\prime} \beta^{\prime}$ for multilevel converters," IEEE Trans. Power Electron., vol. 36, no. 6, pp. 6525-6536, Jun. 2021.
[4] P. Chamarthi, P. Chhetri, and V. Agarwal, "Simplified implementation scheme for space vector pulse width modulation of n-level inverter with online computation of optimal switching pulse durations," IEEE Trans. Ind. Electron., vol. 63, no. 11, pp. 6695-6704, Nov. 2016.
[5] K. J. Pratheesh, G. Jagadanand, and R. Ramchand, "A generalized-switch-matrix-based space vector modulation technique using the nearest level modulation concept for neutral-point-clamped multilevel inverters," IEEE Trans. Ind. Electron., vol. 65, no. 6, pp. 4542-4552, Jun. 2018.
[6] H. Yao, Y. Yan, T. Shi, G. Zhang, Z. Wang, and C. Xia, "A novel SVPWM scheme for field-oriented vector-controlled PMSM drive system fed by cascaded H-bridge inverter," IEEE Trans. Power Electron., vol. 36, no. 8, pp. 8988-9000, Aug. 2021.
[7] S. Choi and M. Saeedifard, "Capacitor voltage balancing of flying capacitor multilevel converters by space vector PWM," IEEE Trans. Power Del., vol. 27, no. 3, pp. 1154-1161, Jul. 2012.
[8] S. H. Montazeri, J. Milimonfared, and M. Zolghadri, "A new modeling and control scheme for cascaded split-source converter cells," IEEE Trans. Ind. Electron., vol. 69, no. 8, pp. 7618-7628, Aug. 2022.
[9] N. Thitichaiworakorn, M. Hagiwara, and H. Akagi, "Experimental verification of a modular multilevel cascade inverter based on doublestar bridge cells," IEEE Trans. Ind. Appl., vol. 50, no. 1, pp. 509-519, Jan. 2014.
[10] O. Oghorada, Z. Li, B. Esan, and E. Dickson, "Carrier-based sinusoidal pulse-width modulation techniques for flying capacitor modular multilevel cascaded converter," Heliyon, vol. 5, no. 12, p. e03022, 2019.
[11] J.-M. De Paris, C. R. D. Osório, H. Pinheiro, and F. d. M. Carnielutti, "Phase disposition modulation with sorting algorithm for symmetrical cascaded multilevel converters," IEEE Trans. Ind. Appl., vol. 55, no. 6, pp. 7527-7536, Nov. 2019.
[12] A. M. Y. M. Ghias, J. Pou, V. G. Agelidis, and M. Ciobotaru, "Voltage balancing method for a flying capacitor multilevel converter using phase disposition PWM," IEEE Trans. Ind. Electron., vol. 61, no. 12, pp. 65386546, Dec. 2014.
[13] J. Ebrahimi, H. Karshenas, S. Eren, and A. Bakhshai, "A fast-decoupled space vector modulation scheme for flying capacitor-based multilevel converters," IEEE Trans. Power Electron., vol. 36, no. 12, pp. $14539-$ 14 549, Dec. 2021.
[14] D. A. Schuetz, F. B. Grigoletto, F. Carnielutti, and H. Pinheiro, "Discontinuous space vector modulation for three-phase five-levels packed-U-cell converter," IEEE Trans. Power Electron., vol. 36, no. 12, pp. 14353-14365, Dec. 2021.
[15] X. Xing, X. Li, F. Gao, C. Qin, and C. Zhang, "Improved space vector modulation technique for neutral-point voltage oscillation and commonmode voltage reduction in three-level inverter," IEEE Trans. Power Electron., vol. 34, no. 9, pp. 8697-8714, Sep. 2019.
[16] M. Hassanifar, D. Nazarpour, S. Golshannavaz, and Y. Neyshabouri, "A modular cascaded multilevel converter with high configurability: Design, analysis, and optimization study," IEEE J. Emerg. Sel. Topics Power Electron., pp. 1-1, 2021.
[17] J. B. Soomro, F. Akhter, S. Ali, S. S. H. Bukhari, I. Sami, and J.-S. Ro, "Modified nearest level modulation for full-bridge based HVDC MMC in real-time hardware-in-loop setup," IEEE Access, vol. 9, pp. 114998-115005, 2021.
[18] H. Lin, Z. Shu, J. Yao, H. Yan, L. Zhu, D. Luo, and X. He, "A simplified 3-D NLM-based SVPWM technique with voltage-balancing capability for 3LNPC cascaded multilevel converter," IEEE Trans. Power Electron., vol. 35, no. 4, pp. 3506-3518, Apr. 2020.
[19] A. Ovalle, M. E. Hernandez, and G. A. Ramos, "A flexible nonorthogonal-reference-frame-based SVPWM framework for multilevel inverters," IEEE Trans. Power Electron., vol. 32, no. 6, pp. 49254938, Jun. 2017.
[20] Q. Yan, Z. Zhou, M. Wu, X. Yuan, R. Zhao, and H. Xu, "A simplified analytical algorithm in abc coordinate for the three-level SVPWM," IEEE Trans. Power Electron., vol. 36, no. 4, pp. 3622-3627, Apr. 2021.
[21] B. McGrath, D. Holmes, and T. Lipo, "Optimized space vector switching sequences for multilevel inverters," IEEE Trans. Power Electron., vol. 18, no. 6, pp. 1293-1301, Nov. 2003.
[22] D. Ronanki and S. S. Williamson, "Discontinuous space vector modulation schemes for modular multilevel converters," IEEE Trans. Power Electron., vol. 36, no. 4, pp. 3987-3994, Apr. 2021.
[23] J. Li, J. Jiang, and S. Qiao, "A space vector pulse width modulation for five-level nested neutral point piloted converter," IEEE Trans. Power Electron., vol. 32, no. 8, pp. 5991-6004, Aug. 2017.
[24] Z. Shu, N. Ding, J. Chen, H. Zhu, and X. He, "Multilevel SVPWM with dc-link capacitor voltage balancing control for diode-clamped multilevel converter based STATCOM," IEEE Trans. Ind. Electron., vol. 60, no. 5, pp. 1884-1896, May 2013.
[25] X. Yuan, Y. Gao, and Y. Li, "A fast multilevel SVPWM method based on the imaginary coordinate with direct control of redundant vectors or zero sequence components," IEEE Open J. Ind. Electron. Soc., vol. 1, pp. 355-366, 2020.
[26] Z. Liu, Y. Wang, G. Tan, H. Li, and Y. Zhang, "A novel SVPWM algorithm for five-level active neutral-point-clamped converter," IEEE Trans. Power Electron., vol. 31, no. 5, pp. 3859-3866, May 2016.
[27] D. G. Holmes and T. A. Lipo, "Space vector PWM for multilevel converters," in Pulse Width Modulation for Power Converters: Principles and Practice. IEEE, 2003, ch. 12, pp. 531-554.
[28] A. Gupta and A. Khambadkone, "A space vector PWM scheme for multilevel inverters based on two-level space vector PWM," IEEE Trans. Ind. Electron., vol. 53, no. 5, pp. 1631-1639, Oct. 2006.
[29] Y. Deng, K. H. Teo, C. Duan, T. G. Habetler, and R. G. Harley, "A fast and generalized space vector modulation scheme for multilevel inverters," IEEE Trans. Power Electron., vol. 29, no. 10, pp. 5204-5217, Oct. 2014.
[30] I. Ahmed, V. B. Borghate, A. Matsa, P. M. Meshram, H. M. Suryawanshi, and M. A. Chaudhari, "Simplified space vector modulation techniques for multilevel inverters," IEEE Trans. Power Electron., vol. 31, no. 12, pp. 8483-8499, Dec. 2016.
[31] N. Susheela, P. S. Kumar, and S. K. Sharma, "Generalized algorithm of reverse mapping based SVPWM strategy for diode-clamped multilevel inverters," IEEE Trans. Ind. Appl., vol. 54, no. 3, pp. 2425-2437, May 2018.
[32] A. Mohamed A. S., A. Gopinath, and M. R. Baiju, "A simple space vector PWM generation scheme for any general n-level inverter," IEEE Trans. Ind. Electron., vol. 56, no. 5, pp. 1649-1656, May 2009.
[33] C. Wei, X. Yuan, Y. Zhang, and X. Wu, "A generic multi-level SVM scheme based on two-level SVM for n-level converters," Energies, vol. 13, no. 9, p. 2143, 2020.
[34] X. Li, S. Dusmez, B. Akin, and K. Rajashekara, "A new active fault-tolerant SVPWM strategy for single-phase faults in three-phase multilevel converters," IEEE Trans. Ind. Electron., vol. 62, no. 6, pp. 3955-3965, Jun. 2015.
[35] M. Prats, L. Franquelo, R. Portillo, J. Leon, E. Galvan, and J. Carrasco, "A 3-D space vector modulation generalized algorithm for multilevel converters," IEEE Power Electron. Lett., vol. 1, no. 4, pp. 110-114, Dec. 2003.
[36] A. Dekka, B. Wu, N. R. Zargari, and R. L. Fuentes, "A space-vector PWM-based voltage-balancing approach with reduced current sensors for modular multilevel converter," IEEE Trans. Ind. Electron., vol. 63, no. 5, pp. 2734-2745, May 2016.
[37] J.-S. Hu, J.-N. Lin, and H.-C. Chen, "A discontinuous space vector PWM algorithm in abc reference frame for multilevel three-phase cascaded H bridge voltage source inverters," IEEE Trans. Ind. Electron., vol. 64, no. 11, pp. 8406-8414, Nov. 2017.
[38] Y. Deng, Y. Wang, K. H. Teo, and R. G. Harley, "A simplified space vector modulation scheme for multilevel converters," IEEE Trans. Power Electron., vol. 31, no. 3, pp. 1873-1886, Mar. 2016.
[39] R. Tarvirdilu-Asl and J. Bauman, "Efficiency analysis of induction motor control strategies using a system-level EV model," in 2019 IEEE Transp. Electrific. Conf. and Expo (ITEC), 2019, pp. 1-6.


Qingle Sun was born in Shandong, China, in 1995. He received the B.Eng. degree in vehicle engineering from the Taiyuan University of Technology, Shanxi, China, in 2018.

He is currently a Ph.D candidate at National Engineering Research Center of Electric Vehicles and School of Mechanical Engineering, Beijing Institute of Technology. His research interests include power electronics and machine drives, multilevel converters, and power hardware-in-the-loop simulation with applications to electrical machines.


Zhifu Wang was born in Shandong, China, in 1977. He received the M.S. and Ph.D degrees in vehicle engineering from Beijing Institute of Technology, Beijing, China, in 2003 and 2013, respectively.

He is currently a Professor at School of Mechanical Engineering, Beijing Institute of Technology. He is also the Deputy Director of the National Engineering Research Center of Electric Vehicles. His research interests include vehicle dynamics, power electronics and machine drives, multilevel converters, and electric machine emulator.


Suleiman M. Sharkh (Senior Member, IEEE) received the B.Eng. and Ph.D. degrees in electrical engineering from the University of Southampton, Southampton, U.K., in 1990 and 1994, respectively.

He is currently a Professor of Electrical Machines and Drives with the University of Southampton. He is also the Managing Director of HiT Systems Ltd. His main research interests include control, electrical machine, and power electronics with applications to electric vehicles, marine propulsion, exhaust energy recovery, and submersible pumps.
Prof. Sharkh is a member of the Institution of Engineering and Technology, a Chartered Engineer and a Senior Member of the IEEE. He was a recipient of the 2008 Engineer Energy Innovation Award for his work on rim-driven thrusters and marine turbine generators.


Wenmei Hao was born in Hebei province, China, in 1993. She received her B.Sc. and Ph.D. degrees in Electrical Engineering from Beijing Jiaotong University, China, in 2016 and 2022, respectively.

She had studied in Politecnico di Torino, Italy, as a visiting Ph.D. from December 2019 to February 2021. Now, she is a postdoctor at National Engineering Research Center of Electric Vehicles and School of Mechanical Engineering, Beijing Institute of Technology. Her current research interests include wireless charging technology and power electronics.


[^0]:    Manuscript received XXX; revised XXX; accepted XXX. Date of publication XXX; date of current version XXX. This work was supported in part by the National Natural Science Foundation of China under Grant 51775042. (Corresponding author: Zhifu Wang.)
    Q. Sun, Z. Wang, and W. Hao are with the School of Mechanical Engineering and National Engineering Research Center of Electric Vehicles, Beijing Institute of Technology, Beijing 100081, China (e-mail: sunqingle@ bit.edu.cn; wangzhifu@bit.edu.cn; haowenmei@bit.edu.cn).
    S. M. Sharkh is with the Mechatronics Research Group, Faculty of Engineering and Physical Sciences, University of Southampton, Southampton SO171BJ, U.K. (e-mail: suleiman@soton.ac.uk).
    Color versions of one or more of the figures in this article are available online at https://ieeexplore.ieee.org.

