# Bayesian inference for form-factor fits regulated by unitarity and analyticity 

J.M. Flynn, ${ }^{a, b}$ A. Jüttner, ${ }^{a, b, c}$ J.T. Tsang ${ }^{c}$<br>${ }^{a}$ School of Physics and Astronomy, University of Southampton, Southampton, SO17 1BJ, UK<br>${ }^{b}$ STAG Research Centre, University of Southampton, Southampton, SO17 1BJ, UK<br>${ }^{c}$ Theoretical Physics Department, CERN, Geneva, Switzerland<br>E-mail: j.m.flynn@soton.ac.uk, Andreas.Juttner@cern.ch, j.t.tsang@cern.ch


#### Abstract

We propose a model-independent framework for fitting hadronic form-factor data, which is often only available at discrete kinematical points, using parametristations based on to unitarity and analyticity. In this novel approach the latter two properties of quantum-field theory regulate the ill-posed fitting problem and allow model-independent predictions over the entire physical range. Kinematical constraints, for example for the vector and scalar form factors in semileptonic meson decays, can be imposed exactly. The core formulae are straight-forward to implement with standard math libraries. We take account of a generalisation of the original Boyd Grinstein Lebed (BGL) unitarity constraint for form factors and demonstrate our method for the exclusive semileptonic decay $B_{s} \rightarrow$ $K \ell \nu$, for which we make a number of phenomenologically relevant predictions, including the CKM matrix element $\left|V_{u b}\right|$.
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## 1 Introduction

Hadronic form factors are a crucial ingredient in precision tests of the Standard Model (SM) [2]. They allow us to better understand the structure of hadrons at different length scales, and to study their constituents. In the case of flavour-changing hadron decays, they enable the determination of CKM matrix elements from experiment. This motivates ongoing experimental effort to improve decay-rate measurements. On the theory side, lattice QCD is one of the main tools for computing form factors from first principles [3], allowing us to predict their overall normalisation and momentum dependence. QCD sum rules play a similar role and are often complementary to lattice QCD in their kinematical range of applicability [4, 5]. In order to match experimental efforts it is crucial to reduce errors in the theory computations.

One often finds, however, that neither experimental nor theoretical approaches are able to cover the entire physical kinematical range of the decay process. For instance, differential decay rates for flavour-changing exclusive semileptonic decays as measured in experiment for, e.g., heavy-light mesons, are kinematically suppressed when the momentum transfer between the initial and final meson, $q$, approaches the zero-recoil point $q_{\max }^{2}$. Lattice simulations of the same process on the other hand, which compute the corresponding hadronic form factors as a function of momentum transfer, have difficulties in controlling systematic effects for small $q^{2}$. Thus, very often one finds oneself in a situation where results for a small number $N_{\text {data }}$ of $q^{2}$ values (or bins) are available in one particular kinematical regime, and one would like to make predictions about the entire physically allowed range. Or, one has data points or bins in two distinct kinematical regimes and would like to combine the data for a global analysis.

To this end, model independent form-factor parameterisations based on the the quantumfield theory principles of unitarity and analyticity [6-8] have been devised in order to relate and combine results for different kinematical regimes. In this paper we propose a method to determine the parameters of one such parameterisation, the one by Boyd-Grinstein-Lebed (BGL) [6], without truncation errors. In order to make BGL and therefore our approach applicable to a wider range of decay channels, we also adopt a generalisation [1] of the BGL unitarity constraint.

To illustrate the problem further, let us consider a frequentist fit, where the number of parameters $K$ that can be determined is primarily limited by the number $N_{\text {data }}$ of inputdata points. A further common limitation is poor statistical quality of the data, which can further reduce effective usable number $N_{\text {data }}$ of data points, indicated by a badly conditioned
correlation matrix of the input data. In any case, the constraint on the number of degrees of freedom $N_{\text {dof }}=N_{\text {data }}-K \geq 1$ for a meaningful frequentist fit imposes a strict upper bound on the truncation $K$. This may not be too much of a limitation in situations where abundant independent data is available, allowing one to observe how final results depend on the choice of the order $K$. All too often, however, data is scarce, leaving little room for estimating truncation errors reliably.

The problem of finding a model- and truncation-independent parameterisation of a finite set of data is hence ill-defined and some form of regulator is required to keep the parameters not well constrained by the data under control. We propose to address the problem starting from Bayes' theorem. As we will argue and demonstrate, a full untruncated form-factor parameterisation can be determined, relying merely on analyticity and unitarity as regulators. The resulting form-factor parameterisation is free from systematic effects besides those potentially afflicting the underlying experimental, lattice or sum-rule data.

The proposal made here is similar in spirit to the determination of model-independent parameterisations based on the recently revived dispersive-matrix (DM) method [9-11]. Both approaches use the same physical information and should produce consistent results, but the proposal presented here is considerably simpler to implement and multiple, potentially correlated, data sets from both experiment and theory can be included straightforwardly in the fitting problem. We make our own implementation available in the form of a Python code [12].

We note that a number of novel ideas applying Bayesian inference in the context of quantum-field theory have recently been put forward in a variety of contexts: fitting of parton-distribution functions [13], analysis of fits to lattice data [14-16], or the estimation of missing higher-order terms in perturbation theory [17].

Here we show, starting from a set of reference data points for the form factor, that all parameters of a model-independent parameterisation are defined in terms of a multivariate normal distribution. Representative samples for observables based on the modelindependent parameterisation can then be computed by drawing Gaussian random numbers in a way that takes the unitarity constraint into account. Moreover, kinematical constraints like the equality of vector and scalar form factor in pseudoscalar-to-pseudoscalar-transition form-factors at zero momentum transfer can be imposed exactly. We therefore expect the approach presented here to be attractive to, and hopefully adopted by a wide user community in theory, phenomenology and experiment.

The main results of this paper are:

- using a generalisation of the BGL unitarity constraint
- a simple method for model- and truncation-independent form-factor fits subject to unitarity and kinematical constraints
- an algorithm and its implementation in a Python code [12]
- a demonstration of the method for individual and combined fits of lattice [18-20], sumrule [21] and experimental [22, 23] data for semileptonic $B_{s} \rightarrow K \ell \nu$ decay, making predictions for a number of phenomenologically relevant observables
- a comparison to fits based on the dispersive-matrix method [9-11]

The paper is structured as follows. In Sec. 2 we first introduce some basic notation for semileptonic decays in the Standard Model and then discuss the BGL parameterisation and the generalised unitarity constraint. In Sec. 3 we first revisit the theory of frequentist form-factor fits to introduce basic notation, followed by the discussion of Bayesian inference and an algorithm to solve it in practice. In Sec. 4 we apply the new method for $B_{s} \rightarrow K \ell \nu$ exclusive semileptonic decay using lattice data from HPQCD 14 [18], FNAL/MILC 19 [19] and RBC/UKQCD 23 [20] and compare to frequentist fits and the dispersive-matrix method. Finally we make predictions that can be used for phenomenology in Sec. 5.

## 2 Form factors, unitarity and analyticity

While the ideas presented here are universally applicable to parameterisations of hadronic form factors, we find it instructive to base the presentation on a particular example, the semileptonic meson decay $B_{s} \rightarrow K \ell \nu$. Applying the ideas to other decay channels is straightforward. In this section we introduce basic definitions and recall the details of the unitarity- and analyticity-based model-independent form-factor parameterisation by Boyd-Grinstein-Lebed (BGL) [6]. The case of $B_{s} \rightarrow K \ell \nu$ is particularly interesting since its kinematics and the analytical properties of the corresponding form factors motivated us to use a modified BGL unitarity constraint.

### 2.1 Decay rate and form factors

The differential decay rate for $B_{s} \rightarrow K \ell \nu$ in the $B_{s}$ rest frame is given by

$$
\begin{align*}
\frac{d \Gamma\left(B_{s} \rightarrow K \ell \nu\right)}{d q^{2}}= & \eta_{\mathrm{EW}} \frac{G_{F}^{2}\left|V_{u b}\right|^{2}}{24 \pi^{3}} \frac{\left(q^{2}-m_{\ell}^{2}\right)^{2}\left|\mathbf{p}_{K}\right|}{\left(q^{2}\right)^{2}}\left[\left(1+\frac{m_{\ell}^{2}}{2 q^{2}}\right)|\mathbf{p}|^{2}\left|f_{+}\left(q^{2}\right)\right|^{2}\right. \\
& \left.+\frac{3 m_{\ell}^{2}}{8 q^{2}} \frac{\left(M_{B_{s}}^{2}-M_{K}^{2}\right)^{2}}{M_{B_{s}}^{2}}\left|f_{0}\left(q^{2}\right)\right|^{2}\right] . \tag{2.1}
\end{align*}
$$

The kaon three momentum is $\left|\mathbf{p}_{K}\right|=\left(E_{K}^{2}-M_{K}^{2}\right)^{1 / 2}$, where $E_{K}$ is the kaon energy. The momentum transfer between the $B_{s}$ meson and the kaon is $q=p_{B_{s}}-p_{K}, m_{\ell}$ is the lepton mass and $\eta_{\text {EW }}$ is an electroweak correction factor. ${ }^{1}$ The form factors $f_{+}$and $f_{0}$ arise in the decomposition of the QCD matrix element

$$
\begin{align*}
\left\langle K\left(p_{K}\right)\right| \mathcal{V}^{\mu}\left|B_{s}\left(p_{B_{s}}\right)\right\rangle & =f_{+}\left(q^{2}\right)\left(p_{B_{s}}^{\mu}+p_{K}^{\mu}\right)+f_{-}\left(q^{2}\right)\left(p_{B_{s}}^{\mu}-p_{K}^{\mu}\right) \\
& =2 f_{+}\left(q^{2}\right)\left(p_{B_{s}}^{\mu}-\frac{p_{B_{s}} \cdot q}{q^{2}} q^{\mu}\right)+f_{0}\left(q^{2}\right) \frac{M_{B_{s}}^{2}-M_{K}^{2}}{q^{2}} q^{\mu}, \tag{2.2}
\end{align*}
$$

where the kinematical constraint

$$
\begin{equation*}
f_{+}(0)=f_{0}(0) \tag{2.3}
\end{equation*}
$$

can be deduced from $f_{0}\left(q^{2}\right)=f_{+}\left(q^{2}\right)+q^{2} /\left(M_{B_{s}}^{2}-M_{K}^{2}\right) f_{-}\left(q^{2}\right)$. We will use this constraint in the later discussion. In the $\mathrm{SM}, \mathcal{V}^{\mu}=\bar{u} \gamma^{\mu} b$ is the continuum charged current operator. Lattice computations of the matrix element are by now standard and can be computed with per-cent-level precison [3, 18-20, 26].

### 2.2 BGL parametrisation with generalised unitarity constraint

Unitarity- and analyticity-based form-factor parameterisations have in common that they map the complex $q^{2}$ plane with a cut for $q^{2} \geq t_{*}$ onto the unit-disc of a new complex kinematical variable $z[6-10,27-29]$ using the map

$$
\begin{equation*}
z\left(q^{2} ; t_{*}, t_{0}\right)=\frac{\sqrt{t_{*}-q^{2}}-\sqrt{t_{*}-t_{0}}}{\sqrt{t_{*}-q^{2}}+\sqrt{t_{*}-t_{0}}} . \tag{2.4}
\end{equation*}
$$

[^0]For use below we set $t_{ \pm}=\left(M_{B_{s}} \pm M_{K}\right)^{2}$, with $t_{-}=q_{\max }^{2}$ the upper end of the kinematical range for physical semileptonic decay. The opening of the cut at $t_{*}$ is fixed by the lowest appropriate two-particle production threshold $t_{*}=\left(M_{B}+M_{\pi}\right)^{2}$, which is determined by the flavour content of the electroweak current $\mathcal{V}$. The value of $t_{0}$ can be chosen to fix the range in $z$ corresponding to a given range in $q^{2}$. We choose $t_{0}$ to symmetrize the range of $z$ about zero for $q^{2}$ in the range $0 \leq q^{2} \leq q_{\max }^{2}=t_{-}$:

$$
\begin{equation*}
t_{0}=t_{\mathrm{opt}}=t_{*}-\sqrt{t_{*}\left(t_{*}-t_{-}\right)} \tag{2.5}
\end{equation*}
$$

Boyd, Grinstein and Lebed (BGL) [6] write the form factor as

$$
\begin{equation*}
f_{X}\left(q^{2}\right)=\frac{1}{B_{X}\left(q^{2}\right) \phi_{X}\left(q^{2}, t_{0}\right)} \sum_{n \geq 0} a_{X, n}\left(t_{0}\right) z^{n} \tag{2.6}
\end{equation*}
$$

where $X=+, 0$ and where the Blaschke factor $B_{X}\left(q^{2}\right)$ is chosen to vanish at the positions of sub-threshold poles $M_{i}^{X}$,

$$
\begin{equation*}
B_{X}\left(q^{2}\right)=\prod_{i \in X \text { poles }} z\left(q^{2} ; t_{*},\left(M_{i}^{X}\right)^{2}\right) \tag{2.7}
\end{equation*}
$$

From now on we drop the explicit dependence of the BGL coefficients $a\left(t_{0}\right)$ on the parameter $t_{0}$. For the vector form factor $f_{+}$of the $B_{s} \rightarrow K \ell \nu$ decay the theoretically predicted $1^{-}$vector-meson with $M_{B^{*}\left(1^{-}\right)}^{+}=5.32471 \mathrm{GeV}$ [2] sits above the physical semileptonic region $0 \leq q^{2} \leq q_{\max }^{2}$, but also below the $B \pi$ threshold at $\left(M_{B}+M_{\pi}\right)^{2}$ (specifically, $q_{\max }^{2} \leq\left(M_{B^{*}\left(1^{-}\right)}^{+}\right)^{2} \leq t_{*} \rightarrow 23.73 \mathrm{GeV}^{2} \leq 28.35 \mathrm{GeV}^{2} \leq 29.35 \mathrm{GeV}^{2}$ ). The pole is cancelled by the Blaschke factor $B_{+}\left(q^{2}\right)$. For $f_{0}$ the theoretically predicted pole mass $M_{B^{*}\left(0^{+}\right)}^{+}=$ $5.63 \mathrm{GeV}[30]$ sits above the $B \pi$ threshold and no pole needs to be cancelled. $\phi_{X}\left(q^{2}, t_{0}\right)$ in Eq. (2.6) is known as the outer function and we give expressions for it in Appendix A. What differentiates the $B_{s} \rightarrow K \ell \nu$ semileptonic decay from $B \rightarrow \pi \ell \nu$ is the observation that in the former the two-particle $B \pi$ production threshold lies below the one of $B_{s} K$, i.e. $t_{*}<t_{+}$. This has recently been discussed in Refs. [1, 31], where it was pointed out that when inserting the BGL expansion (2.6) into the unitarity constraint

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{C} \frac{d z}{z}\left|B_{X}\left(q^{2}\right) \phi_{X}\left(q^{2}, t_{0}\right) f_{X}\left(q^{2}\right)\right|^{2} \leq 1 \tag{2.8}
\end{equation*}
$$

the integration around the unit-circle includes contributions from below $t_{+}=\left(M_{B_{s}}+M_{K}\right)^{2}$, i.e. from below the $B_{s} K$ production threshold. The unitarity bound for $B_{s} \rightarrow K \ell \nu$ can in this way become too strong. The authors of Ref. [1] propose to modify the BGL expansion, replacing the monomials $z^{i}$, which are orthogonal on the unit circle,

$$
\begin{equation*}
\left\langle z^{i} \mid z^{j}\right\rangle=\left.\frac{1}{2 \pi} \int_{-\pi}^{+\pi} d \alpha\left(z^{i}\right)^{*} z^{j}\right|_{z=e^{i \alpha}}=\delta_{i j} \tag{2.9}
\end{equation*}
$$

by polynomials $p_{i}(z)$ which are orthogonal with respect to an inner product with the integral restricted to the relevant part of the unit circle, i.e.,

$$
\begin{equation*}
\left\langle p_{j}(z) \mid p_{j}(z)\right\rangle_{\alpha_{B_{s} K}}=\left.\frac{1}{2 \pi} \int_{-\alpha_{B_{s} K}}^{+\alpha_{B_{s} K}} d \alpha\left(p_{i}(z)\right)^{*} p_{j}(z)\right|_{z=e^{i \alpha}}=\delta_{i j} \tag{2.10}
\end{equation*}
$$

with $\alpha_{B_{s} K}=\arg \left[z\left(t_{+} ; t_{*}, t_{0}\right)\right]$. An algorithm for constructing the $p_{i}(z)$ is provided in Refs. [1, 32, 33]. Here we propose to modify just the unitarity constraint Eq. (2.11) and leave the BGL expansion Eq. (2.6) untouched. This has the benefit that existing analysis codes barely have to be modified. In particular, we write the unitarity constraint as

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{C} \frac{d z}{z} \theta_{z}\left|B_{X}\left(q^{2}\right) \phi_{X}\left(q^{2}, t_{0}\right) f_{X}\left(q^{2}\right)\right|^{2} \leq 1, \tag{2.11}
\end{equation*}
$$

where the step function $\theta_{z}=\theta\left(\alpha_{B_{s} K}-|\arg [z]|\right)$ restricts the integration over the unit circle to the relevant segment, i.e. the one corresponding to the branch cut above the $B_{s} K$ threshold $t_{+}$. Inserting the BGL expansion Eq. (2.6), the unitarity constraint takes the compact form

$$
\begin{equation*}
\sum_{i, j \geq 0} a_{X, i}^{*}\left\langle z^{i} \mid z^{j}\right\rangle_{\alpha_{B_{s} K}} a_{X, j} \equiv\left|\mathbf{a}_{X}\right|_{\alpha_{B_{s} K}}^{2} \leq 1, \tag{2.12}
\end{equation*}
$$

where the inner product is known analytically,

$$
\left\langle z^{i} \mid z^{j}\right\rangle_{\alpha}=\left.\frac{1}{2 \pi} \int_{-\alpha}^{\alpha} d \phi\left(z^{i}\right)^{*} z^{j}\right|_{z=e^{i \phi}}= \begin{cases}\frac{\sin (\alpha(i-j))}{\pi(i-j)} & i \neq j,  \tag{2.13}\\ \frac{\alpha}{\pi} & i=j .\end{cases}
$$

The proposal made here is equivalent to the one in Ref. [1], but technically much simpler to implement. We provide more details on the relation to Ref. [1] and the underlying work of Refs. [32, 33] in App. B. Note, that for decays where $t_{*}=t_{+}$, e.g. $B \rightarrow \pi \ell \nu$, the original BGL unitarity constraint is recovered, since in this case $\alpha_{B \pi}=\pi$.

## 3 The fitting problem

In this section we discuss our proposed method for determining the coefficients of the BGL expansion Eq. (2.6) without truncation errors from a finite set of input data. In particular, we assume to have results for the form factors $f_{+}\left(q_{i}^{2}\right)$ for $N_{+} q^{2}$ values $(i=$ $\left.0,1,2, \ldots, N_{+}-1\right)$ and $f_{0}\left(q_{j}^{2}\right)$ for $N_{0} q^{2}$ values $\left(j=0,1,2, \ldots, N_{0}-1\right)$, respectively. We find it convenient to combine all data into a data vector

$$
\begin{equation*}
\mathbf{f}^{T}=\left(\mathbf{f}_{+}, \mathbf{f}_{0}\right)^{T}=\left(f_{+}\left(q_{0}^{2}\right), f_{+}\left(q_{1}^{2}\right), \ldots, f_{+}\left(q_{N_{+}-1}^{2}\right), f_{0}\left(q_{0}^{2}\right), f_{0}\left(q_{1}^{2}\right), \ldots, f_{0}\left(q_{N_{0}-1}^{2}\right)\right) . \tag{3.1}
\end{equation*}
$$

The data is assumed to be correlated with known covariance matrix $C_{\mathbf{f}}$.
While the fitting problem within the Bayesian framework is formally well defined with infinitely many fit parameters, truncating the expansion will be necessary in practice, and is, for a finite number of input data a requirement for a meaningful frequentist fit. As we will discuss below, the model and truncation independence can then still be demonstrated by showing the independence of the results of the chosen truncation as the truncation is gradually removed. For the following discussion we therefore truncate the BGL expansion after $K_{X}$ terms,

$$
\begin{equation*}
f_{X}\left(q^{2}\right)=\frac{1}{B_{X}\left(q^{2}\right) \phi_{X}\left(q^{2}, t_{0}\right)} \sum_{n=0}^{K_{X}-1} a_{X, n} z^{n} . \tag{3.2}
\end{equation*}
$$

### 3.1 Frequentist fit

Frequentist fits to form-factor data are common practice. We will discuss the method here, on the one hand to introduce our notation, on the other hand so we can later compare to it. Due to the discrete nature of $\mathbf{f}$, we can express the BGL parameterisation in terms of a matrix-vector notation. The combined frequentist fitting problem for $f_{+}$and $f_{0}$ is defined by the sum of squares

$$
\begin{equation*}
\chi^{2}(\mathbf{a}, \mathbf{f})=[\mathbf{f}-Z \mathbf{a}]^{T} C_{\mathbf{f}}^{-1}[\mathbf{f}-Z \mathbf{a}]^{T}, \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{a}^{T}=\left(\mathbf{a}_{+}, \mathbf{a}_{0}\right)=\left(a_{+, 0}, a_{+, 1}, a_{+, 2}, \ldots, a_{+, K_{+}-1}, a_{0,1}, \ldots, a_{0, K_{0}-1}\right), \tag{3.4}
\end{equation*}
$$

and where we defined the matrix

$$
Z=\left(\begin{array}{c}
Z_{++}  \tag{3.5}\\
Z_{+0} \\
Z_{0+} \\
Z_{00}
\end{array}\right)
$$

with diagonal blocks

$$
\begin{align*}
\left(Z_{++}\right)_{i j} & =\frac{1}{B_{+}\left(q^{2}\right) \phi_{+}\left(q_{i}^{2}\right)} z^{j}\left(q_{i}^{2}\right), \\
\left(Z_{00}\right)_{i j} & =\frac{1}{B_{0}\left(q^{2}\right) \phi_{0}\left(q_{i}^{2}, t_{0}\right)} z^{j}\left(q_{i}^{2}\right) . \tag{3.6}
\end{align*}
$$

For reasons to be explained shortly we deliberately omitted the component $a_{0,0}$ in the definition of the vector a in Eq. (3.4). The off-diagonal blocks $Z_{+0}$ and $Z_{0+}$ are determined
as follows: We use the kinematical constraint $f_{+}(0)=f_{0}(0)$ to eliminate one parameter in the BGL expansion. For instance, the constraint can be solved for

$$
\begin{equation*}
a_{0,0}=B_{0}(0) \phi_{0}\left(0, t_{0}\right) f_{+}(0)-\sum_{k=1}^{K_{0}-1} a_{0, k} z^{k}(0) . \tag{3.7}
\end{equation*}
$$

In terms of the above matrix notation the constraint then corresponds to

$$
\begin{align*}
& \left(Z_{+0}\right)_{i j}=0, \\
& \left(Z_{0+}\right)_{i j}=\frac{1}{B_{+}(0) \phi_{+}(0)} \frac{\phi_{0}(0)}{\phi_{0}\left(q_{i}^{2}\right)} z^{j}(0) . \tag{3.8}
\end{align*}
$$

The solution of the fitting problem is given by the minimisation of the $\chi^{2}$ in Eq. (3.3). Given the linear parameter dependence the solution is

$$
\begin{equation*}
\mathbf{a}=\left(Z^{T} C_{\mathbf{f}}^{-1} Z\right)^{-1} Z C_{\mathbf{f}}^{-1} \mathbf{f}, \tag{3.9}
\end{equation*}
$$

with covariance matrix for the parameters $\mathbf{a}$,

$$
\begin{equation*}
C_{\mathbf{a}}=\left(Z^{T} C_{\mathbf{f}}^{-1} Z\right)^{-1} \tag{3.10}
\end{equation*}
$$

A few comments are in order:

- For the frequentist fit with the kinematical constraint to be meaningful requires $N_{\text {dof }}=K_{+}+K_{0}-N_{+}-N_{0} \geq 0$ for the number of degrees of freedom $N_{\text {dof }}$. This constraint very often makes studying the dependence of results on the truncation difficult due to limited number of input data.
- A frequentist fit allows for a measure of 'quality of fit' in terms of the $p$-value, which is well-defined assuming Gaussian statistics of the input data. The quality of fit can be helpful in assessing how well a particular fit ansatz is compatible with the data. Given that the finite number of data points always requires us to truncate the fit ansatz, having such a measure is crucial in assessing the validity of the fit.
- The fit carried out in the way described in this section does not impose the unitarity constraint in Eq. (2.12). While an a-posteriori check of the unitarity of the central fit result is possible, it can be difficult to make consistent statements on whether the fit is more generally compatible with unitarity given the Gaussian nature of the error estimate. In the following we will provide a solution to this problem by consistenly embedding the unitarity constraint in the fitting strategy.


### 3.2 Bayesian inference

In Bayesian inference the fitting problem is formulated in terms of probability distributions encoding prior knowledge not only about the fit function and data, but, for instance, also about fundamental properties of quantum-field theory like unitarity and analyticity. Here we consider the unitarity constraint in (2.12) as prior knowledge. Other knowledge, like previous results for parameters of the BGL expansion could also qualify as prior knowledge. However, in order to maintain model-independence and to avoid any bias, care has to be taken when choosing priors.

### 3.2.1 Theoretical setup

Bayes' theorem states that

$$
\begin{equation*}
\pi(A \mid B)=\frac{\pi(B \mid A) \pi(A)}{\pi(B)} \tag{3.11}
\end{equation*}
$$

where

- $\pi(A \mid B)$ is the conditional probability density of $A$ happening given $B$,
- $\pi(B \mid A)$ is the conditional probability density of $B$ happening given $A$,
- $\pi(A)$ and $\pi(B)$ are the probability densities for $A$ and $B$ happening without any conditions.

Assuming one knows the probabilities on the r.h.s. of Eq. (3.11), expectation values for functions $g(A)$ of parameters $A$ can be computed as

$$
\begin{equation*}
\langle g(A)\rangle=\frac{1}{\mathcal{Z}} \int d A g(A) \pi(A \mid B), \tag{3.12}
\end{equation*}
$$

where $\mathcal{Z}=\int d A \pi(A \mid B)$ is a normalisation.
We consider the following prior probability distributions:

- The unitarity constraint Eq. (2.12) and any prior knowledge (subscript $p$ ) about the fit parameters $\mathbf{a}_{p}$ assumed to be following Gaussian statistics with metric $M$ are encoded in the conditional probability distribution

$$
\begin{equation*}
\pi_{\mathbf{a}}\left(\mathbf{a} \mid \mathbf{a}_{p}, M\right) \propto \theta(\mathbf{a}) \exp \left(-\frac{1}{2}\left(\mathbf{a}-\mathbf{a}_{p}\right)^{T} M\left(\mathbf{a}-\mathbf{a}_{p}\right)\right) \tag{3.13}
\end{equation*}
$$

where $\theta(\mathbf{a})=\theta\left(1-\left|\mathbf{a}_{+}\right|_{\alpha}^{2}\right) \theta\left(1-\left|\mathbf{a}_{0}\right|_{\alpha}^{2}\right)$. The step functions $\theta$ impose the unitarity constraint for both the vector and scalar form factors. The Gaussian term with metric $M$ allows to include prior knowledge about the fit parameters, if available. In order to avoid introducing bias we will not add any such prior knowledge to the fits below. We will only make use of the Gaussian term in an intermediate step when formulating an efficient algorithm for integrating Eq. (3.12). The final results in this paper will however be independent of it.

- The input data $\mathbf{f}_{p}$ with covariance $C_{\mathbf{f}_{p}}$ to which the BGL ansatz is fitted is assumed to follow Gaussian statistics and is represented by the probability distribution

$$
\begin{equation*}
\pi_{\mathbf{f}}\left(\mathbf{f} \mid \mathbf{f}_{p}, C_{\mathbf{f}_{p}}\right) \propto \exp \left(-\frac{1}{2}\left(\mathbf{f}-\mathbf{f}_{p}\right)^{T} C_{\mathbf{f}_{p}}^{-1}\left(\mathbf{f}-\mathbf{f}_{p}\right)\right) . \tag{3.14}
\end{equation*}
$$

- We consider the BGL ansatz prior knowledge, represented by the distribution

$$
\begin{equation*}
\Theta(\mathbf{f}, \mathbf{a} \mid Z) \propto \delta(|\mathbf{f}-Z \mathbf{a}|) \tag{3.15}
\end{equation*}
$$

Marginalising Eqs. (3.14) and (3.15) over f, leads to

$$
\begin{equation*}
\pi_{\mathbf{a}}\left(\mathbf{a} \mid \mathbf{f}_{p}, C_{\mathbf{f}_{p}}\right) \propto \exp \left(-\frac{1}{2} \chi^{2}\left(\mathbf{a}, \mathbf{f}_{p}\right)\right) \tag{3.16}
\end{equation*}
$$

where $\chi^{2}\left(\mathbf{a}, \mathbf{f}_{p}\right)$ is as defined in Eq. (3.3).
Combining the above into a single probability distribution we get

$$
\begin{align*}
& \pi_{\mathbf{a}}\left(\mathbf{a} \mid \mathbf{f}_{p}, C_{\mathbf{f}_{p}}\right) \pi_{\mathbf{a}}\left(\mathbf{a} \mid \mathbf{a}_{p}, M\right) \\
& \quad \propto \theta(\mathbf{a}) \exp \left(-\frac{1}{2}\left(\mathbf{f}_{p}-Z \mathbf{a}\right)^{T} C_{\mathbf{f}_{p}}^{-1}\left(\mathbf{f}_{p}-Z \mathbf{a}\right)-\frac{1}{2}\left(\mathbf{a}-\mathbf{a}_{p}\right)^{T} M\left(\mathbf{a}-\mathbf{a}_{p}\right)\right) \\
& \quad=\theta(\mathbf{a}) \exp \left(-\frac{1}{2}(\mathbf{a}-\tilde{\mathbf{a}})^{T} C_{\tilde{\mathbf{a}}}^{-1}(\mathbf{a}-\tilde{\mathbf{a}})\right), \tag{3.17}
\end{align*}
$$

where in the last line

$$
\begin{equation*}
C_{\tilde{\mathbf{a}}}^{-1}=Z^{T} C_{\mathbf{f}_{p}}^{-1} Z+M, \tag{3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathbf{a}}=\tilde{C}_{\mathbf{f}_{p}}\left(Z^{T} C_{\mathbf{f}_{p}}^{-1} \mathbf{f}_{p}+M \mathbf{a}_{p}\right) . \tag{3.19}
\end{equation*}
$$

In analogy to the expectation value $\langle g(A)\rangle$ in Eq. (3.12), expectation values $\langle g(\mathbf{a})\rangle$ can now be computed in terms of Monte-Carlo integration by drawing from a multivariate normal distribution $\sim \mathcal{N}\left(\tilde{\mathbf{a}}, C_{\tilde{\mathbf{a}}}\right)$, restricting to those samples that are compatible with the unitarity constraint (2.12), which in the probability distribution Eq. (3.17) is imposed in terms of the step functions $\theta(\mathbf{a})$. Note that in the absence of priors the maximum of $\pi_{\mathbf{a}}\left(\mathbf{a} \mid \mathbf{f}_{p}, C_{\mathbf{f}_{p}}\right) \pi_{\mathbf{a}}\left(\mathbf{a} \mid \mathbf{a}_{p}, M\right)$ is reached for $\mathbf{a}$ as in Eq. (3.9). In cases where unitarity imposes only mild constraints on the fit result, for a given choice of truncation ( $K_{+}, K_{0}$ ) we therefore expect central values and covariances of a from both approaches to agree.

### 3.2.2 Proposed algorithm

The unitarity constraint $\theta(\mathbf{a})$ restricts the vectors $\mathbf{a}_{+}$and $\mathbf{a}_{0}$, respectively, to lie within $K_{+, 0}$-dimensional ellipsoids. Drawing random numbers $\sim \mathcal{N}\left(\tilde{\mathbf{a}}, C_{\tilde{\mathbf{a}}}\right)$ may therefore become inefficient for higher truncations due to the large number of samples that have to be dropped where they are incompatible with unitarity. To mitigate this problem we propose, as an intermediate step, to start with a choice of priors $\mathbf{a}_{p}=\mathbf{0}$ and with metric $M / \sigma^{2}$, where $\sigma$ is a parameter that can be used to tune the width of the prior. In order to ensure that final results are independent of this intermediate prior we propose to correct the sampling by means of an accept-reject step:

1) Draw a vector of multivariate random numbers a following $\mathcal{N}\left(\tilde{\mathbf{a}}, C_{\tilde{\mathbf{a}}}\right)$, with $\mathbf{a}_{p}=\mathbf{0}$ and metric $M / \sigma^{2}$.
2) Continue with 3) if $\left|\mathbf{a}_{+}\right|_{\alpha_{B s K}}^{2} \leq 1$ and $\left|\mathbf{a}_{0}\right|_{\alpha_{B s K}}^{2} \leq 1$, otherwise restart at 1$)$ - this ensures that the parameters satisfy the unitarity condition in Eq. (2.12).
3) Draw a single uniform random number $p \in[0,1]$ and accept the proposal for a from step 1) only if

$$
\begin{equation*}
p \leq \frac{c}{\exp \left(-\mathbf{a}^{T} M \mathbf{a} / 2 \sigma^{2}\right)} \tag{3.20}
\end{equation*}
$$

where $c=\exp \left(-1 / \sigma^{2}\right)$ is a normalisation factor ensuring $p \in[0,1]$, which assumes that $\left|\mathbf{a}_{+}\right|_{\alpha_{B s K}}^{2} \leq 1$ and $\left|\mathbf{a}_{0}\right|_{\alpha_{B s K}}^{2} \leq 1$ hold. In practice, in order to ensure that Eq. (3.20) constitutes a normalised acceptance probability, the metric has to be chosen such that that $\mathbf{a}^{T} M \mathbf{a} \leq 2$. How this can be achieved is detailed in App. C.
4) Restart at 1) until the desired number of samples has been generated.

### 3.3 A combined frequentist and Bayesian perspective

The frequentist and Bayesian approach, respectively, provide complementary information. A frequentist fit can make probabilistic statements about the compatibility of the fitfunction and data in terms of the $p$-value as derived from the $\chi^{2}$ distribution. Within the Bayesian framework only relative statements, i.e. a preference of one fit over another, can be made. For instance, the ratio of marginalised probabilities of one model over another gives the Bayes factor, which in terms of the Jeffrey scale [34] can be used for model selection $[14,15,35]$. While we propose Bayesian inference as the preferred ansatz for fitting parameterisations to form-factor data, frequentist fits, as we will demonstrate below, can still be a useful tool for testing compatibility of fit function and data.

## 4 An example: Semileptonic $B_{s} \rightarrow K \ell \nu$ decay

In this section we demonstrate how Bayesian inference works in practice. We study as an example the case of semileptonic $B_{s} \rightarrow K \ell \nu$ decay. The data sets we consider are HPQCD 14 [18], FNAL/MILC 19 [36] and RBC/UKQCD 23 [20] from lattice QCD, and Khodjamirian 17 [21] from sum rules. In the following sections we will first briefly discuss the individual data sets, then analyse them individually with Bayesian inference and, following that, present combined fits over the data sets. Besides presenting results for a number of phenomenologically relevant observables, this study will emphasise the benefit of combining insights from both Bayesian and frequentist analyses.

### 4.1 Data preparation

- HPQCD 14 [18] provide results in terms of central values, errors and correlation matrix for the coefficients of a BCL parameterisation [8] with truncation at order $K_{+}=3$ and $K_{0}=4$. The correlation matrix in Tab. III of Ref. [18] is however only $6 \times 6$, since the kinematical constraint $f_{+}(0)=f_{0}(0)$ was imposed by eliminating one parameter in the expansion. We generate central values and the covariance matrix for $f_{+}\left(f_{0}\right)$ at $3(3)$ reference- $q^{2}$ values in the region $17 \mathrm{GeV}^{2} \leq q^{2} \leq q_{\text {max }}^{2}$ by sampling BCL parameters from a multivariate normal distribution. The region of $q^{2}$ values corresponds to the kinematical region that is covered by lattice data in HPQCD 14.
- FNAL/MILC 19 [36] provide results in terms of central values, errors and correlation matrix for the coefficients of a BCL parameterisation [8] with truncation at order $K_{+}=K_{0}=4$. The kinematical constraint $f_{+}(0)=f_{0}(0)$ is imposed via a Gaussian prior with a very narrow width $\epsilon=10^{-10}$. This constraint effectively eliminates one parameter (cf. Eq. (3.7)). Formally the full $8 \times 8$ correlation matrix is therefore singular (see discussion in App. B of Ref. [36]). We generated synthetic data points by resampling $3(4)$ reference- $q^{2}$ values for $f_{+}\left(f_{0}\right)$ in the range $17 \mathrm{GeV}^{2} \leq q^{2} \leq q_{\text {max }}^{2}$. We found the resulting correlation matrix to be poorly conditioned and therefore decided to produce synthetic data for only $3(3)$ reference- $q^{2}$ values.
- RBC/UKQCD 23 [20] provide results and a full error budget for the form factors after their chiral and continuum extrapolation, i.e. before further analysing the data with a $z$ expansion and unitarity constraint. From Tabs. VII and VIII of their paper we obtain values, errors and statistical and systematic covariances for form factors $f_{+}$at $q^{2}=\{17.6,23.4\} \mathrm{GeV}^{2}$ and for $f_{0}$ for $q^{2}=\{17.6,20.8,23.4\} \mathrm{GeV}^{2}$.
- Khodjamirian 17 [21] computed the result $f_{+}(0)=0.336(23)$ with QCD sum rules. For completeness we note the earlier sum-rule results [37-39] for the form factor at $f_{+}(0)$

We provide a summary of all lattice data in Tabs. 1-3 and in Fig. 1. While all lattice data for $f_{+}$are nicely compatible, there is a tension between RBC/UKQCD 23 and HPQCD 14 on the one side, and FNAL/MILC 19 on the other side. A possible explanation for


Figure 1. Summary of lattice data used in this study. The data was generated from BCL parameterisations provided in by HPQCD 14 [18] and FNAL/MILC 19 [36]. The values for RBC/UKQCD 23 [20] are from Tabs. VII and VIII in their paper.

|  |  | $f_{+}$ |  |  | $f_{0}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $q^{2}\left[\mathrm{GeV}^{2}\right]$ |  |  | 17.00 | 20.36 | 23.73 | 17.00 | 20.36 |
|  |  |  | $f_{+/ 0}$ | $0.968(51)$ | $1.567(71)$ | $3.24(15)$ | $0.513(25)$ | $0.623(30)$ |
| $f_{+}$ | $0.819(38)$ |  |  |  |  |  |  |  |
|  | 17.00 | $0.968(51)$ | 1.0000 | 0.9276 | 0.5854 | 0.4293 | 0.3864 | 0.3486 |
|  | 20.36 | $1.567(71)$ | 0.9276 | 1.0000 | 0.8047 | 0.4346 | 0.4136 | 0.3645 |
|  | 23.73 | $3.24(15)$ | 0.5854 | 0.8047 | 1.0000 | 0.4033 | 0.3707 | 0.3129 |
| $f_{0}$ | 17.00 | $0.513(25)$ | 0.4293 | 0.4346 | 0.4033 | 1.0000 | 0.9646 | 0.8713 |
|  | 20.36 | $0.623(30)$ | 0.3864 | 0.4136 | 0.3707 | 0.9646 | 1.0000 | 0.9552 |
|  | 23.73 | $0.819(38)$ | 0.3486 | 0.3645 | 0.3129 | 0.8713 | 0.9552 | 1.0000 |

Table 1. Form factor data from HPQCD 14 [18]. The table shows form-factor reference values and errors for given $q^{2}$, and the corresponding the correlation matrix.

|  |  |  | $f_{+}$ |  |  | $f_{0}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $q^{2}\left[\mathrm{GeV}^{2}\right]$ | $f_{+/ 0}$ | 17.00 | 20.36 | 23.73 | 17.00 | 20.36 | 23.73 |
|  |  |  | 0.928(43) | 1.564(48) | 3.19(11) | 0.422(19) | 0.564(14) | 0.788(16) |
| $f_{+}$ | 17.00 | 0.928(43) | 1.0000 | 0.8447 | 0.2180 | 0.6910 | 0.5889 | 0.3707 |
|  | 20.36 | 1.564(48) | 0.8447 | 1.0000 | 0.6654 | 0.4604 | 0.5864 | 0.5070 |
|  | 23.73 | 3.19(11) | 0.2180 | 0.6654 | 1.0000 | 0.1310 | 0.3447 | 0.3901 |
| $f_{0}$ | 17.00 | 0.422(19) | 0.6910 | 0.4604 | 0.1310 | 1.0000 | 0.8025 | 0.3754 |
|  | 20.36 | 0.564(14) | 0.5889 | 0.5864 | 0.3447 | 0.8025 | 1.0000 | 0.7727 |
|  | 23.73 | 0.788(16) | 0.3707 | 0.5070 | 0.3901 | 0.3754 | 0.7727 | 1.0000 |

Table 2. Form factor data from FNAL/MILC 19 [36]. The tables shows form-factor reference values and errors for given reference- $q^{2}$ values, and the correlation matrix.
this tension was given in Ref. [20], but further studies will be required to understand and eventually resolve this tension.

### 4.2 Fits to individual data sets

In this section we will apply both the frequentist and our new Bayesian-inference fit strategies individually to the three lattice-data sets. We will first discuss the BGL-fit results and

|  |  |  |  | $f_{+}$ |  | $f_{0}$ |  |  |
| :---: | :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $q^{2}\left[\mathrm{GeV}^{2}\right]$ |  |  | $f_{+/ 0}$ | 17.60 | 23.40 | 17.60 |  |
|  |  | $0.988(60)$ | $2.93(12)$ | $0.559(23)$ | $0.684(26)$ | $0.840(33)$ |  |  |
| $f_{+}$ | 17.60 | $0.988(60)$ | 1.0000 | 0.8473 | 0.7322 | 0.7654 | 0.7439 |  |
|  | 23.40 | $2.93(12)$ | 0.8473 | 1.0000 | 0.6544 | 0.8146 | 0.8356 |  |
| $f_{0}$ | 17.60 | $0.559(23)$ | 0.7322 | 0.6544 | 1.0000 | 0.8816 | 0.8206 |  |
|  | 20.80 | $0.684(26)$ | 0.7654 | 0.8146 | 0.8816 | 1.0000 | 0.9828 |  |
|  | 23.40 | $0.840(33)$ | 0.7439 | 0.8356 | 0.8206 | 0.9828 | 1.0000 |  |

Table 3. Form factor data from RBC/UKQCD 23 [20]. The table shows form-factor reference values and errors for given $q^{2}$, and the corresponding the correlation matrix.

| $\mathrm{HPQCD} 14-\mathbf{a}_{+}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $K_{+} K_{0}$ | $a_{+, 0}$ | $a_{+, 1}$ | $a_{+, 2}$ | $p$ | $\chi^{2} / N_{\text {dof }}$ | $N_{\text {dof }}$ |
| 22 | 0.0270(13) | -0.0792(50) | - | 0.03 | 2.93 | 3 |
| 23 | $0.0273(13)$ | -0.0760(63) | - | 0.02 | 4.06 | 2 |
| 32 | $0.0257(14)$ | -0.0805(50) | 0.068(31) | 0.15 | 1.89 | 2 |
| 33 | $0.0262(14)$ | -0.0727(64) | 0.096(34) | 0.97 | 0.00 | 1 |
| FNAL/MILC $19-\mathbf{a}_{+}$ |  |  |  |  |  |  |
| $K_{+} K_{0}$ | $a_{+, 0}$ | $a_{+, 1}$ | $a_{+, 2}$ | $p$ | $\chi^{2} / N_{\text {dof }}$ | $N_{\text {dof }}$ |
| 22 | 0.02489(94) | -0.0915(47) | - | 0.00 | 6.52 | 3 |
| 23 | 0.0263(10) | -0.0827(52) | - | 0.12 | 2.12 | 2 |
| 32 | 0.0239(10) | -0.0953(50) | 0.044(19) | 0.00 | 7.23 | 2 |
| $3 \quad 3$ | 0.0255(11) | -0.0858(57) | $0.027(20)$ | 0.12 | 2.38 | 1 |


| $\mathrm{RBC} /$ UKQCD $23-\mathbf{a}_{+}$ |  |  |  |  |  |  |  |
| :--- | :--- | :---: | :---: | :--- | :--- | :--- | :--- |
| $K_{+} K_{0}$ | $a_{+, 0}$ | $a_{+, 1}$ | $a_{+, 2}$ | $p$ | $\chi^{2} / N_{\text {dof }}$ | $N_{\text {dof }}$ |  |
| 2 | 2 | $0.0293(11)$ | $-0.0871(47)$ | - | 0.00 | 9.52 | 2 |
| 2 | 3 | $0.0249(16)$ | $-0.0999(57)$ | - | 0.04 | 4.33 | 1 |
| 3 | 2 | $0.0245(16)$ | $-0.0798(50)$ | $0.093(21)$ | 0.84 | 0.04 | 1 |


| HPQCD $14-\mathbf{a}_{0}$ |  |  |  |  |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :--- | :--- | :--- |
| $K_{+} K_{0}$ | $a_{0,0}$ | $a_{0,1}$ | $a_{0,2}$ | $p$ | $\chi^{2} / N_{\text {dof }}$ | $N_{\text {dof }}$ |  |
| 2 | 2 | $0.0883(44)$ | $-0.250(17)$ | - | 0.03 | 2.93 | 3 |
| 2 | 3 | $0.0880(44)$ | $-0.242(19)$ | $0.053(65)$ | 0.02 | 4.06 | 2 |
| 3 | 2 | $0.0906(45)$ | $-0.240(17)$ | - | 0.15 | 1.89 | 2 |
| 3 | 3 | $0.0908(46)$ | $-0.215(22)$ | $0.138(71)$ | 0.97 | 0.00 | 1 |

FNAL/MILC $19-\mathbf{a}_{0}$

| $\mathrm{FNAL} / \mathrm{MILC} 19-\mathbf{a}_{0}$ |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $K_{+} K_{0}$ | $a_{0,0}$ | $a_{0,1}$ | $a_{0,2}$ | $p$ | $\chi^{2} / N_{\text {dof }}$ | $N_{\text {dof }}$ |  |
| 2 | 2 | $0.0775(28)$ | $-0.275(13)$ | - | 0.00 | 6.52 | 3 |
| 2 | 3 | $0.0775(28)$ | $-0.252(15)$ | $0.153(39)$ | 0.12 | 2.12 | 2 |
| 3 | 2 | $0.0774(28)$ | $-0.274(13)$ | - | 0.00 | 7.23 | 2 |
| 3 | 3 | $0.0774(28)$ | $-0.254(15)$ | $0.140(40)$ | 0.12 | 2.38 | 1 |


| $\mathrm{RBC} / \mathrm{UKQCD} 23-\mathbf{a}_{0}$ |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $K_{+} K_{0}$ | $a_{0,0}$ | $a_{0,1}$ | $a_{0,2}$ | $p$ | $\chi^{2} / N_{\text {dof }}$ | $N_{\text {dof }}$ |  |
| 2 | 2 | $0.0981(36)$ | $-0.287(15)$ | - | 0.00 | 9.52 | 2 |
| 2 | 3 | $0.0917(40)$ | $-0.331(19)$ | $-0.210(55)$ | 0.04 | 4.33 | 1 |
| 3 | 2 | $0.0950(37)$ | $-0.262(16)$ | - | 0.84 | 0.04 | 1 |

Table 4. Results for the frequentist BGL fit to HPQCD 14, FNAL/MILC 19 and RBC/UKQCD 23. The tables show the results for BGL coefficients for different orders of the fit.
then in Sec. 5 discuss a number of phenomenological predictions.

### 4.2.1 Results for frequentist fits

Tab. 4 summarises the results of a frequentist analysis for all three data sets, where in each case we performed a simultaneous correlated fit to $f_{+}$and $f_{0}$, subject to the constraints

## $f_{+}(0)=f_{0}(0)$ and $N_{\mathrm{dof}} \geq 1$. We make the following observations:

- Judging by the $p$-value fits with $\left(K_{+}, K_{0}\right)=(2,2),(2,3)$ are excluded by HPQCD 14 and RBC/UKQCD 23, while fits with $K_{+} \geq 3$ and $K_{0} \geq 2$ lead to acceptable fits for all data sets. Note that this is a data-dependent observation since one expects higher-order terms to be important for acceptable fits once results for form factors with higher precision become available.
- For HPQCD 14 we find some variation of the $\mathbf{a}_{+, 1}$ coefficients at the $1 \sigma$ level between $\left(K_{+}, K_{0}\right)=(3,2)$ and $(3,3)$. For $\mathbf{a}_{0}$ we see a similar variation in $a_{0,1}$, and we obtain only one fit with acceptable $p$-value that is able to determine $a_{0,2}$.
- For FNAL/MILC 19 we obtain acceptable fits only for $\left(K_{+}, K_{0}\right)=(2,3)$ and $(3,3)$. We find the coefficients that are common to both truncations to agree within one standard deviation.
- For RBC/UKQCD 23 only fits with $\left(K_{+}, K_{0}\right)=(2,2),(2,3)$ and $(3,2)$ are possible. There is essentially only one acceptable fit, the one with $(3,2)$. Consequently no statements about convergence of the fit parameters are possible.
- HPQCD 14 and RBC/UKQCD 23 obtain compatible results, which are however in tension with FNAL/MILC 19 - this is in line with the observation in Fig. 1, that the respective data sets appear to be under tension.

For frequentist fits the constraint $N_{\text {dof }} \geq 1$ severely limits the ability to probe the truncation dependence of the fit, and an irreducible systematic error remains. After the above considerations one could choose the results with trunctations $(3,3)$ for HPQCD 14 and FNAL/MILC 19, respectively, and $(3,2)$ for RBC/UKQCD 23. Whether higher-order coefficients could still significantly modify these results has to be delegated to a systematic error budget, for which in our opinion no satisfactory procedure exists.

### 4.2.2 Results for Bayesian inference

Here we repeat the same fits as in the previous section but now using the new Bayesianinference approach, which allows us to analyse the data with higher truncation ( $K_{+}, K_{0}$ ) than possible in the frequentist case. Tabs. 5 and 6 show the results for Bayesian inference, and in Fig. 2 we exemplarily show the result of the Bayesian-inference fit to the HPQCD 14 data. We make the following observations:

- Frequentist fits and Bayesian inference, where possible at the same ( $K_{+}, K_{0}$ ) agree. This is the expected behaviour: The fit results for the $B_{s} \rightarrow K \ell \nu$ decay considered here do not saturate the unitarity constraint Eq. (2.12). In this situation the maximum and width of the probability distribution Eq. (3.17) in Bayesian inference are described by the results obtained for central values a and covariance $C_{\mathbf{a}}$ in the frequentist fit, as given in Eq. (3.9) and (3.10).

| $\mathrm{HPQCD} 14-\mathbf{a}_{+}$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | K ${ }_{0}$ | $a_{+, 0}$ | $a_{+, 1}$ | $a_{+, 2}$ | $a_{+, 3}$ | $a_{+, 4}$ | $a_{+, 5}$ | $a_{+, 6}$ | $a_{+, 7}$ | $a_{+, 8}$ | $a_{+, 9}$ |
| 2 | 2 | 0.0270(12) | -0.0792(49) | - | - | - | - | - | - | - | - |
| 2 | 3 | $0.0273(13)$ | -0.0761(63) | - | - | - | - | - | - | - | - |
| 3 | 2 | $0.0257(14)$ | -0.0805(49) | 0.069(30) | - | - | - | - | - | - | - |
| 3 | 3 | $0.0261(14)$ | -0.0728(64) | 0.096(34) | - | - | - | - | - | - | - |
| 3 | 4 | $0.0261(14)$ | -0.0728(76) | 0.096(39) | - | - | - | - | - | - | - |
| 4 | 3 | $0.0261(14)$ | -0.0729(68) | 0.096(35) | 0.008(90) | - | - | - | - | - | - |
| 4 | 4 | $0.0261(14)$ | -0.0730(77) | 0.091(62) | -0.02(20) | - | - | - | - | - | - |
| 5 | 5 | $0.0262(15)$ | -0.0735(79) | 0.084(67) | -0.03(19) | 0.03(68) | - | - | - | - | - |
| 6 | 6 | $0.0261(14)$ | -0.0735(79) | 0.086(69) | -0.03(19) | -0.00(64) | 0.01(65) | - | - | - | - |
| 7 | 7 | $0.0262(14)$ | -0.0732(84) | 0.088(69) | -0.02(18) | 0.01(65) | 0.02(73) | -0.03(70) | - | - | - |
| 8 | 8 | $0.0261(14)$ | -0.0732(80) | 0.089(72) | -0.02(18) | -0.00(66) | 0.03(86) | -0.04(90) | 0.03(73) | - | - |
| 9 | 9 | $0.0261(14)$ | -0.0729(84) | 0.095(75) | -0.02(19) | -0.04(68) | 0.1(1.0) | -0.1(1.2) | 0.1(1.1) | -0.06(79) | - |
| 10 | 10 | 0.0261(14) | -0.0726(89) | 0.101(79) | -0.01(20) | -0.09(73) | 0.2(1.3) | -0.3(1.7) | 0.2(1.8) | -0.2(1.4) | 0.08(87) |
| FNAL/MILC $19-\mathbf{a}_{+}$ |  |  |  |  |  |  |  |  |  |  |  |
| $K_{+} K_{0}$ |  | $a_{+, 0}$ | $a_{+, 1}$ | $a_{+, 2}$ | $a_{+, 3}$ | $a_{+, 4}$ | $a_{+, 5}$ | $a_{+, 6}$ | $a_{+, 7}$ | $a_{+, 8}$ | $a_{+, 9}$ |
| 22 | 2 | 0.02489(92) | -0.0916(46) | - | - | - | - | - | - | - | - |
| 23 |  | 0.02626(99) | -0.0827(51) | - | - | - | - | - | - | - | - |
| $3 \quad 2$ |  | 0.0239(10) | -0.0955(49) | 0.044(19) | - | - | - | - | - | - | - |
| 3 3 | 3 | 0.0255(11) | -0.0856(56) | 0.027(20) | - | - | - | - | - | - | - |
| 34 | 4 | 0.0248(12) | -0.0949(80) | 0.003(25) | - | - | - | - | - | - | - |
| 43 |  | 0.0248(12) | -0.0972(92) | -0.026(40) | -0.094(60) | - | - | - | - | - | - |
| $4 \quad 4$ | 4 | 0.0248(12) | -0.0967(96) | -0.026(64) | -0.09(18) | - | - | - | - | - | - |
| 5 5 | 5 | 0.0248(12) | -0.0968(98) | -0.026(67) | -0.08(18) | 0.05(67) | - | - | - | - | - |
| 66 | 6 | 0.0249(12) | -0.0964(98) | -0.021(68) | -0.07(17) | 0.02(64) | -0.01(67) | - | - | - | - |
| $7 \quad 7$ |  | 0.0248(12) | -0.0961(96) | -0.017(69) | -0.06(17) | 0.03(63) | -0.03(73) | 0.00(68) | - | - | - |
| 88 |  | 0.0248(12) | -0.096(10) | -0.012(73) | -0.05(17) | 0.02(66) | -0.01(87) | -0.02(89) | 0.01(72) | - | - |
| $9 \quad 9$ |  | $0.0249(13)$ | -0.095(10) | -0.004(73) | -0.03(18) | -0.02(69) | 0.0(1.1) | -0.0(1.2) | 0.0(1.1) | -0.01(78) | - |
| $10 \quad 1$ | 10 | 0.0249(12) | -0.094(10) | 0.003(78) | -0.01(19) | -0.04(73) | 0.1(1.3) | -0.1(1.7) | 0.1(1.7) | -0.1(1.4) | 0.03(85) |
| $\mathrm{RBC} / \mathrm{UKQCD} 23-\mathbf{a}_{+}$ |  |  |  |  |  |  |  |  |  |  |  |
|  | $+K_{0}$ | $a_{+, 0}$ | $a_{+, 1}$ | $a_{+, 2}$ | $a_{+, 3}$ | $a_{+, 4}$ | $a_{+, 5}$ | $a_{+, 6}$ | $a_{+, 7}$ | $a_{+, 8}$ | $a_{+, 9}$ |
| 2 | 2 | 0.0293(11) | -0.0871(46) | - | - | - | - | - - | - | - | - |
| 2 | 3 | $0.0249(16)$ | -0.0999(57) | - | - | - | - | - - | - | - - | - |
| 3 | 2 | 0.0245(16) | -0.0799(50) | 0.093(21) | - | - | - | - - | - | - - | - |
| 3 | 3 | 0.0245(15) | -0.078(12) | 0.101(49) | - | - | - | - - | - | - - | - |
| 3 | 4 | 0.0246(16) | -0.078(16) | 0.100(70) | - | - | - | - - | - | - | - |
| 4 | 3 | 0.0246(17) | -0.075(31) | 0.102(49) | -0.07(72) | - | - | - - | - | - | - |
| 4 | 4 | 0.0246(17) | -0.077(32) | 0.100(68) | -0.03(70) | - | - | - - | - | - - | - |
| 5 | 5 | 0.0246(17) | -0.074(31) | 0.099(70) | -0.08(67) | 0.05(70) | - | - - | - | - - | - |
| 6 | 6 | $0.0247(16)$ | -0.073(32) | 0.101(69) | -0.10(69) | 0.09(74) | -0.05(71) | - - | - | - - | - |
| 7 | 7 | 0.0247(17) | -0.071(33) | 0.107(70) | -0.11(72) | 0.08(89) | -0.04(89) | 0.03(73) | - | - - | - |
| 8 | 8 | 0.0248(17) | -0.068(35) | $0.102(74)$ | -0.18(77) | 0.2(1.1) | -0.2(1.3) | 0.1(1.2) | -0.06(82) | - | - |
| 9 | 9 | 0.0248(18) | -0.068(38) | 0.107(85) | -0.16(82) | 0.2(1.4) | -0.2(1.9) | 0.1(1.9) | -0.1(1.5) | 0.03(89) | - |
| 10 | 10 | $0.0247(18)$ | -0.067(43) | 0.112(95) | -0.15(90) | 0.2(1.8) | -0.2(2.6) | 0.1(2.9) | -0.1(2.7) | -0.0(1.9) | 0.02(98) |

Table 5. Results for the individual Bayesian-inference BGL fits to HPQCD 14, FNAL/MILC 19 and RBC/UKQCD 23, respectively. The tables show the results for BGL coefficients $\mathbf{a}_{+}$for different orders of the fit.

- The power of Bayesian inference lies in the fact that the order of the $z$ expansion can be extended beyond the frequentist constraint $N_{\text {dof }} \geq 1$ : The data in Tabs. 5 and 6 shows that the central values for the BGL coefficients converge to stable central values. The unitarity constraint in Eq. (2.12) efficiently regulates the fluctuations of higher-order coefficients. By making use of unitarity and analyticity the hard-toestimate truncation errors in the frequentist fit have been replaced by well-motivated and model-independent statistical noise originating from the undetermined higherorder coefficients.
- Note that in particular the samples of higher-order coefficients may not necessarily follow a normal distribution, in particular if they are determined mainly through the

HPQCD $14-\mathbf{a}_{0}$

| $K_{+}$ |  | $a_{0,0}$ | $a_{0,1}$ | $a_{0,2}$ | $a_{0,3}$ | $a_{0,4}$ | $a_{0,5}$ | $a_{0,6}$ | $a_{0,7}$ | $a_{0,8}$ | $a_{0,9}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 0.0883(44) | -0.250(17) | - | - | - | - | - | - | - | - |
| 2 | 3 | 0.0880(44) | -0.243(19) | 0.052(65) | - | - | - | - | - | - | - |
| 3 | 2 | 0.0907(46) | -0.240(17) | - | - | - | - | - | - | - | - |
| 3 | 3 | 0.0906(44) | -0.215(22) | 0.137(73) | - | - | - | - | - | - | - |
| 3 | 4 | 0.0907(47) | -0.215(22) | 0.14(11) | -0.01(31) | - | - | - | - | - | - |
| 4 | 3 | 0.0907(45) | -0.214(22) | 0.139(72) | - | - | - | - | - | - | - |
| 4 | 4 | 0.0907(46) | -0.215(25) | 0.12(19) | -0.08(60) | - | - | - | - | - | - |
| 5 | 5 | 0.0909(46) | -0.218(25) | 0.10(19) | -0.12(55) | 0.04(63) | - | - | - | - | - |
| 6 | 6 | 0.0907(45) | -0.217(25) | 0.10(19) | -0.11(53) | 0.06(66) | -0.02(66) | - | - | - | - |
| 7 | 7 | 0.0907(46) | -0.217(26) | 0.11(20) | -0.08(51) | 0.03(73) | 0.03(81) | -0.04(70) | - | - | - |
| 8 | 8 | 0.0908(46) | -0.217(25) | 0.11(20) | -0.08(50) | -0.01(84) | 0.1(1.0) | -0.09(96) | 0.08(74) | - | - |
| 9 | 9 | 0.0907(46) | -0.215(25) | 0.13(22) | -0.05(50) | -0.06(95) | 0.2(1.4) | -0.2(1.5) | 0.1(1.2) | -0.05(82) | - |
| 10 | 10 | 0.0907(46) | -0.214(27) | $0.15(24)$ | -0.03(49) | -0.2(1.1) | 0.4(1.8) | -0.5(2.2) | $0.4(2.1)$ | -0.3(1.6) | 0.13(90) |


| FNAL/MILC $19-\mathbf{a}_{0}$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $K_{+}$ |  | $a_{0,0}$ | $a_{0,1}$ | $a_{0,2}$ | $a_{0,3}$ | $a_{0,4}$ | $a_{0,5}$ | $a_{0,6}$ | $a_{0,7}$ | $a_{0,8}$ | $a_{0,9}$ |
| 2 | 2 | 0.0775(27) | -0.275(13) | - | - | - | - | - | - | - | - |
| 2 | 3 | 0.0775(27) | -0.253(15) | 0.153(39) | - | - | - | - | - | - | - |
| 3 | 2 | 0.0773(28) | -0.274(13) | - | - | - | - | - | - | - | - |
| 3 | 3 | $0.0775(28)$ | -0.253(15) | 0.141(40) | - | - | - | - | - | - | - |
| 3 | 4 | 0.0735(36) | -0.297(31) | 0.088(51) | 0.32(20) | - | - | - | - | - | - |
| 4 | 3 | 0.0734(38) | -0.305(36) | -0.01(10) | - | - | - | - | - | - | - |
| 4 | 4 | $0.0736(38)$ | -0.304(37) | -0.01(20) | -0.00(61) | - | - | - | - | - | - |
| 5 | 5 | 0.0735(38) | -0.303(36) | -0.00(20) | 0.01(55) | -0.05(62) | - | - | - | - | - |
| 6 | 6 | 0.0736(37) | -0.301(36) | 0.01(20) | 0.04(52) | -0.07(64) | 0.07(63) | - | - | - | - |
| 7 | 7 | 0.0735(38) | -0.300(36) | 0.03(20) | 0.07(51) | -0.18(73) | 0.19(78) | -0.14(69) | - | - | - |
| 8 | 8 | $0.0737(38)$ | -0.298(36) | 0.05(21) | 0.09(51) | -0.25(85) | 0.3(1.1) | -0.28(99) | 0.15(74) | - | - |
| 9 | 9 | 0.0736(40) | -0.296(36) | 0.08(22) | 0.15(50) | -0.41(97) | 0.6(1.4) | -0.6(1.5) | 0.4(1.2) | -0.19(80) | - |
| 10 | 10 | $0.0738(36)$ | -0.292(35) | 0.11(24) | 0.17(49) | -0.6(1.1) | 0.9(1.8) | -1.0(2.2) | $0.8(2.1)$ | -0.5(1.6) | 0.18(90) |


| $\mathrm{RBC} / \mathrm{UKQCD} 23-\mathbf{a}_{0}$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $K_{+}$ |  | $a_{0,0}$ | $a_{0,1}$ | $a_{0,2}$ | $a_{0,3}$ | $a_{0,4}$ | $a_{0,5}$ | $a_{0,6}$ | $a_{0,7}$ | $a_{0,8}$ | $a_{0,9}$ |
| 2 | 2 | 0.0981(36) | -0.286(14) | - | - | - | - | - | - | - | - |
| 2 | 3 | 0.0917(39) | -0.331(19) | -0.211(53) | - | - | - | - | - | - | - |
| 3 | 2 | 0.0950(37) | -0.263(15) | - | - | - | - | - | - | - | - |
| 3 | 3 | 0.0953(43) | -0.254(41) | 0.02(13) | - | - | - | - | - | - | - |
| 3 | 4 | $0.0955(44)$ | -0.254(42) | 0.02(22) | -0.02(60) | - | - | - | - | - | - |
| 4 | 3 | 0.0954(43) | -0.254(40) | 0.03(12) | - | - | - | - | - | - | - |
| 4 | 4 | 0.0953(42) | -0.254(42) | 0.02(21) | -0.02(60) | - | - | - | - | - | - |
| 5 | 5 | 0.0954(44) | -0.254(41) | 0.02(21) | -0.01(55) | -0.00(62) | - | - | - | - | - |
| 6 | 6 | $0.0957(42)$ | -0.251(41) | 0.04(21) | -0.01(52) | -0.06(65) | 0.07(65) | - | - | - | - |
| 7 | 7 | $0.0955(44)$ | -0.250(40) | 0.06(20) | 0.05(50) | -0.13(72) | 0.17(79) | -0.12(69) | - | - | - |
| 8 | 8 | 0.0954(43) | -0.250(41) | 0.06(22) | 0.06(50) | -0.18(84) | 0.2(1.0) | -0.21(99) | 0.10(74) | - | - |
| 9 | 9 | 0.0956(44) | -0.247(41) | 0.08(23) | 0.06(50) | -0.27(96) | 0.4(1.4) | -0.4(1.5) | 0.3(1.2) | -0.15(80) | - |
| 10 | 10 | 0.0956(42) | -0.245(42) | 0.11(24) | 0.11(49) | -0.4(1.1) | 0.7(1.8) | -0.8(2.2) | $0.7(2.1)$ | -0.4(1.5) | 0.16(87) |

Table 6. Results for the individual Bayesian-inference BGL fits to HPQCD 14, FNAL/MILC 19 and RBC/UKQCD 23, respectively. The tables show the results for BGL coefficients $\mathbf{a}_{\mathbf{0}}$ for different orders of the fit.
unitarity constraint. The errors given in the data tables have to be interpreted with this in mind. It may in this context also at first be surprising, that some higher-order coefficients in the tables have central values, which apparently saturate the unitarity constraint. Similarly, some coefficients have at first sight rather large ' $1 \sigma$ ' errors, which don't appear consistent with the unitarity constraint. However, such fluctuations are allowed and compatible with the modified unitarity constraint in Eq. (2.12). We check in our algorithm that this unitarity constraint is fulfilled at each step of the analysis.

- The maximum truncation shown, $\left(K_{+}, K_{0}\right)=(10,10)$ is only for demonstration purposes - we see no significant changes in the fit coefficients and errors for $\left(K_{+}, K_{0}\right) \geq$ $(5,5)$ and therefore choose this truncation for the main results of our study.


Figure 2. Illustration of the Bayesian-inference fit to the HPQCD-14 data [18] with $\left(K_{+}, K_{0}\right)=$ $(5,5)$. Left: plot of the form factor vs. the squared momentum transfer; right: plot of the form factor after removing Blaschke and outer function, normalised such that the kinematical constraint $f_{0}(0)=f_{+}(0)$ becomes apparent.

Bayesian inference regulated by unitarity and analyticity proves to be a powerful tool for truncation-independent fits to form-factor data.

### 4.2.3 Combined Bayesian and frequentist analysis

The Bayesian-inference framework makes no statements about the quality of the BGL fit for a given truncation. Its power lies in its ability to fit the BGL ansatz without truncation error. The frequentist fit on the other hand only provides meaningful results for $N_{\text {dof }} \geq 1$, i.e. for a finite truncation. For this finite truncation, however, quality measures like the $p$-value do make statements about how well data and fit function are compatible. It is therefore always advisable to consider both for a comprehensive data analysis. Consider the case where a wrong assumption was made in the fit function, or where the input data is erroneous - apart from a visual inspection of a Bayesian-inference fit clearly indicating that something is wrong, only the frequentist fit provides a quantiative measure for the quality of the fit that could indicate a problem.

### 4.3 Combined fits

It is straight forward to combine results from different sources into one global Bayesianinference analysis. Essentially, this amounts to extending the data vector $\mathbf{f}$ and covariance $C_{\mathbf{f}}$ by the the additional data sets. Correlations between data set can be included by adding the corresponding entries to the off-diagonal blocks of the enlarged covariance matrix.

### 4.3.1 Combined fits to lattice data

We combine the results for HPQCD 14, FNAL/MILC 19 and RBC/UKQCD 23 in Tab. 1-3, assuming the results and errors from these three data sources to be independent. We find

| $K_{+}$ |  | $a_{+, 0}$ | $a_{+, 1}$ | $a_{+, 2}$ | $a_{+, 3}$ | $a_{+, 4}$ | $p$ | $\chi^{2} / N_{\text {dof }}$ | $N_{\text {dof }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 0.02805(81) | -0.0822(33) | - ${ }^{\text {a }}$ - | - | - | 0.00 | 4.02 | 8 |
| 2 | 3 | 0.0266(10) | -0.0881(40) | - | - | - | 0.00 | 3.69 | 7 |
| 3 | 2 | 0.0250(10) | -0.0794(34) | 0.083(16) | - | - | 0.47 | 0.95 | 7 |
| 3 | 3 | 0.0253(10) | -0.0731(52) | 0.110(24) | - | - | 0.67 | 0.67 | 6 |
| 3 | 4 | 0.0253(11) | -0.0742(68) | 0.105(32) | - | - | 0.56 | 0.79 | 5 |
| 4 | 3 | 0.0253(11) | -0.0738(58) | 0.111(24) | 0.024(89) | - | 0.56 | 0.79 | 5 |
| 4 | 4 | 0.0257(13) | -0.038(54) | 0.61(74) | $1.7(2.5)$ | - | 0.48 | 0.87 | 4 |
| 5 | 5 | 0.0261(14) | -0.002(77) | 1.2(1.1) | 5.3(6.3) | 6.7 (18.1) | 0.23 | 1.46 | 2 |
| $K_{+}$ | $K_{0}$ | $a_{0,0}$ | $a_{0,1}$ | $a_{0,2}$ | $a_{0,3}$ | $a_{0,4}$ | $p$ | $\chi^{2} / N_{\text {dof }}$ | $N_{\text {dof }}$ |
| 2 | 2 | 0.0938(27) | -0.270(11) | - | - | - | 0.00 | 4.02 | 8 |
| 2 | 3 | $0.0926(28)$ | -0.289(13) | -0.098(39) | - | - | 0.00 | 3.69 | 7 |
| 3 | 2 | 0.0942(27) | -0.256(11) | - | - | - | 0.47 | 0.95 | 7 |
| 3 | 3 | 0.0955(29) | -0.234(17) | 0.091(56) | - | - | 0.67 | 0.67 | 6 |
| 3 | 4 | 0.0955(29) | -0.235(18) | 0.07(10) | -0.08(30) | - | 0.56 | 0.79 | 5 |
| 4 | 3 | 0.0956(29) | -0.234(18) | 0.093(57) | - | - | 0.56 | 0.79 | 5 |
| 4 | 4 | $0.0968(34)$ | -0.11(19) | $1.8(2.6)$ | 5.6(8.5) | - | 0.48 | 0.87 | 4 |
| 5 | 5 | $0.0967(35)$ | -0.07(22) | 3.2(3.5) | 19.7(21.6) | 40.7(54.6) | 0.23 | 1.46 | 2 |

Table 7. Results for the frequentist BGL fit to HPQCD 14 and RBC/UKQCD 23. The tables show the results for BGL coefficients for different orders of the fit.
that the FNAL/MILC 19 data on the one hand and the HPCQCD 14 and RBC/UKQCD 23 on the other are incompatible, as indicated by visual inspection of Fig. 1, and by unacceptably small $p$-values of such a fit as summarised in Tab. 14 in App. E.2. We note that a Bayesian-inference analysis would nevertheless be possible. This just underlines the importance of making best use of the complementary information one gains from frequentist and Bayesian fitting, respectively.

We proceed considering only the combined fit over the data sets by HPQCD 14 and RBC/UKQCD 23. The results for the frequentist and Bayesian BGL fits are presented in Tabs. 7 and 8 , respectively. Fig. 3 shows the result of the combined Bayesian-inference fit to the RBC/UKQCD 23 and the HPQCD 14 data. A look at both tables clarifies that the fit-function is capable of describing the joint data set for $\left(K_{+}, K_{0}\right) \geq(3,2)$ with an acceptable $p$-value but central values and errors for the higher-order coefficients still vary as the values $\left(K_{+}, K_{0}\right)$ are further increased. While the higher-order coefficients fluctuate wildly due to the lack of unitarity constraint in the frequentist ansatz, the results of the Bayesian-inference remain stable when increasing $\left(K_{+}, K_{0}\right)$. The higher-order coefficients remain well controlled.

### 4.3.2 Combined fits to lattice and sum-rule data

Repeating the fits of the previous section after including the sum-rule result Khodjamirian 17 [21] leads to the results in Fig. 4 (numerical results can be found in App. E. 3 in Tab. 15 and 16). While the frequentist fit achieves good $p$-values starting with $\left(K_{p}, K_{0}\right)=(3,3)$, the results of Bayesian inference converge towards stable central values and errors starting with $\left(K_{+}, K_{0}\right)=(4,4)$. Comparing Figs. 3 and 4, highlights the importance that SM predictions at lower $q^{2}$ values can have in stabilising the overall parameterisation of the form factor. This is then also reflected in the smaller error of the respective BGL expansion coefficients listed in Tab. 8 and 16.

| $K_{+}$ | $K_{0}$ | $a_{+, 0}$ | $a_{+, 1}$ | $a_{+, 2}$ | $a_{+, 3}$ | $a_{+, 4}$ | $a_{+, 5}$ | $a_{+, 6}$ | $a_{+, 7}$ | $a_{+, 8}$ | $a_{+, 9}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 0.02805(80) | -0.0821(33) | - | - | - | - | - | - | - | - |
| 2 | 3 | 0.02659(99) | -0.0881(39) | - | - | - | - | - | - | - | - |
| 3 | 2 | 0.0250(10) | -0.0793(33) | 0.083(16) | - | - | - | - | - | - | - |
| 3 | 3 | 0.0253(10) | -0.0733(50) | 0.110(24) | - | - | - | - | - | - | - |
| 3 | 4 | 0.0252(11) | -0.0743(68) | 0.105(32) | - | - | - | - | - | - | - |
| 4 | 3 | 0.0253(10) | -0.0740(58) | 0.112(24) | 0.028(89) | - | - | - | - | - | - |
| 4 | 4 | 0.0253(11) | -0.0738(66) | 0.110(58) | 0.02(20) | - | - | - | - | - | - |
| 5 | 5 | 0.0253(11) | -0.0738(74) | 0.111(64) | 0.02(19) | -0.04(68) | - | - | - | - | - |
| 6 | 6 | 0.0253(11) | -0.0739(74) | 0.107(61) | 0.01(19) | -0.01(63) | 0.01(66) | - | - | - | - |
| 7 | 7 | $0.0253(10)$ | -0.0734(74) | 0.113(64) | 0.01(18) | -0.06(64) | 0.05(72) | -0.07(69) | - | - | - |
| 8 | 8 | 0.0252(11) | -0.0732(78) | 0.116(66) | 0.01(19) | -0.09(65) | 0.12(84) | -0.12(86) | 0.10(72) | - | - |
| 9 | 9 | 0.0253(10) | -0.0727(75) | 0.121(69) | 0.01(19) | -0.12(69) | $0.2(1.1)$ | -0.3(1.2) | 0.2(1.1) | -0.10(78) | - |
| 10 | 10 | 0.0253(11) | -0.0720(85) | 0.127(74) | 0.00(20) | -0.20(75) | 0.4(1.3) | -0.5(1.7) | 0.5(1.8) | -0.3(1.4) | 0.14(86) |
| $K_{+}$ |  | $a_{0,0}$ | $a_{0,1}$ | $a_{0,2}$ | $a_{0,3}$ | $a_{0,4}$ | $a_{0,5}$ | $a_{0,6}$ | $a_{0,7}$ | $a_{0,8}$ | $a_{0,9}$ |
| 2 | 2 | 0.0938(27) | -0.269(10) | - | - | - | - | - | - | - | - |
| 2 | 3 | 0.0927(28) | -0.289(13) | -0.097(38) | - | - | - | - | - | - | - |
| 3 | 2 | 0.0942(27) | -0.256(11) | - | - | - | - | - | - | - | - |
| 3 | 3 | 0.0955(28) | -0.235(17) | 0.090(55) | - | - | - | - | - | - | - |
| 3 | 4 | $0.0954(29)$ | -0.235(18) | 0.07(10) | -0.07(31) | - | - | - | - | - | - |
| 4 | 3 | 0.0956(29) | -0.234(18) | 0.093(57) | - | - | - | - | - | - | - |
| 4 | 4 | 0.0955(29) | -0.234(21) | 0.09(19) | -0.02(62) | - | - | - | - | - | - |
| 5 | 5 | 0.0956(28) | -0.234(22) | 0.09(19) | -0.03(55) | -0.01(64) | - | - | - | - | - |
| 6 | 6 | $0.0955(28)$ | -0.234(22) | 0.08(19) | -0.05(51) | 0.00(66) | 0.03(64) | - | - | - | - |
| 7 | 7 | 0.0956(28) | -0.233(22) | 0.09(19) | -0.02(50) | -0.06(72) | 0.09(79) | -0.07(69) | - | - | - |
| 8 | 8 | 0.0955(29) | -0.233(23) | 0.10(21) | 0.00(50) | -0.09(82) | 0.2(1.0) | -0.16(98) | 0.11(71) | - | - |
| 9 | 9 | 0.0956(29) | -0.231(23) | 0.12(22) | 0.02(49) | -0.18(98) | 0.3(1.4) | -0.3(1.5) | 0.2(1.2) | -0.12(79) | - |
| 10 | 10 | 0.0956(29) | -0.230(25) | 0.13(23) | 0.02(48) | -0.3(1.1) | 0.5(1.8) | -0.5(2.2) | 0.5(2.1) | -0.3(1.6) | 0.14(88) |

Table 8. Results for the Bayesian-inference BGL fit to HPQCD 14 and RBC/UKQCD 23. The tables show the results for BGL coefficients for different orders of the fit.


Figure 3. Illustration of the joint Bayesian-inference fit to the HPQCD 14 [18] and RBC/UKQCD 23 [20] data sets with $\left(K_{+}, K_{0}\right)=(5,5)$. Left: plot of the form factor vs. the squared momentum transfer; right: plot of the form factor after removing Blaschke and outer function, normalised such that the kinematical constraint $f_{0}(0)=f_{+}(0)$ becomes apparent.

### 4.4 Comparison with dispersive-matrix method

In this section we compare our results to the dispersive-matrix method [10], which has recently received renewed attention in Ref. [11], and which has been applied to exclusive


Figure 4. Illustration of the joint Bayesian-inference fit to the HPQCD-14 [18], RBC/UKQCD 23 [20] and Khodjamirian 17 data sets with $\left(K_{+}, K_{0}\right)=(5,5)$. Left: plot of the form factor vs. the squared momentum transfer; right: plot of the form factor after removing Blaschke and outer function, normalised such that the kinematical constraint $f_{0}(0)=f_{+}(0)$ becomes apparent.


Figure 5. Comparison of Bayesian inference with the dispersive-matrix method for the form factors of exclusive semileptonic $B_{s} \rightarrow K \ell \nu$ decay.
semileptonic $B_{s} \rightarrow K \ell \nu$ decay in Ref. [40]. Fig. 5 shows the comparison of both methods for the fit to the data set RBC/UKQCD 23. The results for the dispersive-matrix method were obtained with our own implementation of the algorithm proposed in Ref. [11]. We find central values and error bands in excellent agreement. While the dispersive-matrix computes a distribution of results for every value of the momentum transfer $q^{2}$, Bayesian inference predicts the parameters of the BGL expansion and their correlations. Besides the conceptual simplicity of the Bayesian-inference fitting strategy, the results for Bayesian
inference are hence more convenient for use in further processing, e.g. for making predictions for phenomenology as discussed in the next section.

## 5 Phenomenological analysis

Having parameterised the form factors $f_{+}\left(q^{2}\right)$ and $f_{0}\left(q^{2}\right)$ over the full kinematically allowed phase space $0 \leq q^{2} \leq q_{\max }^{2}$, various phenomenologically relevant quantities can be computed. In the following we provide determinations of the CKM matrix element $\left|V_{u b}\right|$, two version of the $R$-ratio (the traditional one and an improved version which has been advocated in Ref. [20]) and the differential decay rate. Additionally, results and discussion of the forward-backward and polarisation asymmetries can be found in App. D. Here we concentrate mainly on results for combined fits over data sets. The results we would obtain from fits to individual data sets are summarised in tables in App. E.1.

### 5.1 Determination of $\left|V_{u b}\right|$

By combining experimental measurements of $d \Gamma\left(B_{s} \rightarrow K \ell \nu\right) / d q^{2}$ with theoretical predictions for the form factors $f_{0}$ and $f_{+}$the CKM matrix element $\left|V_{u b}\right|$ can be determined using Eq. (2.1). Currently, the only available measurements have been performed by LHCb who provide the ratio of branching fractions $R_{B F}$ [22],

$$
\begin{equation*}
R_{\mathrm{BF}}=\frac{\mathcal{B}\left(B_{s}^{0} \rightarrow K^{-} \mu^{+} \nu_{\mu}\right)}{\mathcal{B}\left(B_{s}^{0} \rightarrow D_{s}^{-} \mu^{+} \nu_{\mu}\right)} . \tag{5.1}
\end{equation*}
$$

These values are given for two integrated $q^{2}$ bins, which we will refer to as 'low' and 'high',

$$
\begin{array}{ll}
q^{2} \leq 7 \mathrm{GeV}^{2}: & R_{B F}^{\text {low }}=1.66(80)(86) \times 10^{-3}, \\
q^{2} \geq 7 \mathrm{GeV}^{2}: & R_{B F}^{\text {high }}=3.25(21)\left({ }_{-19}^{+18}\right) \times 10^{-3} . \tag{5.2}
\end{array}
$$

Using the life time of the $B_{s}^{0}$ meson $\tau_{B_{s}^{0}}=1.520(5) \mathrm{ps}[41,42]$ and the branching ratio [23]

$$
\begin{equation*}
\mathcal{B}\left(B_{s}^{0} \rightarrow D_{s}^{-} \mu^{+} \nu_{\mu}\right)=2.49(12)(21) \times 10^{-2}, \tag{5.3}
\end{equation*}
$$

this can be used to determine $\left|V_{u b}\right|$ from

$$
\begin{equation*}
\left|V_{u b}\right|=\sqrt{\frac{R_{B F}^{\text {bin }} \mathcal{B}\left(B_{s}^{0} \rightarrow D_{s}^{-} \mu^{+} \nu_{\mu}\right)}{\tau_{B_{s}^{0}} \Gamma_{0}^{\text {bin }}\left(B_{s} \rightarrow K \ell \nu\right)}}, \tag{5.4}
\end{equation*}
$$

where we defined the reduced decay rate $\Gamma_{0}^{\mathrm{bin}}=\Gamma^{\mathrm{bin}} /\left|V_{u b}\right|^{2}$. Since we have obtained the BGL parameterisation of the form factors, $\Gamma_{0}^{\text {bin }}$ can be computed by numerically integrating the right-hand side of Eq. (2.1) over the appropriate $q^{2}$ bin. After symmetrising the errors on the input data, we generate multivariate distributions for the aforementioned experimental inputs, assuming the systematic uncertainies of the branching fractions $R_{B F}$ and the branching ratio $\mathcal{B}$ to be $100 \%$ correlated and all other uncertainties to be uncorrelated (c.f. Ref. [40]). The form factors $f_{0}$ and $f_{+}$are constructed from the samples for the BGL coefficients that we have found from our algorithm. Combining these distributions

| $K_{+}$ | $K_{0}$ | $f\left(q^{2}=0\right)$ | $R_{B_{s} \rightarrow K}^{\text {impr }}$ | $R_{B_{s} \rightarrow K}$ | $\frac{\Gamma^{\tau}}{\left\|V_{u b}\right\|^{2}}\left[\frac{1}{\mathrm{ps}}\right]$ | $\frac{\Gamma^{\mu}}{\left\|V_{u b}\right\|^{2}}\left[\frac{1}{\mathrm{ps}}\right]$ | $V_{\mathrm{CKM}}^{\text {low }}$ | $V_{\mathrm{CKM}}^{\text {high }}$ | $V_{\mathrm{CKM}}^{\text {full }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: |
| 2 | 2 | $0.217(16)$ | $1.544(15)$ | $0.735(15)$ | $4.94(31)$ | $6.72(51)$ | $0.00365(35)$ | $0.00338(30)$ | $0.00349(31)$ |
| 2 | 3 | $0.166(25)$ | $1.587(26)$ | $0.809(37)$ | $4.36(36)$ | $5.41(65)$ | $0.00449(64)$ | $0.00365(36)$ | $0.00386(41)$ |
| 3 | 2 | $0.234(16)$ | $1.684(38)$ | $0.758(19)$ | $4.41(31)$ | $5.83(51)$ | $0.00367(35)$ | $0.00374(34)$ | $0.00370(33)$ |
| 3 | 3 | $0.286(36)$ | $1.682(36)$ | $0.700(37)$ | $4.80(40)$ | $6.89(87)$ | $0.00319(41)$ | $0.00359(34)$ | $0.00343(35)$ |
| 3 | 4 | $0.277(53)$ | $1.688(42)$ | $0.715(64)$ | $4.73(46)$ | $6.7(1.2)$ | $0.00333(60)$ | $0.00364(36)$ | $0.00356(40)$ |
| 4 | 3 | $0.288(37)$ | $1.689(42)$ | $0.701(39)$ | $4.79(41)$ | $6.87(90)$ | $0.00319(42)$ | $0.00362(35)$ | $0.00344(35)$ |
| 4 | 4 | $0.286(93)$ | $1.687(41)$ | $0.709(98)$ | $4.80(54)$ | $7.0(1.6)$ | $0.00335(88)$ | $0.00362(37)$ | $0.00358(41)$ |
| 5 | 5 | $0.286(87)$ | $1.686(44)$ | $0.709(94)$ | $4.81(54)$ | $7.0(1.6)$ | $0.00332(86)$ | $0.00360(36)$ | $0.00356(41)$ |
| 6 | 6 | $0.282(85)$ | $1.686(45)$ | $0.713(93)$ | $4.78(53)$ | $6.9(1.6)$ | $0.00336(85)$ | $0.00361(37)$ | $0.00357(41)$ |
| 7 | 7 | $0.288(85)$ | $1.686(44)$ | $0.706(90)$ | $4.81(54)$ | $7.0(1.6)$ | $0.00330(80)$ | $0.00361(36)$ | $0.00355(40)$ |
| 8 | 8 | $0.290(90)$ | $1.686(44)$ | $0.704(96)$ | $4.82(57)$ | $7.1(1.7)$ | $0.00330(89)$ | $0.00361(38)$ | $0.00356(42)$ |
| 9 | 9 | $0.297(90)$ | $1.685(43)$ | $0.697(95)$ | $4.87(56)$ | $7.2(1.7)$ | $0.00324(87)$ | $0.00359(37)$ | $0.00353(42)$ |
| 10 | 10 | $0.300(93)$ | $1.685(44)$ | $0.694(98)$ | $4.89(59)$ | $7.3(1.8)$ | $0.00322(86)$ | $0.00357(37)$ | $0.00352(42)$ |


|  |  | $I\left[\mathcal{A}_{\mathrm{FB}}^{\tau}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $I\left[\mathcal{A}_{\text {FB }}^{\mu}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $\overline{\mathcal{A}}_{\text {FB }}$ | $\overline{\mathcal{A}}_{\text {FB }}^{\mu}$ | $I\left[\mathcal{A}_{\text {pol }}^{\tau}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $I\left[\mathcal{A}_{\text {pol }}^{\mu}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $\overline{\mathcal{A}}_{\text {pol }}^{\tau}$ | $\overline{\mathcal{A}}_{\text {pol }}^{\mu}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 1.345(87) | 0.0302(34) | 0.2724(18) | 0.00448(21) | 0.732(72) | 6.64(50) | 0.148(12) | 0.98749(57) |
| 2 | 3 | 1.18(10) | 0.0212(42) | $0.2715(18)$ | 0.00388(33) | 0.53(10) | 5.35(64) | 0.121(17) | $0.98887(80)$ |
| 3 | 2 | 1.243(88) | 0.0322(36) | $0.2817(22)$ | 0.00551(31) | 0.23(11) | 5.74(51) | 0.052(24) | 0.98422(93) |
| 3 | 3 | 1.37(12) | 0.0439(88) | $0.2855(32)$ | 0.00632(59) | 0.24(12) | 6.76(85) | 0.050(23) | 0.9821(16) |
| 3 | 4 | 1.35(14) | 0.042(12) | 0.2851(37) | 0.00618(82) | 0.23(13) | 6.6(1.1) | 0.047(25) | $0.9825(21)$ |
| 4 | 3 | 1.37(12) | 0.0443(91) | $0.2858(33)$ | 0.00640(63) | 0.22(13) | 6.75(88) | 0.046(26) | 0.9819 (17) |
| 4 | 4 | 1.37(17) | 0.046(21) | $0.2856(58)$ | 0.0063(16) | 0.23(13) | $6.8(1.6)$ | 0.047(26) | 0.9821(41) |
| 5 | 5 | 1.38(17) | 0.046(20) | 0.2855(56) | $0.0063(15)$ | 0.23(14) | $6.9(1.5)$ | 0.048(27) | $0.9822(39)$ |
| 6 | 6 | 1.37(17) | 0.045(19) | 0.2852(56) | $0.0062(15)$ | 0.23(14) | 6.8(1.5) | 0.048(28) | 0.9823(38) |
| 7 | 7 | 1.38(17) | 0.046(20) | 0.2856(55) | 0.0063(14) | 0.23(14) | $6.9(1.6)$ | 0.048(27) | 0.9821(37) |
| 8 | 8 | 1.38(19) | 0.047(21) | 0.2858(59) | $0.0064(15)$ | 0.23(14) | 6.9(1.6) | 0.048(27) | 0.9820(39) |
| 9 | 9 | 1.40 (18) | 0.049(21) | $0.2862(59)$ | 0.0065(15) | 0.23(13) | 7.1(1.6) | 0.047(27) | $0.9818(39)$ |
| 10 | 10 | 1.40 (19) | 0.050(23) | $0.2864(61)$ | 0.0065(15) | 0.23(14) | 7.2(1.8) | 0.048(27) | 0.9817(40) |

Table 9. Summary of results based on combined fit to HPQCD 14 [18] and RBCUKQCD 23 [20]. Definitions for the asymmetries $\mathcal{A}$ can be found in App. D.
provides a fully correlated analysis framework to determine $\left|V_{u b}\right|$ from either bin as well as from a weighted average. Numerical values of our results are presented in Tab. 9. For the combined fit to HPQCD 14 and RBC/UKQCD 23 we find the results to be stable for $\left(K_{+}, K_{0}\right) \geq(5,5)$ and we choose this truncation for our main result

$$
\begin{equation*}
\left|V_{u b}\right|=3.56(41) \times 10^{-3}[18,20] \tag{5.5}
\end{equation*}
$$

As we will see shortly, also other observables that we computed have stable central values and errors when further increasing the truncation. We make the same choice $\left(K_{+}, K_{0}\right)=$ $(5,5)$ for the combined fit to lattice and sum-rule data HPQCD 14 and RBC/UKQCD 23 and Khodjamirian 17,

$$
\begin{equation*}
\left|V_{u b}\right|=3.13(28) \times 10^{-3}[18,20,21] . \tag{5.6}
\end{equation*}
$$

In both cases, the error on $\left|V_{u b}\right|$ is currently dominated by the experimental uncertainty (we ran the fit again assuming vanishing experimental uncertainties and obtained $\left|V_{u b}\right|=$ $3.67(17) \times 10^{-3}$ and $\left|V_{u b}\right|=3.23(14) \times 10^{-3}$, respectively). We note that while the results for $\left|V_{u b}\right|$ obtained for the 'low' and 'high' bins agree for the analysis with HPQCD 14 and RBC/UKQCD 23 (cf. Tab. 9), they are at tension in the analysis that also includes the sumrule result Khodjamirian 17 (cf. Tab. 17), where $\left|V_{u b}^{\mathrm{low}}\right|=2.84(27)$ and $\left|V_{u b}^{\mathrm{high}}\right|=3.54(33)$. For comparison we quote the world averages exclusive and inclusive determinations of $\left|V_{u b}\right|$

$$
\begin{align*}
&\left|V_{u b}\right|_{\text {exclusive }}^{\mathrm{FLAG} 21} \times 10^{-3}  \tag{5.7}\\
&=3.74(17)[3,26,43-47]  \tag{5.8}\\
&\left|V_{u b}\right|_{\text {inclusive }} \times 10^{-3}=4.13(26)[41,42,48-50]
\end{align*}
$$



Figure 6. The differential decay width $d \Gamma / d q^{2}$ for $B_{s} \rightarrow K \mu \nu_{\mu}$ (left) and $B_{s} \rightarrow K \tau \nu_{\tau}$ (right). The top row shows results from the fit to HPQCD 14 and RBQ/UKQCD 23, while the lower panel shows the result where the fit also includes the sum-rule result Khodjamirian 17. The values for $\left|V_{u b}\right|$ are taken from Eq. (5.8), (5.5) (top) and (5.6) (bottom). The darker (lighter) shading indicates the error without (with) the contribution from the error on $\left|V_{u b}\right|$.

### 5.2 Differential decay width

From the analysis of lattice and sum-rule data we can make SM predictions for the shape of the differential decay width $d \Gamma / d q^{2}$. In Fig. 6 we illustrate this, assuming our result for $\left|V_{u b}\right|$ from the lattice and lattice + sum rules analyses in Eq. (5.5) and (5.6), and the results from the inclusive decay analysis in Eqs. (5.8). The predicted shapes of the inclusive and exclusive differential decay rates are visibly different. In particular, after including the sum-rule result, the shapes can be clearly and statistically significantly distinguished. Such detailed studies of decay-rate shapes can shed light on the tension between inclusive and exclusive CKM determinations.

## $5.3 \quad R$ ratios

Lepton flavour universality (LFU), i.e. the identical coupling of leptons to gauge bosons, is an accidental symmetry of the SM. Testing LFU therefore provides crucial tests of the SM. One way to perform such tests is by comparing semileptonic decays with different
leptons in the final state. Due to their different masses, the shapes of the differential decay rates and (partial) integrals thereof will differ. Of particular interest are ratios which are independent of the relevant CKM matrix elements (in our case $\left|V_{u b}\right|$ ) since this eliminates sources of uncertainty. One such observable is the traditional $R$-ratio, defined by

$$
\begin{equation*}
R_{B_{s} \rightarrow K}=\frac{\int_{m_{\tau}^{2}}^{q_{\text {max }}^{2}} d q^{2} \frac{d \Gamma\left(B_{s} \rightarrow K \tau \nu_{\tau}\right)}{d q^{2}}}{\int_{m_{\ell}^{2 a x}}^{q_{\max }} d q^{2} \frac{d \Gamma\left(B_{s} \rightarrow K \ell \nu_{\ell}\right)}{d q^{2}}} . \tag{5.9}
\end{equation*}
$$

Here $\ell$ denotes the $e$ or $\mu$, whereas the numerator only contains the tau lepton. Since $m_{e} / M_{B_{s}} \ll m_{\mu} / M_{B_{s}} \ll 1$ the contribution stemming from $f_{0}$ is negligible in the denominator (c.f. Eq. (2.1)). One immediate consequence of this is, that the decay into $e$ or $\mu$ does not provide experimental information on $f_{0}$, so that this is only accessible via non-perturbative methods [51].

Ref. [20] (motivated by Ref. [52]) advocates an improved definition of a ratio $R_{B_{s} \rightarrow K}^{\operatorname{imp}}$ as a more precise test of LFU. This ratio improves over the traditional $R$-ratio by adjusting the integration range to be the same in numerator and denominator [52-54] and by constructing it in a way, that form factors in the numerator and denominator appear with the same weights [52]. To do this, they rewrite the differential decay rate in equation (2.1) with lepton $\ell$ in the final state in the form

$$
\begin{equation*}
\frac{d \Gamma\left(B_{s} \rightarrow K \ell \nu\right)}{d q^{2}}=\Phi \omega_{\ell}\left(q^{2}\right)\left[F_{V}^{2}+\left(F_{S}^{\ell}\right)^{2}\right], \tag{5.10}
\end{equation*}
$$

where

$$
\begin{align*}
\Phi & =\eta_{\mathrm{EW}} \frac{G_{F}^{2}\left|V_{u b}\right|^{2}}{24 \pi^{3}},  \tag{5.11}\\
\omega_{\ell}\left(q^{2}\right) & =\left(1-\frac{m_{\ell}^{2}}{q^{2}}\right)^{2}\left(1+\frac{m_{\ell}^{2}}{2 q^{2}}\right),  \tag{5.12}\\
F_{V}^{2} & =\left|\mathbf{p}_{K}\right|^{3}\left|f_{+}\left(q^{2}\right)\right|^{2},  \tag{5.13}\\
\left(F_{S}^{\ell}\right)^{2} & =\frac{3}{4} \frac{m_{\ell}^{2}\left|\mathbf{p}_{K}\right|}{m_{\ell}^{2}+2 q^{2}} \frac{\left(M^{2}-m^{2}\right)^{2}}{M^{2}}\left|f_{0}\left(q^{2}\right)\right|^{2} . \tag{5.14}
\end{align*}
$$

The notation $\omega_{\ell}$ and $\left(F_{S}^{\ell}\right)^{2}$ is chosen to explicitly indicate where the lepton mass $m_{\ell}$ enters. With this, the improved $R$-ratio can now be defined as

$$
\begin{equation*}
R_{B_{s} \rightarrow K}^{\operatorname{imp}}=\frac{\int_{q_{\min }^{2}}^{q_{\max }^{2}} d q^{2} \frac{d \Gamma\left(B_{s} \rightarrow K \tau \bar{\nu}_{\tau}\right)}{d q^{2}}}{\int_{q_{\min }^{2}}^{q_{\max }^{2}} d q^{2}\left[\frac{\omega_{\tau}\left(q^{2}\right)}{\omega_{\ell}\left(q^{2}\right)}\right] \frac{d \Gamma\left(B_{s} \rightarrow K \ell \bar{\nu}_{\ell}\right)}{d q^{2}}}, \tag{5.15}
\end{equation*}
$$

where again $\ell=e, \mu$. This matches the analogous definition for a vector final state in Ref. [52] and can be computed for experimentally measured decay rates. Ref. [20] proposes this ratio as an improved way to monitor LFU. In the SM (dropping the scalar form factor for $\ell=e, \mu$ ) this can be approximated as

$$
\begin{equation*}
R_{B_{s} \rightarrow K}^{\operatorname{imp,SM}} \approx 1+\frac{\int_{q_{\min }^{2}}^{q_{\max }^{2}} d q^{2} \omega_{\tau}\left(q^{2}\right)\left(F_{S}^{\tau}\right)^{2}}{\int_{q_{\min }^{2}}^{q_{\max }^{2}} d q^{2} \omega_{\tau}\left(q^{2}\right) F_{V}^{2}} . \tag{5.16}
\end{equation*}
$$

| observable | lattice | lattice + sum rules |
| :--- | :--- | :--- |
| $\left\|V_{u b}\right\|$ | $0.00356(41)$ | $0.00313(28)$ |
| $f_{+}(0)$ | $0.286(87)$ | $0.335(22)$ |
| $R_{B_{s} \rightarrow K}$ | $0.709(94)$ | $0.653(26)$ |
| $R_{B_{s} \rightarrow K}^{\mathrm{impr}}$ | $1.686(44)$ | $1.688(44)$ |
| $\overline{\mathcal{A}}_{\mathrm{FB}}^{\mu}$ | $0.0063(15)$ | $0.00718(49)$ |
| $\overline{\mathcal{A}}_{\mathrm{FB}}^{\tau}$ | $0.2855(56)$ | $0.2885(23)$ |
| $I\left[\mathcal{A}_{\mathrm{FB}}^{\mu}\right] / \mathrm{ps}$ | $0.046(20)$ | $0.0552(59)$ |
| $I\left[\mathcal{A}_{\mathrm{FB}}^{\tau}\right] / \mathrm{ps}$ | $1.38(17)$ | $1.446(97)$ |
| $\overline{\mathcal{A}}_{\mathrm{pol}}^{\mu}$ | $0.9822(39)$ | $0.9799(14)$ |
| $\overline{\mathcal{A}}_{\mathrm{pol}}^{\tau}$ | $0.048(27)$ | $0.043(27)$ |
| $I\left[\mathcal{A}_{\mathrm{pol}}^{\mu}\right] / \mathrm{ps}$ | $6.9(1.5)$ | $7.54(66)$ |
| $I\left[\mathcal{A}_{\mathrm{pol}}^{\tau}\right] / \mathrm{ps}$ | $0.23(14)$ | $0.22(14)$ |
| $\Gamma^{\mu} /\left\|V_{u b}\right\|^{2} / \mathrm{ps}$ | $7.0(1.6)$ | $7.69(67)$ |
| $\Gamma^{\tau} /\left\|V_{u b}\right\|^{2} / \mathrm{ps}$ | $4.81(54)$ | $5.01(34)$ |

Table 10. Summary of main results, where 'lattice' refers to the combined fit over HPQCD 14 and $\mathrm{RBC} / \mathrm{UKQCD} 23$, and where 'lattice+sum rules' refers to the fit with the same lattice results plus the sum-rule result Khodjamirian 17 for $f_{+}(0)$.

Table 9 lists the values for $R_{B_{s} \rightarrow K}$ and $R_{B_{s} \rightarrow K}^{\text {impr. }}$ and several other quantities of phenomenlogoical interest. As above, only results where the coefficients of the $z$ expansion have stabilised should be considered in order to be free of truncation errors in the $z$ expansion. We note, that the relative uncertainty of the improved $R$-ratio is substantially smaller than for the traditional one. For convenience, we provide numerical values of our preferred order for the Bayesian inference with $\left(K_{+}, K_{0}\right)=(5,5)$ based on HPQCD 14 and RBC/UKQCD 23:

$$
\begin{align*}
R_{B_{s} \rightarrow K} & =0.709(94)  \tag{5.17}\\
R_{B_{s} \rightarrow K}^{\mathrm{impr}, \mathrm{SM}} & =1.686(44) \tag{5.18}
\end{align*}
$$

### 5.4 Further phenomenological results

We can also compute forward-backward and polarisation asymmetries. Details are discussed in App. D and Tab. 10 summarises all central fit results.

## 6 Conclusions and outlook

The two main results of this paper are:

- We have generalised the BGL [6] unitarity constraint towards exclusive semileptonic processes for which the flavour-structure of the weak current allows for a particleproduction threshold that lies below the pair-production threshold of the asymptoticstate pair of the process. For instance, for the semileptonic process $B_{s} \rightarrow K \ell \nu$ the
$t$-channel $B \pi$ threshold lies below the $B_{s} K$ threshold. The modified unitarity constraint is restricted to contributions from above the $B_{s} K$ threshold. This problem has recently also been addressed in $[1,31]$. While fundamentally equivalent, we find the solution proposed here more elegant and also simpler to implement. A simple modification of existing fit-codes should allow to impose the modified unitarity constraint presented in Eq. (2.12).
- The second central result of this paper is a novel method that allows, using Bayesian inference, for model- and truncation-independent parameterisations of hadronic form factors. This is achieved by using quantum-field-theoretical unitarity and analyticity as regulators, to keep the less or unconstrained higher-order coefficients in an untruncated BGL expansion under control. We show how kinematical constraints like $f_{+}(0)=f_{0}(0)$ for the vector and scalar form factors at zero momentum transfer in pseudo-scalar to pseudo-scalar meson decay, can be taken into account exactly. The new unitarity constraint of Eq. (2.12), which within Bayesian inference corresponds to a flat prior, is taken into account in a fully consistent way, leading to meaningful central values and errors in the computation of observables based on the form-factor parameterisations. The approach presented here is similar in spirit to the recently revived idea of the dispersive-matrix method [11, 55]. In fact, our results agree very well with the ones determined in [40]. The method proposed here is however conceptually simpler, and besides the exact implementation of constraints like $f_{+}(0)=f_{0}(0)$, allows for straight-forwardly combining different, potentially correlated data sets into a global fit. We demonstrate how this works in practice by presenting fits to lattice, sum-rule and experimental data, and make a range of predictions with relevance for phenomenology.

We recommend to use the complementary information gained from Bayesian-inference based fits and frequentist fits to asses how well model and data are compatible, and to obtain parameterisations of form factors that are free of any bias originating from truncatations.

Looking ahead, we plan to extend our work to other decay channels, for which lattice and potentially also experimental data is available (e.g. $B \rightarrow \pi \ell \nu, B_{(s)} \rightarrow D_{(s)} \ell \nu, B_{(s)} \rightarrow$ $D_{(s)}^{*} \ell \nu, \Lambda_{b} \rightarrow\left(p, \Lambda_{c}^{(*)}\right) \ell \nu, \ldots$, in order to make truncation-independent predictions for a wider set of SM parameters and observables.
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## A The BGL parametrisation and unitarity

The discussion in this section reviews work by Boyd, Grinstein and Lebed [6, 27, 56], used also by Arnesen et al. [29]. For convenience we first recall the $z$ transformation from Eq. (2.4), but written using $t=q^{2}$,

$$
\begin{equation*}
z\left(t ; t_{*}, t_{0}\right)=\frac{\sqrt{t_{*}-t}-\sqrt{t_{*}-t_{0}}}{\sqrt{t_{*}-t}+\sqrt{t_{*}-t_{0}}} \tag{A.1}
\end{equation*}
$$

As noted in Sec. 2.2, $t_{*}$ denotes the start of the cut in the $t$-channel, which for the decay $B_{s} \rightarrow K \ell \nu$ is $t_{*}=\left(M_{B}+M_{\pi}\right)^{2}$. As before we set $t_{ \pm}=\left(M_{B_{s}} \pm M_{K}\right)^{2}$, with $t_{-}=q_{\max }^{2}$ the upper end of the kinematical range for physical semileptonic decay. We choose $t_{0}$ to symmetrize the range of $z$ corresponding to $0 \leq t \leq q_{\max }^{2}$.

Continuing the discussion started in Sec. 2.2, the idea is that the product $B_{X} \phi_{X} f_{X}$ is analytic inside the unit circle in $z$ and hence has a power series expansion in $z$. When there is a single sub-threshold pole, the Blaschke factor is given by:

$$
\begin{equation*}
B_{X}\left(q^{2}\right)=\frac{z\left(q^{2} ; t_{*}, t_{0}\right)-z\left(m_{\mathrm{pole}}^{2} ; t_{*}, t_{0}\right)}{1-z\left(q^{2} ; t_{*}, t_{0}\right) z\left(m_{\mathrm{pole}}^{2} ; t_{*}, t_{0}\right)}=z\left(q^{2} ; t_{*}, m_{\mathrm{pole}}^{2}\right) . \tag{A.2}
\end{equation*}
$$

Here $m_{\text {pole }}$ is the mass of a pole sitting between $t_{-}=q_{\text {max }}^{2}$ and $t_{*}$. If there is no such pole, then we set $B_{X}\left(q^{2}\right)=1$. If there are $n$ sub-threshold poles at positions $z_{i}$ with masses $m_{i}$, then the Blaschke factor is the product

$$
\begin{equation*}
B\left(q^{2}\right)=\prod_{i=0}^{n-1} \frac{z-z_{i}}{1-z_{i} z}=\prod_{i=0}^{n-1} z\left(q^{2} ; t_{*}, m_{i}^{2}\right) \tag{A.3}
\end{equation*}
$$

It has the property that $|B(z)|=1$ for $z$ on the unit circle, a fact used in deriving the analyticity/unitarity bounds.

For $f_{+}$, the $1^{-} B^{*}$ vector-meson mass lies above $q_{\text {max }}^{2}$ and below the $B \pi$ threshold at $t_{*}$ and we include this single pole in the expression (A.3) for the Blaschke factor. In the $0^{+}$channel, the theoretically predicted mass $M_{B^{*}\left(0^{+}\right)}=5.63 \mathrm{GeV}[30]$ sits above the $B \pi$ threshold. For $f_{0}$ we therefore do not need to include a pole mass, and set $B=1$ in this case.

The outer functions are given by

$$
\begin{align*}
\phi_{+}\left(q^{2}, t_{0}\right) & =\sqrt{\frac{\eta_{I}}{48 \pi \chi_{1^{-}}(0)}} \frac{r_{q}^{1 / 2}}{r_{0}^{1 / 2}}\left(r_{q}+r_{0}\right)\left(r_{q}+\sqrt{t_{*}}\right)^{-5}\left(t_{+}-q^{2}\right)^{3 / 4}\left(r_{q}+r_{-}\right)^{3 / 2}  \tag{A.4}\\
\phi_{0}\left(q^{2}, t_{0}\right) & =\sqrt{\frac{\eta_{I} t_{+} t_{-}}{16 \pi \chi_{0^{+}}(0)}} \frac{r_{q}^{1 / 2}}{r_{0}^{1 / 2}}\left(r_{q}+r_{0}\right)\left(r_{q}+\sqrt{t_{*}}\right)^{-4}\left(t_{+}-q^{2}\right)^{1 / 4}\left(r_{q}+r_{-}\right)^{1 / 2} \tag{A.5}
\end{align*}
$$

where we have set $r_{q}=\sqrt{t_{*}-q^{2}}, r_{-}=\sqrt{t_{*}-t_{-}}$and $r_{0}=\sqrt{t_{*}-t_{0}}$.
Let us now discuss our choice for $\chi_{1^{-}}(0)$ and $\chi_{0^{+}}(0)$. We first recall some steps in the derivation of the unitarity bounds $[6,27,56]$ :

1. Compute the vacuum polarisation function of two currents $J_{\mu}=\bar{u} \gamma_{\mu} b$,

$$
\begin{equation*}
\Pi_{\mu \nu}(q)=i \int d^{4} x e^{i q \cdot x}\langle 0| \mathrm{T} J_{\mu}(x) J_{\nu}^{\dagger}(0)|0\rangle=\left(q_{\mu} q_{\nu}-q^{2} g_{\mu \nu}\right) \Pi_{\mathrm{T}}\left(q^{2}\right)+q_{\mu} q_{\nu} \Pi_{\mathrm{L}}\left(q^{2}\right) . \tag{A.6}
\end{equation*}
$$

2. The $\Pi_{T, L}$ defined in equation (A.6) satisfy once- or twice-subtracted dispersion relations

$$
\begin{align*}
& \chi_{\mathrm{T}}\left(Q^{2}\right)=\left.\frac{1}{2} \frac{\partial^{2}\left(q^{2} \Pi_{\mathrm{T}}\left(q^{2}\right)\right)}{\partial\left(q^{2}\right)^{2}}\right|_{q^{2}=-Q^{2}}=\frac{1}{\pi} \int_{0}^{\infty} d t \frac{t \operatorname{Im} \Pi_{\mathrm{T}}(t)}{\left(t+Q^{2}\right)^{3}},  \tag{A.7}\\
& \chi_{\mathrm{L}}\left(Q^{2}\right)=\left.\frac{\partial\left(q^{2} \Pi_{\mathrm{L}}\left(q^{2}\right)\right)}{\partial q^{2}}\right|_{q^{2}=-Q^{2}}=\frac{1}{\pi} \int_{0}^{\infty} d t \frac{t \operatorname{Im} \Pi_{\mathrm{L}}(t)}{\left(t+Q^{2}\right)^{2}}, \tag{A.8}
\end{align*}
$$

where we follow the notation of Refs. [10, 11].
3. The absorptive parts $\operatorname{Im} \Pi_{T, \mathrm{~L}}(t)$ are found by inserting real intermediate states between the two currents in eq (A.6). For a judicious choice of $\mu$ and $\nu$ this is a sum of positive definite terms. One can then obtain inequalities (bounds) by concentrating on intermediate $\bar{B}_{s} K$ pairs. By analyticity and crossing symmetry, this constrains the shape in $t=q^{2}$ of the form factors in the physical region $0 \leq t \leq t_{-}$.
4. The $\chi$ 's come from evaluating the current-current correlator and depend on the ratio $u=m_{u} / m_{b} \cdot \chi(0)$ corresponds to the lowest moment of $\Pi(t)$ computed with an OPE up to some number of loops and with condensate contributions. Detailed expressions with the perturbative parts to two loops are given in Ref. [56]; three-loop perturbative contributions were calculated by Grigo et al. (GHMS) in Ref. [57].
For the decay of interest in this paper, $B_{s} \rightarrow K \ell \nu$, we can approximate the ratio $u$ by zero. Using two-loop perturbative expressions from BGL [56], with $m_{b}=m_{b}^{\text {pole }}$, $\chi_{\mathrm{T}, \mathrm{L}}$ are given by

$$
\begin{align*}
& \chi_{\mathrm{T}}(0)_{u=0}=\chi_{1^{-}}(0)=\frac{3\left[1+1.140 \alpha_{s}\left(m_{b}\right)\right]}{32 \pi^{2} m_{b}^{2}}-\frac{\bar{m}_{b}\langle\bar{u} u\rangle}{m_{b}^{6}}-\frac{\left\langle\alpha_{s} G^{2}\right\rangle}{12 \pi m_{b}^{6}},  \tag{A.9}\\
& \chi_{\mathrm{L}}(0)_{u=0}=\chi_{0^{+}}(0)=\frac{\left[1+0.751 \alpha_{s}\left(m_{b}\right)\right]}{8 \pi^{2}}+\frac{\bar{m}_{b}\langle\bar{u} u\rangle}{m_{b}^{4}}+\frac{\left\langle\alpha_{s} G^{2}\right\rangle}{12 \pi m_{b}^{4}} . \tag{A.10}
\end{align*}
$$

The expressions in Grigo et al. [57] use the $\overline{\mathrm{MS}} b$ mass evaluated at its own scale, $\bar{m}_{b}\left(\bar{m}_{b}\right)$, instead of $m_{b}^{\text {pole }}$. Applying the relation

$$
\begin{equation*}
m_{b}^{\text {pole }}=\bar{m}_{b}\left(1+\frac{4}{3} \frac{\alpha_{s}\left(\bar{m}_{b}\right)}{\pi}\right)+O\left(\alpha_{s}^{2}\right) \tag{A.11}
\end{equation*}
$$

shows agreement of the perturbative terms above with the terms up to two loops in [57]. We use the 3-loop results for our numerical values for $\chi_{1^{-}, 0^{+}}$with $m_{b}=$ $\bar{m}_{b}\left(\bar{m}_{b}\right)$, taking $\bar{m}_{b}\left(\bar{m}_{b}\right)=4.163 \mathrm{GeV}$ and $\alpha_{s}^{(5)}\left(\bar{m}_{b}\right)=0.2268$ from Ref. [60]. In the quark-condensate term, $\bar{m}_{b}$ and $\langle\bar{u} u\rangle$ should both be evaluated in the same scheme with the same scale, for example $\overline{\mathrm{MS}}$ at scale $\mu=1 \mathrm{GeV}$ or 2 GeV . We ran the mass to
$\bar{m}_{b}(2 \mathrm{GeV})=4.95 \mathrm{GeV}$ using the RunDec package [61-63] and combined it with $\langle\bar{u} u\rangle=$ $-(274 \mathrm{MeV})^{3}$, using a weighted mean of $2+1+1$ and $2+1$ flavour estimates for $\Sigma^{1 / 3}$ in $\mathrm{SU}(2)$ in the 2021 FLAG review [3, 64-71]). We took $\left\langle\alpha_{s} G^{2}\right\rangle=0.0635(35) \mathrm{GeV}^{4}$ from a sum rules average [59]. The condensate terms are small compared to the perturbative parts. We obtain:

$$
\begin{align*}
& \chi_{1^{-}}(0)=6.03 \times 10^{-4} \mathrm{GeV}^{-2}, \\
& \chi_{0^{+}}(0)=1.48 \times 10^{-2} . \tag{A.12}
\end{align*}
$$

With the above considerations and the proposed modification in Sec. 2.2 we obtain the unitarity bound in Eq. (2.12).

In [40] the two susceptibilities were computed nonperturbatively,

$$
\begin{align*}
& \chi_{1^{-}}(0)=4.45(1.16) \times 10^{-4} \mathrm{GeV}^{-2},  \tag{A.13}\\
& \chi_{0^{+}}(0)=2.04(0.20) \times 10^{-2} .
\end{align*}
$$

We checked that our results for observables do not change significantly when using these values instead of the ones in Eq. (A.12).

## B Comment on the generalised BGL unitarity constraint and relation to Ref. [1]

The authors of Ref. [1] introduce a modified BGL expansion

$$
\begin{equation*}
f(z)=\frac{1}{B\left(q^{2}\right) \phi\left(q^{2}, t_{0}\right)} \sum_{i=0}^{K-1} b_{i} p_{i}(z), \tag{B.1}
\end{equation*}
$$

in terms of a complete set of orthogonal polynomials $p_{i}(z)$ with

$$
\begin{equation*}
\left\langle p_{i} \mid p_{j}\right\rangle_{\alpha}=\delta_{i j} \tag{B.2}
\end{equation*}
$$

where the inner product is as defined in Eq. (2.10), restricted to the arc $[-\alpha, \alpha]$ of the unit circle. The unitarity constraint in Eq. (2.11) then takes the simple form

$$
\begin{equation*}
\sum_{i=0}^{K-1}\left|b_{i}\right|^{2} \leq 1 \tag{B.3}
\end{equation*}
$$

We now show that the approach of Ref. [1] is equivalent to the original BGL expansion in terms of a polynomial in $\left\{1, z, z^{2}, \ldots\right\}$ up to the modified unitarity constraint in Eq. (2.12). By the construction of Ref. [1], $K-1$ is the maximum order of $z$ in both the original BGL expansion in Eq. (2.6) and the one in Eq. (B.1). Therefore, the coefficients $a_{i}$ and $b_{i}$ are related by a linear transformation, or, in other words,

$$
\begin{equation*}
\sum_{i=0}^{K-1} b_{i} p_{i}(z)=\sum_{i=0}^{K-1} a_{i} z^{i} . \tag{B.4}
\end{equation*}
$$

Using the inner product defined in Eq. (2.10) we now project on the orthonormal polynomials $p_{j}(z)$,

$$
\begin{equation*}
\sum_{i=0}^{K-1} a_{i}\left\langle p_{i} \mid p_{j}\right\rangle_{\alpha}=\sum_{i=0}^{K-1} b_{i}\left\langle z^{i} \mid p_{j}\right\rangle_{\alpha} . \tag{B.5}
\end{equation*}
$$

Using the orthonormality of the $p_{i}(z)$ we get

$$
\begin{equation*}
a_{j}=\sum_{i=0}^{K-1} b_{i}\left\langle z^{i} \mid p_{j}\right\rangle_{\alpha} \tag{B.6}
\end{equation*}
$$

which defines the linear transformation between the $a_{i}$ and $b_{i}$. Using this result we can rewrite the unitarity constraint of Ref. [1] as

$$
\begin{equation*}
\sum_{i=0}^{K-1}\left|b_{i}\right|^{2}=\sum_{j, k, l=0}^{K-1} a_{k}^{*}\left\langle z^{k} \mid p_{j}\right\rangle_{\alpha}\left\langle p_{j} \mid z^{l}\right\rangle_{\alpha} a_{l}=\sum_{k, l=0}^{K-1} a_{k}^{*}\left\langle z^{k} \mid z^{l}\right\rangle_{\alpha} a_{l} \leq 1 \tag{B.7}
\end{equation*}
$$

which follows from the completeness $\sum_{i}\left|p_{i}\right\rangle\left\langle p_{j}\right|=1$ of the $p_{i}(z)$. This modified BGL unitarity constraint can be computed immediately to any desired order $K-1$, recalling that $\left\langle z^{i} \mid z^{j}\right\rangle_{\alpha}$ is known from Eq. (2.13). Thus, the modified BGL expansion in Ref. [1] and the original BGL expansion [6] with the modified unitarity constraint Eq. (B.7) agree exactly. While the implementation in Ref. [1] requires the computation of the polynomials $p_{i}(z)$ via recursion relations, the proposal made here allows the continued use of BGL-fit implementations. Only the unitarity constraint needs to be modified according to Eq. (B.7).

We make another observation in this context. By construction,

$$
\begin{equation*}
\left\langle p_{i} \mid p_{j}\right\rangle=\gamma_{i k}\left\langle z^{k} \mid z^{l}\right\rangle_{\alpha} \gamma_{j l}=\delta_{j l} \tag{B.8}
\end{equation*}
$$

where $\gamma_{i k}$ is the polynomial coefficient multiplying $z^{k}$ in the expansion of $p_{i}(z)$ in the basis $\left\{1, z, z^{2}, \ldots\right\}$. In Ref. [1] these coefficients are computed using recursion relations based on the work in Refs. [32, 33]. An alternative way to compute the coefficients is as follows. Define the matrix $M_{k l}=\left\langle z^{k} \mid z^{l}\right\rangle_{\alpha}$ and rewrite the previous equation as

$$
\begin{equation*}
\gamma M \gamma^{T}=\mathbb{1} \quad \leftrightarrow \quad M=\gamma^{-1}\left(\gamma^{T}\right)^{-1} \tag{B.9}
\end{equation*}
$$

Since $\gamma$ is lower triangular, Eq. (B.9) provides a Cholesky decomposition of $M . M$ is symmetric positive definite for $0<\alpha \leq \pi$, making the decomposition unique. We know $M$ analytically and hence we can compute $\gamma$, and the polynomials $p_{i}(z)$, by Cholesky decomposition.

## C Implementation details for the algorithm

The choice of prior metric $M$ in Eq. (3.13) has to ensure that $\mathbf{a}^{T} M \mathbf{a} \leq 2$, in order for the accept-reject step to be well defined. Since we have used the kinematical constraint $f_{0}(0)=f_{+}(0)$ to eliminate the BGL parameter $a_{0,0}, M$ is a $\left(K_{+}+K_{0}-1\right) \times\left(K_{+}+K_{0}-1\right)$ matrix. A naive choice could then be

$$
M=\left(\begin{array}{cc}
\mathcal{M}^{++} & 0  \tag{C.1}\\
0 & \mathcal{M}^{00}
\end{array}\right)
$$

where $\mathcal{M}_{i j}^{X X}=\left\langle z^{i} \mid z^{j}\right\rangle$. Clearly, $\mathbf{a}_{+}^{T} \mathcal{M}^{++} \mathbf{a}_{+} \leq 1$. However, since the parameter $a_{0,0}$ has been eliminated, the reduced norm $\overline{\mathbf{a}}_{0}^{T} \mathcal{M}^{00} \overline{\mathbf{a}}_{0} \equiv \sum_{i, j=1}^{K_{0}-1} a_{0, i} \mathcal{M}_{i j}^{00} a_{0, j}$ can be larger than 1. This metric is therefore not suitable in view of the accept-reject step.

Let us instead start with the parameter vectors before eliminating the $a_{0,0}$ component, for which $\mathbf{a}_{+}^{T} \mathcal{M}^{++} \mathbf{a}_{+} \leq 1$ and $\mathbf{a}_{0}^{T} \mathcal{M}^{00} \mathbf{a}_{0} \leq 1$. Then,

$$
\begin{align*}
\mathbf{a}_{+}^{T} \mathcal{M}^{++} \mathbf{a}_{+}+\mathbf{a}_{0}^{T} \mathcal{M}^{00} \mathbf{a}_{0}= & a_{+, \mu} \mathcal{M}_{\mu, \nu}^{++} a_{+, \nu}+a_{0, i} \mathcal{M}_{i, j}^{00} a_{0, j} \\
& +a_{0,0}\left(\mathcal{M}_{0,0}^{00} a_{0,0}+2 \mathcal{M}_{0, i}^{0,0} a_{0, i}\right) \tag{C.2}
\end{align*}
$$

$$
\leq 2
$$

where greek indices are summed starting from 0 and latin indices starting from 1 . Using the kinematical constraint $f_{+}(0)=f_{0}(0)$ we can now eliminate $a_{0,0}$ using (cf. Eq. (3.7))

$$
\begin{equation*}
a_{0,0}=\frac{B_{0}(0) \phi_{0}\left(0, t_{0}\right)}{B_{+}(0) \phi_{+}\left(0, t_{0}\right)} \sum_{k=0}^{K_{+}-1} a_{+, k} z^{k}(0)-\sum_{k=1}^{K_{0}-1} a_{0, k} z^{k}(0) . \tag{C.3}
\end{equation*}
$$

Eq. (C.2) can then be rewritten in the compact form

$$
\mathbf{a}^{T} M \mathbf{a}=\mathbf{a}^{T}\left(\begin{array}{cc}
M^{++} & M^{+0}  \tag{C.4}\\
M^{0+} & M^{00}
\end{array}\right) \mathbf{a} \leq 2
$$

where, defining $z_{\max }=z(0)$,

$$
\begin{align*}
M_{\mu, \nu}^{++} & =\mathcal{M}_{\mu, \nu}^{++}+\left(\frac{B_{0}(0) \phi_{0}\left(0, t_{0}\right)}{B_{+}(0) \phi_{+}\left(0, t_{0}\right)}\right)^{2} \mathcal{M}_{0,0}^{00} z_{\max }^{\mu} z_{\max }^{\nu} \\
M_{\mu, i}^{0+} & =-\left(\frac{B_{0}(0) \phi_{0}\left(0, t_{0}\right)}{B_{+}(0) \phi_{+}\left(0, t_{0}\right)}\right) z_{\max }^{\mu}\left(\mathcal{M}_{0,0}^{00} z_{\max }^{i}-\mathcal{M}_{0, i}^{00}\right)  \tag{C.5}\\
M_{i, \mu}^{+0} & =M_{\mu, i}^{0+} \\
M_{i, j}^{00} & =\mathcal{M}_{i, j}^{00}+\mathcal{M}_{0,0}^{00} z_{\max }^{i} z_{\max }^{j}-\mathcal{M}_{0, i}^{00} z_{\max }^{j}-\mathcal{M}_{0, j}^{00} z_{\max }^{i}
\end{align*}
$$

We choose $M$ as the metric for the prior term in Eq. (3.17).

## D Results for forward-backward and polarisation asymmetries

Here we will present the underlying formulae for two more phenomenologically relevant quantities that can be computed from the form-factor parameterisation: the forwardbackward and polarisation asymmetries.

The forward-backward asymmetry is defined as

$$
\begin{equation*}
\mathcal{A}_{\mathrm{FB}}^{\ell}\left(q^{2}\right) \equiv\left[\int_{0}^{1}-\int_{-1}^{0}\right] d \cos \theta_{\ell} \frac{d^{2} \Gamma\left(B_{s} \rightarrow K \ell \nu\right)}{d q^{2} d \cos \theta_{\ell}} \tag{D.1}
\end{equation*}
$$

where $\theta_{\ell}$ is the angle between the $B_{s}$ momemntum and the lepton $\ell$ in the rest frame of the $\ell-\nu$ system. In the SM this can be expressed as [72]

$$
\begin{equation*}
\mathcal{A}_{\mathrm{FB}}^{\ell}\left(q^{2}\right)=\frac{\eta_{E W} G_{F}^{2}\left|V_{u b}\right|^{2}}{32 \pi^{3} M_{B_{s}}}\left(1-\frac{m_{\ell}^{2}}{q^{2}}\right)^{2}\left|\mathbf{p}_{K}\right|^{2} \frac{m_{\ell}^{2}}{q^{2}}\left(M_{B_{s}}^{2}-M_{K}^{2}\right) f_{+}\left(q^{2}\right) f_{0}\left(q^{2}\right) \tag{D.2}
\end{equation*}
$$



Figure 7. Forward-backward asymmetries $\mathcal{A}_{\mathrm{FB}}^{\mu}$ (left) and $\mathcal{A}_{\mathrm{FB}}^{\tau}$ (right). For $\left|V_{u b}\right|$ exclusive we take our determination (c.f. Eq. (5.5)). The value for $\left|V_{u b}\right|$ inclusive is taken from Eq. (5.8). The inner shading does not include the uncertainty contribtions from $\left|V_{u b}\right|$.

Our results for the combined Bayesian inference of the HPQCD 14 and the RBC/UKQCD 23 datasets are shown in Fig. 7 for the cases $\ell=\mu$ on the left and $\tau$ on the right. Furthermore, we define the integrated forward-backward asymmetry $I\left[\mathcal{A}_{\mathrm{FB}}\right]$ and the average forwardbackward asymmetry $\overline{\mathcal{A}}_{\text {FB }}$ as

$$
\begin{equation*}
I\left[\mathcal{A}_{\mathrm{FB}}^{\ell}\right]=\int_{m_{\ell}^{2}}^{q_{\max }^{2}} d q^{2} \mathcal{A}_{\mathrm{FB}}^{\ell}\left(q^{2}\right) /\left|V_{u b}\right|^{2}, \tag{D.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\mathcal{A}}_{\mathrm{FB}}^{\ell}=\frac{\int_{m_{\ell}}^{q_{\max }^{2}} d q^{2} \mathcal{A}_{\mathrm{FB}}^{\ell}\left(q^{2}\right)}{\int_{m_{\ell}^{2}}^{q_{\max }^{2}} d q^{2} d \Gamma\left(B_{s} \rightarrow K \ell \nu\right) / d q^{2}} . \tag{D.4}
\end{equation*}
$$

Numerical results for these values are provides in Tab. 9.
Another observable which can be computed from the form factor parameterisation is the polarisation asymmetry $\mathcal{A}_{\mathrm{pol}}^{\ell}$. This is defined to be the difference between the left-handed and the right-handed contributions to the decay rate [72],

$$
\begin{equation*}
\mathcal{A}_{\mathrm{pol}}^{\ell}\left(q^{2}\right)=\frac{d \Gamma(\ell, \mathrm{LH})}{d q^{2}}-\frac{d \Gamma(\ell, \mathrm{RH})}{d q^{2}}, \tag{D.5}
\end{equation*}
$$

and can be used to probe for helicity-violating interactions. In the SM this takes the form

$$
\frac{d \Gamma(\ell, \mathrm{LH})}{d q^{2}}=\frac{\eta_{E W} G_{F}^{2}\left|V_{u b}\right|^{2}\left|\mathbf{p}_{K}\right|^{3}}{24 \pi^{3}}\left(1-\frac{m_{\ell}^{2}}{q^{2}}\right)^{2} f_{+}^{2}\left(q^{2}\right),
$$

$\frac{d \Gamma(\ell, \mathrm{RH})}{d q^{2}}=\frac{\eta_{E W} G_{F}^{2}\left|V_{u b}\right|^{2}\left|\mathbf{p}_{K}\right|}{24 \pi^{3}} \frac{m_{\ell}^{2}}{q^{2}}\left(1-\frac{m_{\ell}^{2}}{q^{2}}\right)^{2}\left(\frac{3}{8} \frac{\left(M_{B_{s}}^{2}-M_{K}^{2}\right)^{2}}{M_{B_{s}}^{2}} f_{0}^{2}\left(q^{2}\right)+\frac{\left|\mathbf{p}_{K}\right|^{2}}{2} f_{+}^{2}\left(q^{2}\right)\right)$.
The polarisation distribution is shown in Fig. 8. Finally, using analogous definitions to Eqs. (D.3) and (D.4) we define $I\left[\mathcal{A}_{\mathrm{pol}}^{\ell}\right]$ and $\overline{\mathcal{A}}_{\mathrm{pol}}^{\ell}$ and provide numerical values in Tab. 9.


Figure 8. Polarisation asymmetries $\mathcal{A}_{\mathrm{pol}}^{\mu}$ (left) and $\mathcal{A}_{\mathrm{pol}}^{\tau}$ (right). We again take the value for $\left|V_{u b}\right|$ exclusive from Eq. (5.5) and the value for $\left|V_{u b}\right|$ inclusive from Eq. (5.8). The inner shading does not include the uncertainties of the CKM matrix element.

| $K_{+}$ | $K_{0}$ | $f\left(q^{2}=0\right)$ | $R_{B s}^{\text {impr }} \boldsymbol{i}$ | $R_{B_{s} \rightarrow K}$ | $\frac{\Gamma^{\tau}}{\left\|V_{u b}\right\|^{2}}\left[\frac{1}{\mathrm{ps}}\right]$ | $\frac{\Gamma^{\mu}}{\left\|V_{u b}\right\|^{2}}\left[\frac{1}{\mathrm{ps}}\right]$ | $V_{\mathrm{CKM}}^{\text {low }}$ | $V_{\mathrm{CKM}}^{\text {high }}$ | $V_{\mathrm{CKM}}^{\text {full }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 2 | $0.222(21)$ | $1.545(17)$ | $0.741(19)$ | $5.37(43)$ | $7.25(70)$ | $0.00356(39)$ | $0.00325(30)$ | $0.00336(32)$ |
| 2 | 3 | $0.087(39)$ | $1.657(46)$ | $0.954(75)$ | $3.70(50)$ | $3.94(81)$ | $0.0070(22)$ | $0.00408(46)$ | $0.00420(52)$ |
| 3 | 2 | $0.231(21)$ | $1.721(57)$ | $0.774(27)$ | $4.34(45)$ | $5.62(72)$ | $0.00375(42)$ | $0.00382(41)$ | $0.00379(39)$ |
| 3 | 3 | $0.248(88)$ | $1.721(56)$ | $0.76(10)$ | $4.48(72)$ | $6.1(1.7)$ | $0.0039(14)$ | $0.00381(46)$ | $0.00381(52)$ |
| 3 | 4 | $0.25(12)$ | $1.722(64)$ | $0.77(15)$ | $4.51(84)$ | $6.2(2.3)$ | $0.0042(22)$ | $0.00380(48)$ | $0.00382(53)$ |
| 4 | 3 | $0.249(86)$ | $1.72(12)$ | $0.76(12)$ | $4.55(82)$ | $6.3(2.0)$ | $0.0039(16)$ | $0.00378(53)$ | $0.00379(59)$ |
| 4 | 4 | $0.25(12)$ | $1.72(12)$ | $0.78(17)$ | $4.53(89)$ | $6.3(2.4)$ | $0.0043(29)$ | $0.00381(57)$ | $0.00383(62)$ |
| 5 | 5 | $0.25(11)$ | $1.72(11)$ | $0.77(16)$ | $4.57(90)$ | $6.4(2.4)$ | $0.0041(24)$ | $0.00376(55)$ | $0.00378(61)$ |
| 6 | 6 | $0.26(11)$ | $1.71(11)$ | $0.76(16)$ | $4.63(88)$ | $6.5(2.4)$ | $0.0040(26)$ | $0.00375(54)$ | $0.00376(58)$ |
| 7 | 7 | $0.26(11)$ | $1.71(11)$ | $0.75(15)$ | $4.67(90)$ | $6.7(2.4)$ | $0.0038(19)$ | $0.00373(56)$ | $0.00374(62)$ |
| 8 | 8 | $0.26(11)$ | $1.70(12)$ | $0.74(15)$ | $4.71(94)$ | $6.8(2.6)$ | $0.0038(19)$ | $0.00371(55)$ | $0.00372(62)$ |
| 9 | 9 | $0.27(11)$ | $1.70(12)$ | $0.74(16)$ | $4.76(98)$ | $7.0(2.7)$ | $0.0038(20)$ | $0.00370(59)$ | $0.00371(66)$ |
| 10 | 10 | $0.28(11)$ | $1.71(13)$ | $0.73(16)$ | $4.80(99)$ | $7.1(2.8)$ | $0.0037(31)$ | $0.00368(58)$ | $0.00368(62)$ |


| $K_{+}$ | $K_{0}$ | $I\left[\mathcal{A}_{\mathrm{FB}}^{\tau}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $I\left[\mathcal{A}_{\mathrm{FB}}^{\mu}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $\overline{\mathcal{A}}_{\mathrm{FB}}^{\tau}$ | $\overline{\mathcal{A}}_{\mathrm{FB}}^{\mu}$ | $I\left[\mathcal{A}_{\mathrm{pol}}^{\tau}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $I\left[\mathcal{A}_{\mathrm{pol}}^{\mu}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $\overline{\mathcal{A}}_{\mathrm{pol}}^{\tau}$ | $\overline{\mathcal{A}}_{\mathrm{pol}}^{\mu}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: |
| 2 | 2 | $1.46(12)$ | $0.0320(46)$ | $0.2720(21)$ | $0.00440(27)$ | $0.794(92)$ | $7.16(68)$ | $0.148(13)$ | $0.98768(73)$ |
| 2 | 3 | $0.99(14)$ | $0.0115(41)$ | $0.2679(27)$ | $0.00284(46)$ | $0.31(13)$ | $3.90(80)$ | $0.082(27)$ | $0.9912(11)$ |
| 3 | 2 | $1.23(13)$ | $0.0315(46)$ | $0.2825(28)$ | $0.00560(44)$ | $0.14(15)$ | $5.53(71)$ | $0.031(34)$ | $0.9838(13)$ |
| 3 | 3 | $1.27(23)$ | $0.038(19)$ | $0.2836(77)$ | $0.0058(15)$ | $0.13(16)$ | $6.0(1.7)$ | $0.030(35)$ | $0.9833(39)$ |
| 3 | 4 | $1.28(27)$ | $0.040(26)$ | $0.2833(91)$ | $0.0057(19)$ | $0.14(17)$ | $6.1(2.2)$ | $0.030(38)$ | $0.9834(49)$ |
| 4 | 3 | $1.29(26)$ | $0.038(19)$ | $0.2820(80)$ | $0.0058(16)$ | $0.18(31)$ | $6.2(2.0)$ | $0.034(65)$ | $0.9832(45)$ |
| 4 | 4 | $1.28(28)$ | $0.039(25)$ | $0.2817(93)$ | $0.0058(20)$ | $0.16(31)$ | $6.2(2.4)$ | $0.031(64)$ | $0.9833(52)$ |
| 5 | 5 | $1.30(28)$ | $0.040(24)$ | $0.2821(89)$ | $0.0057(18)$ | $0.18(29)$ | $6.3(2.3)$ | $0.035(60)$ | $0.9834(49)$ |
| 6 | 6 | $1.31(28)$ | $0.041(24)$ | $0.2826(88)$ | $0.0058(18)$ | $0.19(29)$ | $6.4(2.3)$ | $0.036(58)$ | $0.9832(48)$ |
| 7 | 7 | $1.33(28)$ | $0.043(24)$ | $0.2831(85)$ | $0.0060(18)$ | $0.20(31)$ | $6.6(2.4)$ | $0.037(62)$ | $0.9829(47)$ |
| 8 | 8 | $1.34(29)$ | $0.043(25)$ | $0.2827(86)$ | $0.0059(18)$ | $0.23(32)$ | $6.7(2.5)$ | $0.042(64)$ | $0.9831(47)$ |
| 9 | 9 | $1.35(31)$ | $0.045(27)$ | $0.2830(90)$ | $0.0060(18)$ | $0.23(34)$ | $6.8(2.6)$ | $0.041(67)$ | $0.9827(49)$ |
| 10 | 10 | $1.37(31)$ | $0.047(27)$ | $0.2832(93)$ | $0.0062(18)$ | $0.23(36)$ | $7.0(2.7)$ | $0.040(69)$ | $0.9823(49)$ |

Table 11. Results for observables from Bayesian-inference fit to RBCUKQCD 23 [20].

## E Further numerical results

## E. 1 Results for observables from Bayesian fits to individual lattice data sets

The results for observables computed from the Bayesian-inference fit to RBC/UKQCD 23 can be found in Tab. 11, the ones for FNAL/MILC 19 in Tab. 12, and the ones for HPQCD 14 in Tab. 13. The corresponding BGL coefficients are listed in Tabs. 5 and 6.

| $K_{+} K_{0}$ | $f\left(q^{2}=0\right)$ | $R_{B_{s} \rightarrow K}^{\text {impr }}$ | $R_{B_{s} \rightarrow K}$ | $\frac{\Gamma^{\tau}}{\left\|V_{u b}\right\|^{2}}\left[\frac{1}{\mathrm{ps}}\right]$ | $\frac{\Gamma^{\mu}}{\left\|V_{u b}\right\|^{2}}\left[\frac{1}{\mathrm{ps}}\right]$ | $V_{\mathrm{CKM}}^{\text {low }}$ | $V_{\mathrm{CKM}}^{\text {high }}$ | $V_{\mathrm{CKM}}^{\text {full }}$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 2 | 2 | $0.120(26)$ | $1.476(20)$ | $0.802(31)$ | $3.41(31)$ | $4.27(54)$ | $0.00565(93)$ | $0.00398(38)$ | $0.00422(43)$ |
| 2 | 3 | $0.180(30)$ | $1.435(20)$ | $0.712(32)$ | $3.92(37)$ | $5.54(75)$ | $0.00429(64)$ | $0.00367(35)$ | $0.00381(40)$ |
| 3 | 2 | $0.119(27)$ | $1.517(29)$ | $0.828(37)$ | $3.22(31)$ | $3.92(55)$ | $0.0059(10)$ | $0.00415(40)$ | $0.00439(46)$ |
| 3 | 3 | $0.177(31)$ | $1.460(29)$ | $0.728(37)$ | $3.76(39)$ | $5.20(78)$ | $0.00446(73)$ | $0.00379(39)$ | $0.00394(44)$ |
| 3 | 4 | $0.108(52)$ | $1.430(33)$ | $0.794(58)$ | $3.26(45)$ | $4.16(87)$ | $0.0064(22)$ | $0.00405(44)$ | $0.00414(49)$ |
| 4 | 3 | $0.059(80)$ | $1.427(36)$ | $0.835(71)$ | $3.14(49)$ | $3.84(94)$ | $0.0084(37)$ | $0.00411(46)$ | $0.00418(49)$ |
| 4 | 4 | $0.06(11)$ | $1.428(34)$ | $0.821(93)$ | $3.18(53)$ | $4.0(1.2)$ | $0.0083(39)$ | $0.00409(48)$ | $0.00415(51)$ |
| 5 | 5 | $0.07(11)$ | $1.428(36)$ | $0.823(91)$ | $3.17(53)$ | $4.0(1.1)$ | $0.0083(41)$ | $0.00410(48)$ | $0.00416(51)$ |
| 6 | 6 | $0.07(10)$ | $1.429(36)$ | $0.817(90)$ | $3.20(52)$ | $4.0(1.1)$ | $0.0080(38)$ | $0.00407(48)$ | $0.00413(51)$ |
| 7 | 7 | $0.08(10)$ | $1.431(36)$ | $0.814(92)$ | $3.21(53)$ | $4.1(1.2)$ | $0.0079(39)$ | $0.00410(48)$ | $0.00415(51)$ |
| 8 | 8 | $0.09(10)$ | $1.433(36)$ | $0.808(95)$ | $3.23(53)$ | $4.1(1.2)$ | $0.0077(39)$ | $0.00406(46)$ | $0.00411(49)$ |
| 9 | 9 | $0.10(10)$ | $1.432(36)$ | $0.798(97)$ | $3.27(56)$ | $4.2(1.3)$ | $0.0073(37)$ | $0.00404(47)$ | $0.00409(50)$ |
| 10 | 10 | $0.11(10)$ | $1.435(35)$ | $0.79(10)$ | $3.32(55)$ | $4.4(1.3)$ | $0.0070(37)$ | $0.00401(47)$ | $0.00406(50)$ |


| $K_{+}$ |  | $I\left[\mathcal{A}_{\text {FB }}^{\tau}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $I\left[\mathcal{A}_{\mathrm{FB}}^{\mu}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $\overline{\mathcal{A}}_{\text {FB }}^{\tau}$ | $\overline{\mathcal{A}}_{\text {FB }}^{\mu}$ | $I\left[\mathcal{A}_{\text {pol }}^{\tau}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $I\left[\mathcal{A}_{\text {pol }}^{\mu}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $\overline{\mathcal{A}}_{\text {pol }}{ }^{\text {a }}$ | $\overline{\mathcal{A}}_{\text {pol }}^{\mu}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 0.884(89) | 0.0132(34) | 0.2589 (36) | 0.00305(41) | 0.715(83) | 4.24(54) | 0.210(17) | 0.9914(11) |
| 2 | 3 | 1.02(10) | 0.0217(52) | $0.2592(36)$ | 0.00387(44) | 0.94(11) | 5.48(73) | 0.239(17) | 0.9895(12) |
| 3 | 2 | 0.844(89) | 0.0128(34) | $0.2619(38)$ | 0.00322(45) | 0.578(97) | 3.88(54) | 0.179(22) | 0.9908(12) |
| 3 | 3 | 0.98(11) | 0.0209(53) | 0.2615(40) | 0.00396(48) | 0.82(13) | 5.15(76) | 0.218(23) | 0.9891(13) |
| 3 | 4 | 0.82(13) | $0.0122(60)$ | 0.2510(80) | 0.00278(82) | 0.81(13) | 4.13(85) | 0.250(31) | 0.9923(22) |
| 4 | 3 | 0.78(15) | 0.0098(64) | 0.2476(99) | 0.00236(92) | 0.80(13) | 3.81(93) | 0.257(35) | 0.9934(25) |
| 4 | 4 | 0.79(16) | 0.0121(97) | 0.248(11) | 0.0027(13) | 0.80(13) | 4.0(1.1) | 0.255(34) | 0.9924(34) |
| 5 | 5 | 0.79(16) | 0.0117(90) | 0.248(10) | 0.0027(12) | 0.80(13) | 3.9(1.1) | 0.255(34) | 0.9925(33) |
| 6 | 6 | 0.80(16) | 0.0121(92) | 0.249(10) | 0.0027(13) | 0.80(14) | 4.0(1.1) | 0.253(34) | 0.9924(33) |
| 7 | 7 | 0.80(16) | 0.0125(98) | 0.249(10) | 0.0028(13) | 0.80(14) | 4.0(1.1) | 0.252(35) | 0.9923(34) |
| 8 | 8 | 0.81(16) | 0.013(10) | 0.250(10) | 0.0029(13) | 0.80(13) | 4.1(1.2) | 0.250(35) | 0.9920(35) |
| 9 | 9 | 0.83(17) | 0.014(11) | 0.251(10) | 0.0029(13) | 0.81(14) | 4.2(1.2) | 0.250(34) | 0.9918(36) |
| 10 | 10 | 0.84(17) | 0.015(12) | 0.252(10) | 0.0031(14) | 0.81(14) | 4.3(1.3) | 0.246(34) | 0.9914(38) |

Table 12. Results for observables from Bayesian-inference fit to FNAL/MILC 19 [19].

| $K_{+}$ | $K_{0}$ | $f\left(q^{2}=0\right)$ | $R_{B_{s} \rightarrow K}^{\text {impr }}$ | $R_{B_{s} \rightarrow K}$ | $\frac{\Gamma^{\tau}}{\left\|V_{u b}\right\|^{2}}\left[\frac{1}{\mathrm{ps}}\right]$ | $\frac{\Gamma^{\mu}}{\left\|V_{u b}\right\|^{2}}\left[\frac{1}{\mathrm{ps}}\right]$ | $V_{\mathrm{CKM}}^{\text {low }}$ | $V_{\mathrm{CKM}}^{\text {high }}$ | $V_{\mathrm{CKM}}^{\text {full }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: |
| 2 | 2 | $0.208(25)$ | $1.524(37)$ | $0.727(25)$ | $4.51(45)$ | $6.23(76)$ | $0.00383(47)$ | $0.00352(35)$ | $0.00363(37)$ |
| 2 | 3 | $0.226(34)$ | $1.511(41)$ | $0.704(39)$ | $4.67(49)$ | $6.67(97)$ | $0.00361(53)$ | $0.00344(34)$ | $0.00349(38)$ |
| 3 | 2 | $0.233(27)$ | $1.609(58)$ | $0.733(27)$ | $4.44(45)$ | $6.08(77)$ | $0.00368(45)$ | $0.00367(37)$ | $0.00367(38)$ |
| 3 | 3 | $0.293(41)$ | $1.592(57)$ | $0.664(40)$ | $4.84(51)$ | $7.3(1.1)$ | $0.00310(44)$ | $0.00349(35)$ | $0.00333(36)$ |
| 3 | 4 | $0.293(56)$ | $1.593(60)$ | $0.667(59)$ | $4.85(58)$ | $7.4(1.4)$ | $0.00313(55)$ | $0.00349(37)$ | $0.00338(40)$ |
| 4 | 3 | $0.294(42)$ | $1.594(60)$ | $0.663(40)$ | $4.85(52)$ | $7.4(1.1)$ | $0.00309(44)$ | $0.00348(36)$ | $0.00332(36)$ |
| 4 | 4 | $0.285(92)$ | $1.593(60)$ | $0.677(88)$ | $4.83(62)$ | $7.3(1.7)$ | $0.00328(86)$ | $0.00350(38)$ | $0.00346(42)$ |
| 5 | 5 | $0.277(88)$ | $1.595(62)$ | $0.685(85)$ | $4.81(62)$ | $7.2(1.7)$ | $0.00333(85)$ | $0.00351(38)$ | $0.00348(42)$ |
| 6 | 6 | $0.277(88)$ | $1.592(63)$ | $0.685(86)$ | $4.79(63)$ | $7.2(1.7)$ | $0.00335(88)$ | $0.00350(38)$ | $0.00348(43)$ |
| 7 | 7 | $0.282(89)$ | $1.592(60)$ | $0.680(87)$ | $4.82(64)$ | $7.3(1.7)$ | $0.00332(89)$ | $0.00350(38)$ | $0.00347(43)$ |
| 8 | 8 | $0.283(88)$ | $1.594(61)$ | $0.679(85)$ | $4.83(64)$ | $7.3(1.7)$ | $0.00330(85)$ | $0.00351(37)$ | $0.00347(41)$ |
| 9 | 9 | $0.289(91)$ | $1.594(62)$ | $0.674(88)$ | $4.85(64)$ | $7.4(1.8)$ | $0.00327(89)$ | $0.00350(38)$ | $0.00347(42)$ |
| 10 | 10 | $0.293(95)$ | $1.593(60)$ | $0.670(91)$ | $4.87(67)$ | $7.5(1.9)$ | $0.00325(92)$ | $0.00349(38)$ | $0.00346(42)$ |


| $K_{+}$ | $K_{0}$ | $I\left[\mathcal{A}_{\mathrm{FB}}^{\tau}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $I\left[\mathcal{A}_{\mathrm{FB}}^{\mu}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $\overline{\mathcal{A}}_{\mathrm{FB}}^{\tau}$ | $\overline{\mathcal{A}}_{\mathrm{FB}}^{\mu}$ | $I\left[\mathcal{A}_{\mathrm{pol}}^{\tau}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $I\left[\mathcal{A}_{\mathrm{pol}}^{\mu}\right]\left[\frac{1}{\mathrm{ps}}\right]$ | $\overline{\mathcal{A}}_{\mathrm{pol}}^{\tau}$ | $\overline{\mathcal{A}}_{\mathrm{pol}}^{\mu}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 2 | $1.22(13)$ | $0.0278(51)$ | $0.2708(37)$ | $0.00443(34)$ | $0.74(15)$ | $6.15(75)$ | $0.164(29)$ | $0.98767(96)$ |
| 2 | 3 | $1.26(14)$ | $0.0314(70)$ | $0.2709(38)$ | $0.00465(44)$ | $0.81(18)$ | $6.59(96)$ | $0.173(31)$ | $0.9872(12)$ |
| 3 | 2 | $1.23(13)$ | $0.0319(59)$ | $0.2780(43)$ | $0.00524(51)$ | $0.46(19)$ | $5.99(76)$ | $0.103(40)$ | $0.9852(15)$ |
| 3 | 3 | $1.36(15)$ | $0.045(10)$ | $0.2814(48)$ | $0.00612(66)$ | $0.53(20)$ | $7.2(1.1)$ | $0.110(40)$ | $0.9830(18)$ |
| 3 | 4 | $1.37(17)$ | $0.046(14)$ | $0.2814(50)$ | $0.00611(83)$ | $0.53(22)$ | $7.3(1.3)$ | $0.109(41)$ | $0.9830(22)$ |
| 4 | 3 | $1.37(15)$ | $0.046(10)$ | $0.2815(50)$ | $0.00616(71)$ | $0.53(22)$ | $7.2(1.1)$ | $0.109(42)$ | $0.9829(20)$ |
| 4 | 4 | $1.36(19)$ | $0.046(21)$ | $0.2810(69)$ | $0.0060(15)$ | $0.53(21)$ | $7.2(1.7)$ | $0.109(42)$ | $0.9834(41)$ |
| 5 | 5 | $1.35(19)$ | $0.044(20)$ | $0.2806(67)$ | $0.0058(15)$ | $0.53(22)$ | $7.1(1.6)$ | $0.109(44)$ | $0.9837(39)$ |
| 6 | 6 | $1.35(20)$ | $0.044(20)$ | $0.2803(69)$ | $0.0058(15)$ | $0.53(22)$ | $7.1(1.7)$ | $0.111(44)$ | $0.9838(39)$ |
| 7 | 7 | $1.35(20)$ | $0.045(20)$ | $0.2806(69)$ | $0.0059(15)$ | $0.53(21)$ | $7.2(1.7)$ | $0.111(43)$ | $0.9835(39)$ |
| 8 | 8 | $1.36(20)$ | $0.045(20)$ | $0.2808(69)$ | $0.0059(15)$ | $0.53(22)$ | $7.2(1.7)$ | $0.109(44)$ | $0.9835(39)$ |
| 9 | 9 | $1.36(20)$ | $0.047(21)$ | $0.2812(71)$ | $0.0060(15)$ | $0.53(22)$ | $7.3(1.7)$ | $0.109(44)$ | $0.9832(40)$ |
| 10 | 10 | $1.37(21)$ | $0.048(23)$ | $0.2815(72)$ | $0.0061(15)$ | $0.53(22)$ | $7.4(1.8)$ | $0.109(43)$ | $0.9831(41)$ |

Table 13. Results for observables from Bayesian-inference fit to HPQCD 14 [18].

| $K_{+}$ | $K_{0}$ | $a_{+, 0}$ | $a_{+, 1}$ | $a_{+, 2}$ | $a_{+, 3}$ | $a_{+, 4}$ | $a_{+, 5}$ | $a_{+, 6}$ | $a_{+, 7}$ | $p$ | $\chi^{2} / N_{\text {dof }}$ | $N_{\text {dof }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 2 | $0.02641(58)$ | $-0.0824(26)$ | - | - | - | - | - | - | 0.00 | 5.15 | 14 |
| 2 | 3 | $0.02668(68)$ | $-0.0811(31)$ | - | - | - | - | - | - | 0.00 | 5.50 | 13 |
| 3 | 2 | $0.02477(68)$ | $-0.0829(26)$ | $0.054(12)$ | - | - | - | - | - | 0.00 | 3.95 |  |
| 3 | 3 | $0.02534(73)$ | $-0.0792(31)$ | $0.062(12)$ | - | - | - | - | - | 0.00 | 3.89 | 13 |
| 3 | 4 | $0.02534(73)$ | $-0.0781(34)$ | $0.067(14)$ | - | - | - | - | - | 0.00 | 4.19 | 12 |
| 4 | 3 | $0.02535(73)$ | $-0.0776(38)$ | $0.074(20)$ | $0.023(30)$ | - | - | - | - | 0.00 | 4.19 | 11 |
| 4 | 4 | $0.02592(97)$ | $-0.033(50)$ | $0.69(69)$ | $2.1(2.3)$ | - | - | - | - | 0.00 | 4.53 | 10 |
| 5 | 5 | $0.0266(10)$ | $0.052(65)$ | $2.21(97)$ | $11.1(5.6)$ | $17.2(15.1)$ | - | - | - | 0.00 | 5.04 |  |


| $K_{+} K_{0}$ | $a_{0,0}$ | $a_{0,1}$ | $a_{0,2}$ | $a_{0,3}$ |  | $a_{0,4}$ | $a_{0,5}$ | $a_{0,6}$ | $a_{0,7}$ | $p$ | $\chi^{2} / N_{\text {dof }}$ | $N_{\text {dof }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 2 | $0.0854(17)$ | $-0.2565(75)$ | - | - | - | - | - | - | 0.00 | 5.15 |  |
| 2 | 3 | $0.0856(18)$ | $-0.2527(91)$ | $0.021(27)$ | - | - | - | - | - | 0.00 | 5.50 |  |
| 3 | 2 | $0.0858(18)$ | $-0.2501(77)$ | - | - | - | - | 14 |  |  |  |  |
| 3 | 3 | $0.0864(18)$ | $-0.2379(95)$ | $0.061(28)$ | - | - | - | 0.00 | 3.95 |  |  |  |
| 3 | 4 | $0.0869(19)$ | $-0.231(13)$ | $0.067(29)$ | $-0.08(10)$ | - | - | - | - | 0.00 | 3.89 |  |
| 4 | 3 | $0.0869(19)$ | $-0.229(15)$ | $0.091(48)$ | - | - | - | - | 0.00 | 4.19 | 13 |  |
| 4 | 4 | $0.0887(27)$ | $-0.08(17)$ | $2.2(2.4)$ | $7.0(7.9)$ | - | - | - | - | 0.00 | 4.19 | 11 |
| 5 | 5 | $0.0887(28)$ | $0.07(20)$ | $6.1(3.3)$ | $41.5(19.0)$ | $93.3(44.0)$ | - | - | - | 0.00 | 4.53 | 10 |

Table 14. Results for the frequentist BGL fit to HPQCD 14 [18], FNAL/MILC 19 [19] and RBCUKQCD 23 [20]. The tables show the results for BGL coefficients for different orders of the fit. Results for higher truncations are possible in principle (i.e. up to $\left(K_{+}, K_{0}\right)=(8,8)$ ), but higher-order fluctuate wildly - we removed these results from the tables.

## E. 2 Combined frequentist fit to HPQCD 14, FNAL/MILC 19 and RBC/UKQCD 23

The results for the BGL coefficients from the combined frequentist fit to HPQCD 14 , FNAL/MILC 19 and RBC/UKQCD 23 can be found in Tab. 14. Judging from the $p$-value no acceptable combined fit over the three data sets is possible.

## E. 3 Combined Bayesian fit to RBC/UKQCD 23, HPQCD 14 and Khodjamirian 17

Results for the BGL coefficients of the combined frequentist fit over lattice results by RBC/UKQCD 23, HPQCD 14 and sum-rule results by Khodjamirian 17 can be found in Tab. 15, the corresponding results for the Bayesian-inference fit in Tab. 16, and results for phenomenology from the Bayesian fit in Tab. 17.

| $K_{+}$ |  | $a_{+, 0}$ | $a_{+, 1}$ | $a_{+, 2}$ | $a_{+, 3}$ | $a_{+, 4}$ | $a_{+, 5}$ | $p$ | $\chi^{2} / N_{\text {dof }}$ | $N_{\text {dof }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 0.02936(75) | -0.0786(32) | - | - | - | - | 0.00 | 5.60 | 9 |
| 2 | 3 | 0.02950(81) | -0.0780(35) | - | - | - | - | 0.00 | 6.27 | 8 |
| 3 | 2 | 0.02580(99) | -0.0762(32) | 0.090(16) | - | - | - | 0.01 | 2.47 | 8 |
| 3 | 3 | 0.02567(99) | -0.0691(37) | 0.126(19) | - | - | - | 0.63 | 0.76 | 7 |
| 3 | 4 | 0.02564(99) | -0.0685(39) | 0.130(20) | - | - | - | 0.55 | 0.83 | 6 |
| 4 | 3 | 0.0256(10) | -0.0702(48) | 0.127(19) | 0.035(88) | - | - | 0.53 | 0.85 | 6 |
| 4 | 4 | 0.0253(10) | -0.0717(49) | 0.141(23) | 0.12(12) | - | - | 0.56 | 0.78 | 5 |
| 5 | 5 | 0.0256(13) | -0.051(56) | 0.33(51) | -0.4(1.3) | -4.9(13.0) | - | 0.29 | 1.25 | 3 |
| 6 | 6 | 0.0300(32) | 0.33(26) | 6.4(4.1) | 15.1(10.8) | -152.1(100.2) | -596.6(407.5) | 0.31 | 1.04 | 1 |


| $K_{+} K_{0}$ | $a_{0,0}$ | $a_{0,1}$ | $a_{0,2}$ | $a_{0,3}$ | $a_{0,4}$ |  | $a_{0,5}$ | $p$ | $\chi^{2} / N_{\text {dof }}$ | $N_{\text {dof }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 2 | $0.0985(25)$ | $-0.259(10)$ | - | - | - | - | 0.00 | 5.60 | 9 |
| 2 | 3 | $0.0984(25)$ | $-0.256(11)$ | $0.015(31)$ | - | - | - | 0.00 | 6.27 | 8 |
| 3 | 2 | $0.0982(25)$ | $-0.246(10)$ | - | - | - | - | 0.01 | 2.47 | 8 |
| 3 | 3 | $0.0970(25)$ | $-0.220(12)$ | $0.139(37)$ | - | - | - | 0.63 | 0.76 | 7 |
| 3 | 4 | $0.0966(27)$ | $-0.223(13)$ | $0.159(51)$ | $0.13(23)$ | - | - | 0.55 | 0.83 | 6 |
| 4 | 3 | $0.0970(25)$ | $-0.220(12)$ | $0.140(37)$ | - | - | - | 0.53 | 0.85 | 6 |
| 4 | 4 | $0.0956(28)$ | $-0.226(14)$ | $0.194(61)$ | $0.34(30)$ | - | - | 0.56 | 0.78 | 5 |
| 5 | 5 | $0.0956(33)$ | $-0.22(13)$ | $0.2(1.2)$ | $0.2(3.0)$ | $-1.0(29.7)$ | - | 0.29 | 1.25 | 3 |
| 6 | 6 | $0.0951(35)$ | $-0.12(19)$ | $1.7(2.2)$ | $3.3(4.7)$ | $-36.7(55.0)$ | $-132.6(164.5)$ | 0.31 | 1.04 | 1 |

Table 15. Results for the frequentist BGL fit to HPQCD 14 [18], RBCUKQCD 23 [20] and Khodjamirian 17 [21]. The tables show the results for BGL coefficients for different orders of the fit.

| $K_{+} K_{0}$ | $a_{+, 0}$ | $a_{+, 1}$ | $a_{+, 2}$ | $a_{+, 3}$ | $a_{+, 4}$ | $a_{+, 5}$ | $a_{+, 6}$ | $a_{+, 7}$ | $a_{+, 8}$ | $a_{+, 9}$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 2 | $0.02935(74)$ | $-0.0786(31)$ | - | - | - | - | - | - | - |  |
| 2 | 3 | $0.02948(80)$ | $-0.0779(34)$ | - | - | - | - | - | - | - |  |
| 3 | 2 | $0.02577(98)$ | $-0.0761(32)$ | $0.090(16)$ | - | - | - | - | - | - |  |
| 3 | 3 | $0.02569(97)$ | $-0.0692(37)$ | $0.126(18)$ | - | - | - | - | - | - |  |
| 3 | 4 | $0.02561(100)$ | $-0.0686(39)$ | $0.130(19)$ | - | - | - | - | - | - |  |
| 4 | 3 | $0.0256(10)$ | $-0.0704(47)$ | $0.128(19)$ | $0.038(88)$ | - | - | - | - | - |  |
| 4 | 4 | $0.0253(11)$ | $-0.0717(51)$ | $0.140(23)$ | $0.12(12)$ | - | - | - | - | - |  |
| 5 | 5 | $0.0253(11)$ | $-0.0714(57)$ | $0.141(35)$ | $0.11(13)$ | $-0.03(68)$ | - | - | - | - |  |
| 6 | 6 | $0.0253(10)$ | $-0.0712(54)$ | $0.141(33)$ | $0.10(13)$ | $-0.06(63)$ | $0.11(65)$ | - | - | - |  |
| 7 | 7 | $0.0254(10)$ | $-0.0710(54)$ | $0.142(35)$ | $0.09(13)$ | $-0.10(64)$ | $0.13(72)$ | $-0.12(67)$ | - | - |  |
| 8 | 8 | $0.0253(10)$ | $-0.0709(55)$ | $0.145(34)$ | $0.08(14)$ | $-0.15(65)$ | $0.21(83)$ | $-0.21(87)$ | $0.10(71)$ | - |  |
| 9 | 9 | $0.0254(10)$ | $-0.0707(57)$ | $0.145(36)$ | $0.08(14)$ | $-0.16(66)$ | $0.3(1.0)$ | $-0.3(1.2)$ | $0.2(1.1)$ | $-0.11(77)$ | - |
| 10 | 10 | $0.0253(10)$ | $-0.0704(59)$ | $0.150(38)$ | $0.06(16)$ | $-0.26(68)$ | $0.4(1.2)$ | $-0.5(1.7)$ | $0.5(1.7)$ | $-0.3(1.4)$ | - |


|  |  | $a_{0,0}$ | $a_{0,1}$ | $a_{0,2}$ | $a_{0,3}$ | $a_{0,4}$ | $a_{0,5}$ | $a_{0,6}$ | $a_{0,7}$ | $a_{0,8}$ | $a_{0,9}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 0.0985(25) | -0.258(10) | - | - | - | - | - | - | - | - |
| 2 | 3 | 0.0983(25) | -0.256(11) | 0.014(31) | - | - | - | - | - | - | - |
| 3 | 2 | 0.0982(25) | -0.245(10) | - | - | - | - | - | - | - | - |
| 3 | 3 | 0.0970(25) | -0.220(12) | 0.140(36) | - | - | - | - | - | - | - |
| 3 | 4 | 0.0965(27) | -0.224(13) | 0.157(50) | 0.13(23) | - | - | - | - | - | - |
| 4 | 3 | 0.0970(25) | -0.220(12) | 0.140(36) | - | - | - | - | - | - | - |
| 4 | 4 | $0.0955(28)$ | -0.226(14) | 0.191(60) | 0.33(29) | - | - | - | - | - | - |
| 5 | 5 | $0.0958(28)$ | -0.225(13) | 0.193(66) | 0.28(28) | -0.15(63) | - | - | - | - | - |
| 6 | 6 | $0.0958(28)$ | -0.225(13) | 0.191(68) | 0.26(27) | -0.19(61) | 0.19(64) | - | - | - | - |
| 7 | 7 | $0.0958(28)$ | -0.225(14) | 0.197(70) | 0.24(26) | -0.29(65) | 0.32(71) | -0.23(66) | - | - | - |
| 8 | 8 | $0.0958(28)$ | -0.224(13) | 0.200(72) | 0.23(26) | -0.38(68) | 0.48 (88) | -0.42(90) | 0.25(72) | - | - |
| 9 | 9 | 0.0959(28) | -0.224(13) | 0.205(75) | 0.21(25) | -0.46(72) | $0.7(1.1)$ | -0.7(1.2) | 0.5(1.1) | -0.24(77) | - |
| 10 | 10 | 0.0959(27) | -0.223(14) | 0.210(79) | 0.19(25) | -0.56(80) | 0.9(1.3) | -1.1(1.7) | 0.9(1.8) | -0.6(1.4) | 0.25(84) |

Table 16. Results for the Bayesian-inference BGL fit to HPQCD 14 [18], RBCUKQCD 23 [20] and Khodjamirian 17 [21]. The tables show the results for BGL coefficients for different orders of the fit.

| $K_{+} K_{0}$ | $f\left(q^{2}=0\right)$ | $R_{B_{s} \rightarrow K}^{\mathrm{impr}}$ | $R_{B_{s} \rightarrow K}$ | $\frac{\Gamma^{\tau}}{\left\|V_{u b}\right\|^{2}}\left[\frac{1}{\mathrm{ps}}\right]$ | $\frac{\Gamma^{\mu}}{\left\|V_{u b}\right\|^{2}}\left[\frac{1}{\mathrm{ps}}\right]$ | $V_{\mathrm{CKM}}^{\text {low }}$ | $V_{\mathrm{CKM}}^{\text {high }}$ | $V_{\mathrm{CKM}}^{\text {full }}$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 2 | $0.255(13)$ | $1.547(15)$ | $0.705(11)$ | $5.58(29)$ | $7.92(48)$ | $0.00321(27)$ | $0.00318(27)$ | $0.00319(26)$ |
| 2 | 3 | $0.261(17)$ | $1.542(19)$ | $0.699(18)$ | $5.64(32)$ | $8.08(59)$ | $0.00315(29)$ | $0.00315(27)$ | $0.00315(27)$ |
| 3 | 2 | $0.268(13)$ | $1.693(37)$ | $0.728(14)$ | $4.88(29)$ | $6.70(49)$ | $0.00328(28)$ | $0.00356(31)$ | $0.00341(28)$ |
| 3 | 3 | $0.322(19)$ | $1.683(35)$ | $0.665(20)$ | $5.12(31)$ | $7.71(59)$ | $0.00287(26)$ | $0.00348(31)$ | $0.00313(27)$ |
| 3 | 4 | $0.326(21)$ | $1.677(39)$ | $0.659(24)$ | $5.09(32)$ | $7.75(62)$ | $0.00285(27)$ | $0.00349(33)$ | $0.00312(28)$ |
| 4 | 3 | $0.323(20)$ | $1.692(41)$ | $0.668(21)$ | $5.08(32)$ | $7.62(62)$ | $0.00289(26)$ | $0.00351(31)$ | $0.00315(27)$ |
| 4 | 4 | $0.335(23)$ | $1.687(40)$ | $0.652(25)$ | $4.98(33)$ | $7.65(61)$ | $0.00284(27)$ | $0.00354(33)$ | $0.00312(27)$ |
| 5 | 5 | $0.335(22)$ | $1.688(44)$ | $0.653(26)$ | $5.01(34)$ | $7.69(67)$ | $0.00284(27)$ | $0.00354(33)$ | $0.00313(28)$ |
| 6 | 6 | $0.333(22)$ | $1.688(42)$ | $0.654(26)$ | $5.01(33)$ | $7.67(64)$ | $0.00284(27)$ | $0.00353(33)$ | $0.00311(28)$ |
| 7 | 7 | $0.333(22)$ | $1.685(43)$ | $0.653(26)$ | $5.02(33)$ | $7.70(65)$ | $0.00284(27)$ | $0.00353(33)$ | $0.00312(28)$ |
| 8 | 8 | $0.333(22)$ | $1.687(43)$ | $0.653(26)$ | $5.02(33)$ | $7.70(65)$ | $0.00283(27)$ | $0.00352(31)$ | $0.00312(27)$ |
| 9 | 9 | $0.334(22)$ | $1.685(43)$ | $0.653(26)$ | $5.04(33)$ | $7.74(66)$ | $0.00283(27)$ | $0.00351(33)$ | $0.00311(28)$ |
| 10 | 10 | $0.334(22)$ | $1.686(43)$ | $0.652(26)$ | $5.05(32)$ | $7.76(64)$ | $0.00282(27)$ | $0.00352(32)$ | $0.00310(27)$ |

Table 17. Summary of results based on combined fit to HPQCD 14 [18], RBCUKQCD 23 [20] and Khodjamirian 17 [21]. Definitions for the asymmetries $\mathcal{A}$ can be found in App. D.
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[^0]:    ${ }^{1}$ We follow Ref. [24] and take $\eta_{\mathrm{EW}}=1.011(5)$ by combining the factor computed by Sirlin [25] with an estimate of final-state electromagnetic corrections using the ratio of signal yields from charged and neutral decay channels.

