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A B S T R A C T 

We cross-correlate positions of galaxies measured in data from the first three years of the Dark Energy Surv e y with Compton- y 
maps generated using data from the South Pole Telescope (SPT) and the Planck mission. We model this cross-correlation 

measurement together with the galaxy autocorrelation to constrain the distribution of gas in the Universe. We measure the 
hydrostatic mass bias or, equi v alently, the mean halo bias-weighted electron pressure 〈 b h P e 〉 , using large-scale information. 
We find 〈 b h P e 〉 to be [0 . 16 

+ 0 . 03 
−0 . 04 , 0 . 28 

+ 0 . 04 
−0 . 05 , 0 . 45 

+ 0 . 06 
−0 . 10 , 0 . 54 

+ 0 . 08 
−0 . 07 , 0 . 61 

+ 0 . 08 
−0 . 06 , 0 . 63 

+ 0 . 07 
−0 . 08 ] meV cm 

−3 at redshifts z ∼ [0.30, 0.46, 
0.62, 0.77, 0.89, 0.97]. These values are consistent with previous work where measurements exist in the redshift range. We also 

constrain the mean gas profile using small-scale information, enabled by the high-resolution of the SPT data. We compare our 
measurements to different parametrized profiles based on the cosmo-OWLS hydrodynamical simulations. We find that our data 
are consistent with the simulation that assumes an AGN heating temperature of 10 

8.5 K but are incompatible with the model 
that assumes an AGN heating temperature of 10 

8.0 K. These comparisons indicate that the data prefer a higher value of electron 

pressure than the simulations within r 500 c of the galaxies’ haloes. 

Key words: galaxies: structure – large-scale structure of Universe – cosmology: observations. 
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 I N T RO D U C T I O N  

n the canonical cold dark matter paradigm, dark matter collapses 
on-linearly to form gravitationally bound haloes. These dark matter 
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aloes host the visible baryonic matter, dominantly in the form
f stars and hot gas. The interactions of these three components
dark matter, stars, and gas – are critical for understanding the

strophysical processes that go v ern galaxy formation and evolution
see Naab & Ostriker 2017 , for a re vie w). Constraining these
strophysical processes is also one of the main focuses in galaxy
urv e ys today (Semboloni, Hoekstra & Schaye 2013 ; Eifler et al.
015 ; Chisari et al. 2019 ; Huang et al. 2019 ; Chen et al. 2023 ),
s astrophysical uncertainties are becoming the limiting factor for
osmological analyses. 

The joint analysis of observations at optical/near-infrared and
icrow ave w av elengths pro vides an emerging opportunity to study

he connection between gas, stars (which form the visible part of the
alaxies), and dark matter. Surv e ys at optical/near -infrared wa ve-
engths precisely measure the locations and properties of hundreds
f millions of galaxies. On the other hand, at microwave wavelengths,
he thermal Sun yaev–Zeldo vich effect (tSZ; Sun yaev & Zeldo vich
972 ), which arises from the inverse-Compton scattering of cosmic
icrowave background (CMB) photons with high-energy electrons,

f fecti vely traces the distribution of hot gas in the Universe. The am-
litude of this effect depends on the average thermal pressure profile
f galaxy groups and clusters (Battaglia et al. 2012 ; Bhattacharya
t al. 2012 ). The observable quantity of the tSZ effect is usually
easured via the Compton- y parameter, which we will refer to as y

hroughout this paper. As shown in Hill et al. ( 2018 ) and P ande y et al.
 2019 ), on large scales, the cross-correlations between galaxies and
aps of y can constrain the thermal energy content of the Universe. In

ddition, Schaan et al. ( 2021 ) showed that the small-scale information
f the galaxy- y correlation further constrains the gas thermodynamics
nd the properties of astrophysical feedback processes. On the
ractical side, these cross-correlation measurements are very robust
o systematic effects, as the two data sets are almost completely
ndependent and experimental systematic effects that only reside in
ne data set will not bias our final measurement. The robustness of
hese cross-correlation measurements makes them very attractive as
e approach an era where observational cosmology is increasingly

ystematics limited. 
Most recent analyses have focused on constraining the thermo-

ynamics of intergalactic gas through measurements of the quantity
 b h P e 〉 , often referred to as the halo bias-weighted mean electron
ressure. 1 This quantity is interesting for two reasons: (i) it directly
robes the mean electron pressure of the Universe and the growth
f structure, (ii) it is the direct observable of the SZ-galaxy cross-
orrelation at large scales (Vikram, Lidz & Jain 2017 ). Some of
hese analyses then rely on the halo model to obtain the so-called
ydrostatic bias (or mass bias), usually denoted b H (Vikram et al.
017 ; P ande y et al. 2019 ; Koukoufilippas et al. 2020 ; Yan et al.
021 ). 
Three previous studies have combined the galaxy- y cross-

orrelation with the the g alaxy–g alaxy autocorrelation (Vikram et al.
017 ; P ande y et al. 2019 ; Koukoufilippas et al. 2020 ). All three of
hese studies focused mainly on the Planck MILCA y -map (Planck
ollaboration XIII 2016a ) but used different galaxy samples: Vikram
t al. ( 2017 ) used the group catalogue from SDSS produced by Yang
t al. ( 2007 ) (halo mass 10 11 –10 15 M � h 

−1 , redshift range 0.01–
.2); P ande y et al. ( 2019 ) used DES REDMAGIC galaxies from Rozo
t al. ( 2016 ) (halo mass ∼ 10 13 M � h 

−1 , redshift range 0.15–0.75),
nd Koukoufilippas et al. ( 2020 ) used a combination of 2MASS
NRAS 522, 3163–3182 (2023) 

 b h refers to the halo bias, which is used in the calculation of 〈 b h P e 〉 as shown 
n equation ( 18 ). 
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Bilicki et al. 2014 ) and WISE × SuperCOSMOS (Bilicki et al.
016 ) galaxies (halo mass ∼10 12 –10 13 M � h 

−1 , redshift range < 0.4).
he first two measurements were carried out in real-space while the

ast one used a harmonic-space estimator. The combination of the
alaxy- y cross-correlation and the galaxy autocorrelation breaks the
e generac y between 〈 b h P e 〉 and the galaxy bias. All three analyses
how consistent results, albeit with large uncertainties. 

Focusing mainly on the MILCA y -map, Yan et al. ( 2021 ) took a
ifferent approach and combined the galaxy- y cross-correlation and
ross-correlation of galaxy and CMB lensing, arguing that a pure
ross-correlation analysis is less prone to systematic effects. The
alaxy sample used is the weak lensing sample in the KiDS-1000
ata set (halo mass ∼ 10 12 –10 15 M � h 

−1 , redshift < 1). 
Chiang et al. ( 2020 ) explored a rather different route by using the

ndividual temperature maps from different frequencies in Planck
nstead of using a y -map. They cross-correlate these maps with
pectroscopic galaxies in SDSS spanning a large range in mass and
edshift (halo mass ∼ 10 11 . 5 –10 13 . 5 M � h 

−1 , redshift < 3). The cross-
orrelation amplitudes of the different maps at a given redshift effec-
i vely gi ves a Spectral Energy Distribution (SED), which the authors
t to a combination of the tSZ and cosmic infrared background (CIB)
EDs. The result from this multichannel SED fitting approach can
irectly be translated into 〈 b h P e 〉 . Chiang et al. ( 2020 ) showed that
his procedure yields less CIB contamination at high redshift than
sing the y -maps directly. 
All the aforementioned analyses rely mainly on large-scale in-

ormation, as they are limited by the resolution of the Planck
aps at ∼10 arcmin. With the help of high-resolution y -maps

rom ongoing CMB experiments, we are starting to explore the
as distributions on smaller scales. Schaan et al. ( 2021 ) cross-
orrelated the CMASS (mean redshift 〈 z〉 = 0.55, mean virial mass
 M vir 〉 = 2.1 × 10 13 M � h 

−1 ), and LOWZ ( 〈 z〉 = 0.31, 〈 M vir 〉 =
.5 × 10 13 M � h 

−1 ) samples from Baryon Oscillation Spectroscopic
urv e y (BOSS; Dawson et al. 2013 ) DR10 and DR12 with the y -map
onstructed by combining Atacama Cosmology Telescope (ACT;
wetz et al. 2011 ) DR5 and Planck data (Planck Collaboration
III 2016a ). The tSZ profiles were measured at high significance
ithin the size of a typical halo. Amodeo et al. ( 2021 ) compared

hese measured profiles to those in hydrodynamical simulations and
ound the measured profiles to disagree with simulations especially
t large radii – the data shows a peakier profile in general. This
ould suggest that the subgrid stellar and AGN feedback models
n these simulations do not sufficiently heat the gas in the outer
egions. Gatti et al. ( 2022 ) and P ande y et al. ( 2022 ) recently
erformed a cross-correlation of galaxy weak lensing with the ACT
R4 tSZ maps. They showed that, when using the gas model in
e Brun, McCarthy & Melin ( 2015 ), the shear- y measurements
lightly prefer a stronger AGN feedback model than cosmic-shear-
nly analyses. Tr ̈oster et al. ( 2022 ) also found that shear- y prefers
 stronger AGN feedback than cosmic shear (Tr ̈oster et al. 2021 ).
ther constraints on small-scale baryonic effects on cosmic shear
easurements include Yoon & Jee ( 2021 ), Huang et al. ( 2021 ),
hen, Zhang & Yang ( 2022 ), Chen et al. ( 2023 ), and Schneider et al.
 2022 ). 

Building on past work (e.g. Vikram et al. 2017 ; P ande y et al.
019 ; Koukoufilippas et al. 2020 ), we measure and model two sets
f correlation functions: galaxy clustering, ‘ gg ’, and the galaxy-
 , ‘ gy ’ cross-correlation. We use a galaxy sample defined for the
ecent large-scale structure cosmology analysis from the Dark Energy
urv e y (DES; DES Collaboration 2022 ) the MAGLIM galaxies, the
ILCA y -maps from Planck Collaboration XIII ( 2016a ), as well as y -
aps constructed using a combination of South Pole Telescope (SPT)



DES Y3 × y -SPT 3165 

a  

c
h  

a
t  

s  

h
o  

i
e  

a  

w  

t  

g  

l  

d  

 

t
a  

i
i
a
t
S  

s

2

T  

t  

s
d
a
(  

a  

e
p  

w
o

d  

p

δ

w  

t  

a  

e

y

w
m

c
2  

0
w  

Y
c

2

W
u  

r
t  

y  

d
F  

i  

c  

t  

a  

h
b

U

W  

P

P

w

P

w

P

w

〈

H  

t  

f  

C

t  

N  

m

R

w  

e  

s  

t  

b  

t

P

w  

g  

r

2

I  

(  

2  

p
g

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/522/2/3163/7134095 by U
niversity of Southam

pton user on 27 June 2023
nd Planck data from Bleem et al. ( 2022 ). In particular, the cross-
orrelations between DES galaxies and SPT-SZ + Planck y -maps 
av e sev eral advantages relativ e to previous analyses: (1) the galaxies
re well-characterized and vetted for observational systematics; (2) 
he galaxies span a large redshift range (up to z ∼ 1) with good
tatistics reaching small scales; (3) the y -map has lower noise and
igher resolution compared to y -maps produced using Planck data 
nly . Finally , as this galaxy sample is used for cosmological analyses
n DES, our results can help constrain astrophysical nuisance param- 
ters and impro v e cosmological constraints from DES. We first look
t the two-halo regime (large-scales) to constrain 〈 b h P e 〉 and compare
ith previous work. We then look into the one-halo regime to map

he gas profile around galaxies in our sample. We note also that our
alaxy sample has been e xtensiv ely characterized via g alaxy–g alaxy
ensing in an HOD analysis (Zacharegkas et al. 2022 ) and has been
etermined to have an average halo mass of a few times 10 13 M � h 

−1 .
This paper is structured as follows. In Section 2 we describe the

heoretical prescription used to model the distributions of galaxies 
nd gas. In Section 3 we describe the galaxy and y -maps that we use
n this analysis. In Section 4 we describe our analysis prescription 
ncluding our covariance matrix, scale cuts, likelihood inference, 
nd systematic tests. In Section 5 we discuss our constraints on 
he hydrostatic mass bias using large-scale information, and in 
ection 6 we discuss our constraints on gas profiles using small-
cale information. We conclude in Section 7 . 

 T H E O RY  

he goal of this analysis is to use the HOD framework to model
he angular g alaxy–g alaxy autospectrum C 

gg 
� and the galaxy- y cross

pectrum C 

gy 
� . This requires a number of components that we 

etail in the following subsections: (1) the 3D galaxy autospectrum 

nd galaxy- y cross spectrum following the Halo Model framework 
Section 2.1 ); (2) an HOD model that describes how galaxies are
ssociated with haloes (Section 2.2 ); (3) a functional form for the
lectron pressure profile around galaxies (Section 2.3 ); and (4) 
rojecting the 3D g alaxy–g alaxy and g alaxy- y cross spectrum to 2D
here our measurements are made, while incorporating a number of 
bservational systematic effects (Section 2.4 ). 
Throughout, we will use δg ( ̂  n ) to represent the projected galaxy 

ensity and y( ̂  n ) to represent the y signal at a given direction ˆ n . The
rojected galaxy density can be expressed as, 

g ( ̂  n ) = 

∫ 

d z n g ( z ) � g ( χ ( z ) , ̂  n ) , (1) 

here n g ( z) is the normalized redshift distribution of the galaxies
hat integrates to unity, χ ( z) the comoving distance at redshift z,
nd � g is the 3D o v erdensity of number of galaxies. The y signal is
xpressed as, 

( ̂  n ) = 

σT 

m e c 2 

∫ 

d χ

1 + z 
P e ( χ ( z) , ̂  n ) , (2) 

here σ T is the Thomson scattering cross-section, m e the electron 
ass, and P e = n e T e is the electron pressure. 
Unless explicitly stated, during this study we use the best-fitting 

osmological parameters from Planck (Planck Collaboration VI 
020 ): �c = 0.2607, �b = 0.0489, h = 0.6766, n s = 0.9665, and σ 8 =
.8102. We choose to adopt this cosmology to make comparisons 
ith previous analyses; we have verified that changing to the DES
3 cosmology (DES Collaboration 2022 ) does not alter the main 

onclusions of this paper. 
.1 Halo model 

e describe the 3D galaxy autospectrum and galaxy- y cross spectrum 

sing the halo model (see Peacock & Smith 2000 ; Seljak 2000 ; and
eferences therein). Both power spectra include two contributions: 
he 1-halo term, P 

1 h ( k ), which describes the distribution of galaxies or
 inside a halo; and the 2-halo term, P 

2 h ( k ), which describes the spatial
istribution of the haloes themselves. The profiles are described in 
ourier space, and therefore are functions of the Fourier modes k

nstead of radius r . For each two sets of observables u and v (which
ould be dark matter m , galaxy density δg , or tSZ y ), we assume that
heir radial distribution inside the halo follow the profiles U ( r | M )
nd V ( r | M ), where M is the halo mass and r is the distance from the
alo centre. Their profiles in Fourier space, assuming isotropy, can 
e written as, 

( k| M) = 4 π
∫ ∞ 

0 
r 2 d r 

sin ( kr) 

kr 
U ( r| M) . (3) 

e can then write the cross power spectrum of the two observables,
 uv ( k ), using the halo model as follows: 

 uv ( k) = P 

1 h 
uv ( k) + P 

2 h 
uv ( k) , (4) 

ith 

 

1 h 
uv ( k) = 

∫ 

d M 

d n 

d M 

〈 U ( k| M ) V ( k| M ) 〉 , (5) 

here 〈 . . . 〉 denote the ensemble average, and 

 

2 h 
uv ( k) = 〈 b h U〉〈 b h V 〉 P L ( k) , (6) 

here 

 b h U〉 = 

∫ 

d M 

d n 

d M 

b h ( M ) 〈 U ( k| M ) 〉 . (7) 

ere, b h is the halo bias, d n 
d M 

is the halo mass function, and P L ( k ) is
he linear matter power spectrum. We use the halo mass function
rom Tinker et al. ( 2010 ), and the linear power spectrum from
AMB (Lewis, Challinor & Lasenby 2000 ). 
In order to correct for inaccuracies in the 1-to-2-halo transi- 

ion (Mead et al. 2015 ), we follow Koukoufilippas et al. ( 2020 ),
icola et al. ( 2020 ) and modify the halo model power spectrum by
ultiplying it by the scale-dependent ratio, 

 ( k ) = 

P HaloFit ( k ) 

P HaloModel ( k ) 
, (8) 

here P HaloFit ( k ) is the HaloFit power spectrum from Takahashi
t al. ( 2012 ) and P HaloModel ( k ) is the halo model matter power
pectrum described in this section, i.e. equation ( 4 ) assuming that
he observable is dark matter. Thus, the final 3D power spectra for
oth the galaxy autospectrum and the galaxy- y cross spectrum take
he form 

 

final 
uv ( k) = R( k) P uv ( k) , (9) 

here u = v = δg for the galaxy autospectrum and u = δg , v = y for
alaxy- y cross spectrum. We will drop the super script ‘final’ for the
emainder of this text for simplicity. 

.2 Halo occupation distribution modelling 

n order to model galaxy density profiles, we use an HOD model
Peacock & Smith 2000 ; Berlind & Weinberg 2002 ; Cooray & Sheth
002 ; Zheng et al. 2005 ). In this model, dark matter haloes are
opulated by central and satellite galaxies. We assume that central 
alaxies follow a Bernouilli distribution while satellites follow a 
MNRAS 522, 3163–3182 (2023) 
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oisson distribution (van den Bosch et al. 2013 ). Typically, the halo
adii are defined as the size of a sphere containing a mass M � 

, 

 � 

= 

4 π

3 
ρ∗( z) �r 3 � 

. (10) 

e follow previous works (e.g. Arnaud et al. 2010 ; Planck Collabo-
ation XIII 2016b ; Bolliet et al. 2018 ; Koukoufilippas et al. 2020 ) and
hoose ρ∗ = ρc and � = 500 following the rederived concentration–
ass relation from Duffy et al. ( 2008 ): 

 500 c ( M, z) = A ( M/M pivot ) 
B (1 + z) C , (11) 

ith M pivot = 2 . 7 × 10 12 M � and ( A , B , C ) = (3.67, −0.0903,
0.51). 
In our HOD model, the average number of central galaxies for a

alo of mass M is modelled as: 

 N c ( M) 〉 = 

1 

2 

[
1 + erf 

(
log ( M/M min ) 

σln M 

)]
, (12) 

here M min corresponds to the characteristic minimum mass of
aloes, and σ lnM 

is the halo mass dispersion. Assuming that the halo
an only form satellites if its mass is larger than a certain threshold,
 0 , the average number of satellites can be described as: 

 N s ( M) 〉 = N c ( M) � ( M − M 0 ) 

(
M − M 0 

M 

′ 
1 

)αs 

. (13) 

ollowing Ando, Benoit-L ́evy & Komatsu ( 2018 ), Koukoufilippas
t al. ( 2020 ) we choose M min = M 0 . As a consequence, all haloes
ontaining one or more satellites contain one central, located at the
entre of its parent halo. 

For the satellites, we use the parametrization from Ando et al.
 2018 ) where the satellite galaxies follow a NFW profile (Navarro,
renk & White 1996 ) with a characteristic scale radius βg , up to a
aximum radius βmax : 

U s ( r | M ) ∝ � ( βmax − r ) 

(
1 

r /βg (1 + r /βg ) 2 

)
. (14) 

.3 tSZ gas profile 

or the electron pressure profile, we use a generalized NFW (GNFW)
rofile (Nagai, Kravtsov & Vikhlinin 2007 ; Arnaud et al. 2010 ). In
eal space, it takes the form: 

 e ( r) = P ∗p( r/r 500 c ) , (15) 

here the GNFW form factor, p ( r / r 500 c ), is: 

( x) = ( c P x) −γ
[
1 + ( c P x) α

] γ−β
α . (16) 

e choose the initial values ( α, β, γ , c P ) = (1.33, 4.13, 0.31,
.81) as found by Planck Collaboration XVI ( 2013 ). In parts of
ur analysis, we allow these parameters to float in our fits, which
llows us to extract additional information about the gas profile. The
ormalization parameter P ∗ is: 

 ∗ = P 0 

(
1 . 65 eV cm 

−3 
)
h 

8 / 3 
70 

(
h 70 (1 − b H 

) M 500 c 

3 × 10 14 M �

)0 . 79 

, (17) 

ith P 0 = 6.41 the normalization constant, h 70 =
 0 / (70 km s −1 Mpc −1 ), and b H is the so-called hydrostatic
ass bias, which corresponds to the fractional bias in the inferred
ass using a gas proxy, assuming hydrostatic equilibrium with

espect to its true mass. In the literature, this quantity is often
xpressed in terms of B = 

1 
1 −b H 

. This parameter is typically used
o calibrate the relationship between the mass inferred by the hot
NRAS 522, 3163–3182 (2023) 
as pressure profiles and the halo mass. Accurately calibrating this
uantity can help us to impro v e the calibration for cosmological
tudies using clusters (McClintock et al. 2019 ; Miyatake et al.
019 ). 
The bias-weighted thermal energy (or bias-weighted electron

ressure of the Universe) is then given by (Vikram et al. 2017 ;
 ande y et al. 2019 ), 

 b h P e 〉 = 

∫ 

d M 

d n 

d M 

b h ( M ) 
∫ ∞ 

0 
d r 4 πr 2 P e ( r , M ) , (18) 

here b h is the halo bias, as in equation ( 7 ). We note that unlike
quation ( 7 ), 〈 b h P e 〉 here is not a function of scale. 〈 b h P e 〉 is closely
elated to the hydrostatic mass bias b H , which is often what is shown
n literature (or more precisely, 1 − b H ). 

Additionally, we follow Koukoufilippas et al. ( 2020 ) and model the
ovariance between the galaxy and gas profiles with a one-parameter
odel, ρgy : 

 U y ( k| M) U g ( k| M) 〉 = 

(
1 + ρgy 

) 〈 U y ( k| M) 〉〈 U g ( k| M) 〉 . (19) 

his approach reduces the sensitivity of our constraints on 1 − b H to
etails in the 1-halo regime. 

.4 Projecting to the obser v able space 

n this work, we use the projected galaxy density δg ( ̂  n ), and the
rojected y -signal, y( ̂  n ). In general, a projected field u ( ̂  n ) is related
o its 3D field, U via 

 ( ̂  n ) = 

∫ 

dχW u ( χ ( ̂  n )) U ( χ ( ̂  n )) , (20) 

here W u ( χ ( ̂  n )) is the window function, or radial kernel of the field.
n the case of δg , y , from equations ( 1 ) and ( 2 ) their radial kernels
ake the form: 

 g ( χ ) = 

H ( χ ) 

c 
n g ( z( χ )); (21) 

 y ( χ ) = 

σT 

m e c 2 

1 

1 + z( χ ) 
. (22) 

n general, given two fields, A , B , their angular power spectrum C 

AB 
� 

an be related to their 3D power spectrum P AB : 

 

AB 
� = 

∫ 

dχW A ( χ ) W B ( χ ) 

χ2 
P AB 

(
k = 

� + 1 / 2 

χ
, z( χ ) 

)
, (23) 

here we use the Limber approximation (Limber 1953 ), which is
uf ficient gi ven our smooth radial kernels, and the range of scales
 � > 150) that we consider in our work (Fang et al. 2020 ). In
ur study, we focus on the measurement and modelling of C 

gg 

� ,
nd C 

gy 

� , using the rele v ant 3D po wer spectra defined in previous
ubsections. The power spectra models are computed using the Core
osmology Library package, CCL (Chisari et al. 2019 ), and are

ubsequently smoothed in order to account for pixellation and other
moothing in the input maps. In particular, we multiply C 

gg 

� by the
orresponding HEALPIX 

2 (G ́orski et al. 2005 ) window function, and
 

gy 

� by the combination of the HEALPIX window function of the maps
nvolved and a Gaussian kernel with the FWHM of the y -map under
onsideration. 

We consider a shift parameter, �z i , on the original photometric
edshift distribution of the galaxies for the bin i , n pz , i ( z), and
onsider an additional stretch parameter, σ z, i , as nuisance parameters

http://healpix.sourceforge.net
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Figure 1. Redshift distributions of the fiducial (solid lines) and non-fiducial 
(broken lines) galaxy samples used in this study. The distributions are 
normalized so that their integral is 1. Details about the calibration of these 
distributions can be found in Cawthon et al. ( 2022 ). 

Table 1. Redshift slices and number of galaxies used in this study for the 
MAGLIM sample. 

MAGLIM 

Redshift bin N gal 

0.20 < z < 0.40 2236462 
0.40 < z < 0.55 1599487 
0.55 < z < 0.70 1627408 
0.70 < z < 0.85 2175171 
0.85 < z < 0.95 1583679 
0.95 < z < 1.05 1494243 
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ollowing other DES analyses (DES Collaboration 2022 ; Cawthon 
t al. 2022 ). Thus, the resulting redshift distribution of galaxies for
in i , n g , i ( z), is given by 

 g,i ( z) = 

1 

σz,i 

n pz,i 

(
z − z mean ,i − �z i 

σz,i 

+ z mean ,i 

)
, (24) 

here z mean, i is the mean redshift of the original photo- z distribution
 pz , i ( z). We use the same priors for the photo- z nuisance parameters
s the aforementioned analyses. Plugging n g , i in equation ( 21 ) we
an obtain the galaxies’ window function and, in combination with 
quations ( 22 ) and ( 23 ), a model for C 

gg 

� and C 

gy 

� . 

 DATA  

elow we provide a brief description of the data products used in
his work – in particular the galaxy sample and the y -maps. The
alaxy data products have been separately tested extensively in other 
tudies (DES Collaboration 2022 ; P ande y et al. 2022 ; Porredon et al.
022 ; Rodr ́ıguez-Monroy et al. 2022 ; Zacharegkas et al. 2022 ), and
he y -maps has been thoroughly tested in Bleem et al. ( 2022 ) and
lanck Collaboration XIII ( 2016a ). 

.1 DES Y3 galaxy sample 

e use data from DES (DES Collaboration 2005 ), which collected 
ata using the Dark Energy Camera (DECam; Flaugher et al. 
015 ) during 6 yr observation at the Cerro Tololo Inter-American 
bservatory (CTIO). DES surv e yed ∼5000 de g 2 of the southern sk y
sing 5 broad-band filters ( grizY ). In this work, we utilize data from
he first 3 yr of DES observing (Y3; 2013–2016). In particular, we
se the MAGLIM galaxies (Porredon et al. 2021 ). The main difference
n this work compared to other Y3 studies is that we use the small-
cale galaxy clustering measurements that are not used in most of
he cosmological studies (Zacharegkas et al. 2022 , looked at small
cales, but only in g alaxy–g alaxy lensing). Since the SPT-SZ surv e y
nly o v erlaps the southern part of the DES footprint (Dec < −40 ◦),
he galaxy sample is further split into a ‘northern’ and ‘southern’
egions, that we separately cross-correlate with different y -maps. 

The MAGLIM sample is defined with a i -band magnitude cut 
hat evolves linearly with the photometric redshift estimate: i < 

z phot + b , where z phot is the best-fitting photometric redshift
stimate as reported by the Directional Neighbourhood Fitting 
DNF) algorithm (De Vicente, S ́anchez & Sevilla-Noarbe 2016 ), 
nd a = 4.0, b = 18. The sample was constructed in Porredon
t al. ( 2021 ) to optimize cosmological constraints obtained from
alaxy clustering and galaxy–galaxy lensing and is split into six 
omographic bins. Our g × y results could, in principle, be a function
f redshift as well as mass, making it difficult to pin down what
hysical characteristic of the galaxies drives the evolution of our 
ydrostatic bias results. Ho we ver, the MAGLIM galaxies have been 
ound to populate haloes with average mass M 200 c ≈ 10 13 . 3 M �, and
ave similar HOD parameters across the redshift regime that they 
pan (Zacharegkas et al. 2022 ). 

We use the redshift distribution for each tomographic bin as esti-
ated by Porredon et al. ( 2022 ). These distributions are allowed to

hift and stretch with priors from Cawthon et al. ( 2022 ). The redshift
istrib utions ha ve been further validated using a self-organizing map 
ethod (Giannini et al. 2022 ). Normalized redshift distributions are 

hown in Fig. 1 , and galaxy number counts per redshift bin are shown
n Table 1 . In order to correct for the impact of surv e y properties
n galaxy number density, each galaxy acquires a weight obtained 
y Rodr ́ıguez-Monroy et al. ( 2022 ). In DES Collaboration ( 2022 ),
nly the first four bins were used in the fiducial cosmology analysis
ince it was found that the model was not able to give a good fit to
he two highest redshift bins. As a result, in this work we also only
se the first four bins for the fiducial analysis. Ho we ver, the results
n Chang et al. ( 2023 ) show that the 2-point clustering measurements
n these high redshift bins are consistent with the combination of
alaxy clustering + CMB-lensing and galaxy shear + CMB-lensing. 
his suggests that the issues found for these high-redshift bins 

n DES Collaboration ( 2022 ) are more likely due to the galaxy–
alaxy lensing measurements. We will, thus, also show how our 
esults could change when including the high-redshift bins. 

.2 y -maps 

s mentioned previously, the tSZ effect is typically measured in 
erms of the Compton- y parameter. Typically, y -maps are built using
 linear combination of individual frequency mm-w ave/microw ave 
aps (see Delabrouille & Cardoso 2009 , for a re vie w) and contain

aluable cosmological information (Komatsu & Seljak 2002 , and 
eferences therein). In this work ho we ver, we focus on the cross-
orrelation between y and the galaxy counts. The southernmost part 
f the footprint of DES was designed to o v erlap with the South Pole
elescope’s SPT-SZ surv e y area (Story et al. 2013 ). Ho we ver, there

s a significant fraction of the DES Y3 footprint that does not o v erlap
ith the SPT-SZ surv e y. Therefore, we use the SPT-SZ + Planck
aps for Dec < −40 deg and the Planck MILCA y -map (Planck
ollaboration XIII 2016a ) for Dec > −39 deg (which we will refer

o as MILCA hereafter). Both of the y -maps that we use in our
nalysis are shown in Fig. 2 . We provide additional details about the
aps we use in the following subsections. 
MNRAS 522, 3163–3182 (2023) 

art/stad1167_f1.eps


3168 J. S ́anchez et al. 

M

Figure 2. Combined SPT + Planck y -map in equatorial coordinates displayed using an equal-area McBryde-Thomas flat-polar quartic projection. The southern 
region (Dec < −40 deg.) corresponds to the SPT + Planck minimum variance y -map from Bleem et al. ( 2022 ), and the northern region (Dec > −39 deg.) 
corresponds to the MILCA y -map from Planck Collaboration XIII ( 2016a ). We choose to have a gap between the two regions in order to impro v e the level 
of independence of our results. We transform the original data products to HEALPIX resolution N side = 2048. For display purposes, the maps shown have been 
smoothed with a Gaussian (FWHM = 0.25 deg) beam. 
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.2.1 SPT-SZ + Planck y -maps from Bleem et al. ( 2022 ) 

or this work, we focus on the component-separated y -maps using a
ombination of data from the SPT-SZ surv e y and Planck (Bleem et al.
022 ) which are publicly available. 3 The maps co v er ∼2500 de g 2 of
he southern sky (with ∼1800 de g 2 o v erlapping with DES Y3 galax-
es) with a 1.25 arcmin resolution. In this work, we use the minimum
ariance y -map presented in Bleem et al. ( 2022 ) for our fiducial
easurements because it has the lowest noise and the smallest beam

ize. Additionally, we use the CMB–CIB-nulled y -map to test the
resence of CIB contamination in our measurements. For details
bout these maps, the algorithms behind their construction, and their
alidation, we refer the readers to Bleem et al. ( 2022 ). 

In addition to the publicly available maps, we test a custom CIB-
educed (which we will refer to as CIB-nulled) map to ensure a low-
evel of CIB contamination. This map is generated using the same
 -map implementation presented in Bleem et al. ( 2022 ). The main
ifference between the CMB–CIB-nulled (or ‘three-component’)
ap from Bleem et al. ( 2022 ) and our CIB-nulled map (which
ould be a ‘two-component’ map), is that for the latter we focus
n minimizing the residual CIB using the CIB model presented
n Reichardt et al. ( 2021 ), whereas the CMB-CIB-nulled map not
nly tries to minimize the CIB residual but also the CMB (which
hould not correlate with DES galaxies). This results in the CMB–
IB-nulled map having a higher noise level. 

.2.2 MILCA y -map from Planck Collaboration XIII ( 2016a ) 

e follow previous analyses (Planck Collaboration XIII 2016a ;
urier & Lacasa 2017 ; P ande y et al. 2019 ; Koukoufilippas et al.
020 ) and use the MILCA y -map from the Planck collabora-
ion (Planck Collaboration XIII 2016a ). This map 4 has a beam
ize of FWHM = 10 arcmin. We apply the 40 per cent Galactic
ask and point source mask presented in Planck Collaboration XIII
NRAS 522, 3163–3182 (2023) 

 ht tps://lambda.gsfc.nasa.gov/product /spt /spt prod t able.cfm 

 The maps and masks used are publicly available at ht tps://irsa.ipac.calt ech. 
du/ data/Planck/ release 2/all- sky- maps/ysz index.html . 

f  

a  

N  

d  

e  
 2016a ). The MILCA y -map is generated by combining different
requency maps from the Planck mission. This reconstruction method
llows the introduction of external templates to remo v e unwanted
omponents, such as the CIB. Ho we ver, the minimization of the
IB signal depends on the particular templates used, and, as the
IB-induced bias decreases, the noise lev el increases. Moreo v er,
s the CIB maps are not totally correlated across frequencies,
ts contribution cannot be fully remo v ed (Hurier, Mac ́ıas-P ́erez &
ildebrandt 2013 ). Therefore, although the MILCA y -map uses CIB

emplates to minimize the CIB contamination, the effect of any
esidual CIB leakage on the cross-correlation with galaxies or shear
hould still be considered carefully. 

 ANALYSI S  

n this section, we describe the different components of the analysis.
n Section 4.1 we describe how we construct the data vector; in
ection 4.2 we describe the covariance matrix we use; in Section 4.3
e describe our choice of scale cuts; in Section 4.4 we introduce our

nference framework; in Section 4.5 we perform a series of diagnostic
ests on our measurements to ensure there is no significant systematic
ontamination. 

.1 Measurement 

sing the galaxy samples and y -maps described in the previous
ections as input, we measure the power spectrum using the pseudo-
 � MASTER algorithm (Hivon et al. 2002 ) as implemented in
aMaster (Alonso et al. 2019 ). To do this, we first construct a
alaxy density map from the galaxy catalogue by filling each pixel
f the map by δg = 

n g −n̄ g 

n̄ g 
, where n g is the number of galaxies in each

ixel and n̄ g is the mean galaxy number count per pixel. This is done
or each of the tomographic bins and the map is constructed with
 HEALPIX format of N side = 2048. The y -maps are downgraded to
 side = 2048 to match the galaxy density maps. Alongside the galaxy
ensity maps, we generate weight maps by summing the weights of
ach galaxy within a pixel. The weights here are designed to correct

art/stad1167_f2.eps
https://lambda.gsfc.nasa.gov/product/spt/spt_prod_table.cfm
https://irsa.ipac.caltech.edu/data/Planck/release_2/all-sky-maps/ysz_index.html
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or the effect of systematic effects that are imprinted via different 
urv e y properties described in Rodr ́ıguez-Monroy et al. ( 2022 ). 

We use logarithmic binning in � with the following bandpower 
dges: [150, 195, 254, 332, 433, 564, 736, 959, 1251, 1631, 2126,
772, 3614, 4712, 6142]. The measured power spectra are shown in 
igs 3 and 4 for the southern (using the SPT-SZ + Planck maps)
nd northern (using the MILCA map) re gions, respectiv ely. The 
rey shaded areas are not considered in our fiducial analysis (see 
ection 4.3 ). Comparing Figs 3 and 4 , the measured C 

gg 
� agree well

etween the two regions of sky at the scales we consider. This is
 good first check to show that the galaxy sample is homogeneous
cross the sk y. F or C 

gy 
� , while the large-scale measurements are in

ood agreement, we notice some differences at small scales ( � >
00) between the two regions. This is a consequence of the different
moothing scale used in the SPT-SZ + Planck and MILCA y -maps. 

In Figs 3 and 4 , we also quote the signal-to-noise ratio (SNR),

hich we calculate as SNR 

uv = 

√ 

C 

uv 
� C −1 

�,� ′ C 

uv 
� ′ , where C −1 

�,� ′ is the 
nv erse co variance matrix. We restrict the calculation of the SNR to
he scales that are considered in our fiducial analysis � > 150 and k <
.7 Mpc −1 . The choice of these scale-cuts is discussed in Section 4.3 .

.2 Co v ariance matrix 

e use a jackknife (JK) covariance matrix in this analysis in order
o appropriately capture any spatial variation in the data beyond the 
nalytical model. We use 75 and 92 roughly equal-area JK patches in
he southern and northern regions. The JK patches are generated via 
he k -means algorithm implementation included in the TreeCorr 
ackage (Jarvis, Bernstein & Jain 2004 ). 
The JK-estimated mean data vector is 

 X( � ) 〉 = 

1 

N JK − 1 

N JK ∑ 

i 

X i ( � ) , (25) 

here X corresponds to C 

gg or C 

gy here, N JK is the number of JK
atches, i indicates individual measurements of X ( � ) leaving one JK
atch i out. The corresponding covariance matrix C is given by 

 = 

N JK − 1 

N JK 

∑ 

( X i − 〈 X( � ) 〉 ) T ( X i − 〈 X( � ) 〉 ) . (26) 

e compare our JK estimates with the analytical covariance com- 
uted as described in Koukoufilippas et al. ( 2020 ), finding agreement
ithin 20 per cent for all bins (where the JK-estimated covariance is 

arger). 
As the jackknife covariance is known to be noisy and introduces a

ias when inverting, we follow Kaufman ( 1967 ), Hartlap, Simon &
chneider ( 2007 ) and multiply it by a factor H to get the unbiased
ovariance 

 

−1 
H 

= H C −1 = 

(
N JK − N band − 2 

N JK − 1 

)
C −1 , (27) 

here N band is the number of bandpowers we use. 

.3 Scale cuts 

n this work, we explore two regimes of the data vectors separately:
he large, linear scales and the small, highly non-linear scales. 
he fact that we have not been able to coherently model the two

egimes under the same model is mainly limited by our ability to
odel the 1-to-2 halo transition region for C 

gg 
� , which has been

nown to be challenging (Mead et al. 2015 ; Hadzhiyska et al. 2020 ).
his moti v ates us first to look separately at the large-scale results,
hich are more robust to the small-scale modelling uncertainties, 
nd then explore ways to extract information on smaller scales 
ith some assumptions on the HOD. The small-scale analysis also 

akes advantage of the SPT-SZ + Planck y -maps which are higher
esolution than the MILCA y -map, allowing us to probe further into
he 1-halo term of C 

gy 
� . 

For the large-scale analysis, we use scales � < � max , with
 max , i = k max χ ( ̄z i ) − 1 / 2, with k max = 0.7 Mpc −1 (which corresponds
o � max = 864, 1259, 1636, 1946, 2171, 2320 for redshift bins 0 to 5,
espectively), and χ ( ̄z i ) the comoving distance at the mean redshift
f each bin. In addition, we ignore the modes below � min = 150 since
ur jackknife covariances are not accurate for these modes, given that
he typical jackknife region is smaller than the modes that we want to
ap. For our large-scale analysis, we apply these same cuts to C 

gy 
� .

he priors associated with the model parameters for the large-scale 
nalysis are listed in Table 2 . 

For the small-scale analysis (see Section 6 ), we rely on the HOD
nd bias parameters obtained from the large-scale results, and fit our
odel to the measured C 

gy 

� using the parameters and priors described
n Table 3 for the tSZ profile in equation ( 15 ). We fix γ = 0.31 as
n Arnaud et al. ( 2010 ), as we notice that we are insensitive to the
alue of this parameter. For our analysis in this regime, we restrict our
nalysis to scales larger than k max = 2.5 Mpc −1 , as we observed that
he modelling starts to fail to describe smaller scales. Furthermore, as
hown in Rodr ́ıguez-Monroy et al. ( 2022 ), there is indication that the
orrection of systematic effects in the galaxy clustering measurement 
s less ef fecti ve on the smallest scales. These effects were included
t the covariance level for DES Collaboration ( 2022 ), Porredon et al.
 2022 ) in real space. 

.4 Likelihood and inference 

e assume a Gaussian likelihood for the data vector of measured
orrelation functions, � d , given a model, � m , generated using the set
f parameters � p : 

ln L ( � d | � m ( � p )) = −1 

2 

N ∑ 

ij 

( d i − m i ( � p ) ) T C 

−1 
ij 

(
d j − m j ( � p ) 

)
, (28) 

here the sums run o v er all of the N elements in the data and model
ectors. The posterior on the model parameters is then given by: 

 

(
� m ( � p ) | � d 

)
∝ L 

(
� d | � m ( � p ) 

)
P prior ( � p ) , (29) 

here P prior ( � p ) is a prior on the model parameters. 
We sample the posterior by running a Markov Chain Monte 

arlo using the ensemble sampler implemented in emcee (Foreman- 
ackey et al. 2013 ). 

.5 Systematics tests 

recision measurements of the galaxy power spectrum C 

gg 
� can be 

ffected by observing conditions or the presence of bright objects, 
hich can lead to systematic biases in the measured C 

gg 
� . In other

tudies using these samples (DES Collaboration 2022 ; P ande y et al.
022 ; Porredon et al. 2022 ; Rodr ́ıguez-Monroy et al. 2022 ), these
ystematic biases are mitigated by the usage of weights on each
alaxy (for details see Rodr ́ıguez-Monroy et al. 2022 ). We follow
he same approach and adopt the weights as described in Section 4.1 .
he galaxy- y cross-correlation C 

gy 
� , on the other hand, should be

uch less affected by the particular observing conditions of the 
ES galaxies since it is a cross-correlation measurement of two 

ndependent data sets. Ho we ver, C 

gy 
� can be af fected by other
MNRAS 522, 3163–3182 (2023) 
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Figure 3. Measured g alaxy–g alaxy (left-hand column, C 

gg 
� ) and g alaxy- y (right-hand column, C 

gy 
� ) power spectra and best-fitting HOD (solid black lines) for 

the southern of the DES footprint using the SPT-SZ + Planck y -map. The lower sub-panels show the residuals divided by the uncertainty, which we denote as 
� � . The signal-to-noise ratio are annotated for each redshift bin. The χ2 / ndof values included in the left-hand panels correspond to the total (gg + gy) χ2 . 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/522/2/3163/7134095 by U
niversity of Southam

pton user on 27 June 2023

art/stad1167_f3.eps


DES Y3 × y -SPT 3171 

MNRAS 522, 3163–3182 (2023) 

Figure 4. Measured g alaxy–g alaxy (left-hand column, C 

gg 
� ) and g alaxy- y (right-hand column, C 

gy 
� ) power spectra and best-fitting HOD (solid black lines) for 

the northern region of the DES footprint using the MILCA y -map correcting for the CIB contribution (see details in Section 4.5 ). The lower subpanels show the 
residuals divided by the uncertainty, which we denote as � � . More details are described in Fig. 3 . 
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Table 2. List of parameters and priors used for the large-scale hydrostatic 
bias results. We follow Ando et al. ( 2018 ), Koukoufilippas et al. ( 2020 ) and 
set M min = M 0 . For the photo- z nuisance parameters �z i , σz, i we use the 
parametrizations and priors suggested by Cawthon et al. ( 2022 ). 

Parameter Fiducial Prior 

log 10 M min /M � – U (10 , 16) 
σ lnM 

0.15 Fixed 
log 10 M 0 /M � log 10 M min /M � –
log 10 M 

′ 
1 / M � – U (10 , 16) 

αs – U (0 , 3) 
f c 1 Fixed 
βg – U (0 . 1 , 10) 
βmax – U (0 . 1 , 10) 
ρgy – U ( −1 , 1) 
b H – U (0 , 1) 

σz, 0 0.975 N (0 . 975 , 0 . 062) 
�z 0 −0.009 N ( −0 . 009 , 0 . 007) 
σz, 1 1.306 N (1 . 306 , 0 . 093) 
�z 1 −0.035 N ( −0 . 035 , 0 . 01) 
σz, 2 0.870 N (0 . 870 , 0 . 054) 
�z 2 −0.005 N ( −0 . 005 , 0 . 006) 
σz, 3 0.918 N (0 . 918 , 0 . 051) 
�z 3 −0.007 N ( −0 . 007 , 0 . 006) 
σz, 4 1.080 N (1 . 080 , 0 . 067) 
�z 4 0.002 N (0 . 002 , 0 . 007) 
σz, 5 0.845 N (0 . 845 , 0 . 073) 
�z 5 0.002 N (0 . 002 , 0 . 008) 

Table 3. Parameters and priors used in the small-scale analysis. We fix γ to 
the value found in Arnaud et al. ( 2010 ). 

Parameter Prior 

α U (0 . 3 , 4) 
β U (0 . 2 , 10) 
c P U (0 . 1 , 5) 
γ 0.31 
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5 The weights for the SPT map can be found at https://pole.uchicago.edu/ 
public/data/ sptsz ymap/ component map weights/ , while the weights for the 
MILCA map can be found at https:// wiki.cosmos.esa.int/ planck- legacy- arch 
ive/ images/8/83/ Milca nilc IDL routines.zip . The MILCA weights used here 
are also spatially varying and therefore w 

t is a function of direction. 
6 For this, we use the best-fitting CIB power spectra templates from Reichardt 
et al. ( 2021 ) (and also extrapolations to 353 GHz). We compute the mean 
amplitude of the CIB model in the � range 100 < � < 1500 for all the 
frequency channels, and take the scaling factors as the ratio between those 
values and the value for 353 GHz. 
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strophysical systematic effects associated with foregrounds. We test
he effect of three of them: dust, bright radio sources, and the CIB. 

(i) Dust: We use two sets of independent reddening maps, the
aps presented in Delchambre et al. ( 2022 ) and the maps presented

n Lenz, Hensley & Dor ́e ( 2017 ), and compare the power spectra
esults with and without deprojecting (Elsner, Leistedt & Peiris 2017 ;
lonso et al. 2019 ), these maps from the galaxy and y -maps. The idea
ehind this test is the following: deprojection (or mode projection)
ssentially assumes that the true signal of interest (in our case C 

gy 

� )
s not correlated with the foregrounds, and uses a template of the
oregrounds to obtain the cleaned, unbiased power spectra. In the case
hat the foregrounds are correlated with the signal, deprojection can
roduce o v ercorrected power spectra. This means, if the difference
etween the deprojected signal and the non-deprojected signal is not
tatistically significant, the impact of the foreground in the signal
s likely small. We carry out the full analysis with deprojected and
on-deprojected galaxy autospectrum and galaxy- y cross spectrum.
e find that the maximum absolute value across all redshift bins for

he shift of the best fit (1 − b H ) is ≈0.23 σ , where σ is the statistical
ncertainty. 
(ii) Bright radio sources: Radio sources are a known contaminant

f the tSZ maps (Bleem et al. 2022 ). For this test we focus on the
ILCA map, as their masking threshold is substantially larger than

he SPT-SZ + Planck maps ( ∼200 mJy at Planck 143 GHz which
NRAS 522, 3163–3182 (2023) 
oes into MILCA vs ∼6 mJy at 150 GHz for SPT-SZ). We check the
ffect of these sources by applying an additional mask for sources
righter than 1 mJy in the 1.4 GHz NVSS catalogue (Condon et al.
998 ). We find that the maximum absolute value for the shift across
ll redshift bins of the best fit (1 − b H ) is ≈0.15 σ when this additional
ask is applied. 
(iii) CIB: One of the most important contaminants of C 

gy 
� is the

IB, as it is correlated with both the galaxy positions and the y -
ap (Chiang et al. 2020 ; Koukoufilippas et al. 2020 ; Gatti et al.

022 ). In order to test for the effect of CIB contamination in our
easurements we estimate the CIB leakage in C 

gy 
� . The idea is

he following: The SPT-SZ + Planck y -maps and the MILCA map
re constructed using a linear combination of frequency channels.
chematically this can be written as: 

 

ILC ( p) = w 

t x( p) , (30) 

here y ILC denotes the component separated y -map, w 

t is a vector
ontaining weights (or coefficients) to be multiplied to the individual
requency channels, 5 and x ( p ) is a vector containing the individual
requency channels. In reality, the frequency channel maps contain
arious foregrounds: 

 ( p, ν) = x CMB ( p, ν) + x CIB ( p, ν) 

+ x tSZ ( p, ν) + x kSZ ( p, ν) + x radio ( p, ν) + . . . (31) 

ince the relationship is linear, we can see that the amount of CIB
esiduals in our map can be computed using: 

 

CIB ( p) = w 

t x CIB ( p, ν) . (32) 

his implies that we need a clean map of the CIB for every
requency channel that goes into the component separation algorithm.
nfortunately, while we do have relatively clean maps of the CIB

t higher frequencies (353/545/857 GHz), such maps do not exist
or the lower frequency channels ( Planck 100/143/217 or SPT
5/150/220 GHz) since it is challenging to disentangle CIB from
ther astrophysical components at the those frequencies. Therefore,
e make predictions of these maps by taking the 353 GHz map from
enz, Dor ́e & Lagache ( 2019 ), and scaling down the amplitude of

hat map assuming an SED of the CIB. 6 

sing this convention, we estimate the CIB residual in the y -maps,
 

CIB , in each of the maps used in this analysis. We then compute the
ross-correlation between each y CIB -maps and our galaxy samples,
 

gy, CIB 
� , and estimate the ratio between this measurement and the
riginal power spectra. We find that, in the range of scales considered,
he median value of this ratio is < 1 per cent for the minimum
ariance SPT-SZ + Planck map, as shown in Fig. 5 . This is not
he case for the MILCA y -map, which show significant levels of
IB contamination for the last three bins considered in our analysis,

n line with the results found by P ande y et al. ( 2019 ), Gatti et al.
 2022 ). 
s a second robustness test, we compare our fiducial measurements
sing the minimum variance map from Bleem et al. ( 2022 ) with

https://pole.uchicago.edu/public/data/sptsz_ymap/component_map_weights/
https://wiki.cosmos.esa.int/planck-legacy-archive/images/8/83/Milca_nilc_IDL_routines.zip
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Figure 5. Top panel: Relative CIB leakage in the SPT-SZ + Planck maps, C 

gy CIB 

� /C 

yg 
� . The dashed line represents the median ratio within the considered scale 

cuts. Bottom panel: CIB leakage for MILCA y -map. For the last 2 redshift bins the CIB signal is dominant. 

Figure 6. Best-fitting (1 − b H ) values as a function of redshift for different 
maps, showing the impact of CIB on these measurements. Our fiducial values 
(SPT-SZ + Planck min. var.) are shown as the solid black circles. 
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he measurements using CIB-CMB-nulled y -map from Bleem et al. 
 2022 ). In addition to this map, we also compare with the custom
IB-nulled version of the y -map described in Section 3 . In Fig. 6 we

how the best-fitting (1 − b H ) values for different SPT-SZ + Planck
aps. For the MILCA map, we show the results for the original maps,

nd after correcting for CIB. This correction consists on subtracting 
he contribution of y CIB described abo v e from the original y -map,
.e, y MILCA-corr = y MILCA − y CIB . We see that the different SPT-SZ
 Planck results are compatible with each other, and compatible with 

he MILCA results after applying the CIB correction. Given the size 
f the systematic CIB correction using the MILCA map, we choose 
ot to combine the CIB-corrected MILCA (1 − b H ) measurements 
ith those obtained from SPT-SZ + Planck in our final results, and
nly use it as a cross-check here. 

 LA R GE- SCALE  ANALYSIS:  C O N S T R A I N T S  

N  H Y D RO S TAT I C  MASS  BIAS  

n this section, we examine the large-scale constraints from the C 

gg 
� +

 

gy 
� measurements. As discussed in Section 1 , on these large scales,

ince C 

gg 
� ∝ b 2 g , where b g is the galaxy bias, and C 

gy 
� ∝ b g 〈 b h P e 〉 , the
ombination helps us constrain the quantity 〈 b h P e 〉 , which is directly
elated to the hydrostatic mass bias b H . 

We use the modelling framework described in Section 2 and the
ethodology described in Section 4 , fitting the large scales with k
0.7 Mpc −1 . In order to make a fair comparison with other studies

n the literature, we fix the gas profile parameters to their fiducial
alues ( α, β, γ , c P ) = (1.33, 4.13, 0.31, 1.81) (Planck Collaboration
VI 2013 ). We derive the model fits shown in Figs 3 and 4 . The
rey dash (dotted-dash) lines show the 1-halo (2-halo) component 
f the fit and the solid black line shows the full model. In each
anel the lower sub-panel shows the residual of the fit divided by
he uncertainty. In general, we find good fits to the measurements
n all redshift bins, including the last two. The goodness-of-fit and
orresponding PTE are shown in Table 4 . The good quality of the
ts in the last two bins is in agreement with the interpretation put
orward by Chang et al. ( 2023 ), that there appears to not be significant
ystematic contamination in the galaxy clustering measurements for 
hese bins. One can also see clearly the C 

gg 
� data points deviating from

he model at the smallest scales (large � ) which we do not use for the
ts – there is excess power in the measurements that is not described
y a typical 1-halo term. This deviation starts fairly consistently at
 ∼ 3000 (corresponding to θ ∼ 3.6 arcmin) across all bins and is
onsistent with what was found in Rodr ́ıguez-Monroy et al. ( 2022 ),
here the small-scale galaxy clustering could be contaminated by 

ystematic effects (see fig. 6 in that paper). 
The inferred best-fitting values of b H and average bias-weighted 

lectron pressure 〈 b h P e 〉 are summarized in T able 4 . W e plot 〈 b h P e 〉
s a function of redshift in the left-hand panel of Fig. 7 to compare
ith a compilation of previous literature (Vikram et al. 2017 ; P ande y

t al. 2019 ; Chiang et al. 2020 ; Koukoufilippas et al. 2020 ; Yan et al.
021 ; Chen et al. 2023 ). The eight solid black points represent our
ducial result, while the four hollowed points are from the highest

wo MAGLIM redshift bins. Among the previous results plotted in 
ig. 7 , Vikram et al. ( 2017 ), P ande y et al. ( 2019 ) are the most similar

o this work where a combination of galaxy clustering and galaxy- y
ross-correlation are used and the galaxies are of similar halo mass.
verall, our results (both the fiducial sample and the high-redshift 
ins) appear broadly consistent with previous studies in the literature, 
nd represent the most precise measurements at high redshift ( z >
.8) due to the depth of DES Y3 data. 
MNRAS 522, 3163–3182 (2023) 
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Table 4. Summary table with the average redshift, best-fitting chi-square to 
our fiducial model and number of degrees of freedom, probability to exceed 
(PTE), the inferred hydrostatic bias and average bias-weighted electron 
pressure for the different redshift bins of the MAGLIM sample, when cross- 
correlated with SPT-SZ + Planck and MILCA y -maps. The last two bins are 
shown in grey as they are not part of our fiducial sample. 

Bin 〈 z〉 χ2 /ndof PTE b H 〈 b h P e 〉 [meV cm 

−3 ] 

SPT-SZ + PLANCK 

0 0.30 5.46/12 0.94 0 . 43 + 0 . 09 
−0 . 10 0 . 16 + 0 . 03 

−0 . 04 

1 0.46 17.27/14 0.24 0 . 25 + 0 . 07 
−0 . 07 0 . 28 + 0 . 04 

−0 . 05 

2 0.62 4.72/16 1.00 0 . 13 + 0 . 08 
−0 . 07 0 . 45 + 0 . 06 

−0 . 10 

3 0.77 18.37/18 0.43 0 . 13 + 0 . 06 
−0 . 05 0 . 54 + 0 . 08 

−0 . 07 

4 0.89 10.58/18 0.91 0 . 10 + 0 . 08 
−0 . 06 0 . 61 + 0 . 08 

−0 . 06 

5 0.97 20.04/18 0.33 0 . 10 + 0 . 08 
−0 . 06 0 . 63 + 0 . 07 

−0 . 08 

MILCA (CIB corrected) 

0 0.30 4.28/12 0.99 0 . 24 + 0 . 12 
−0 . 11 0 . 24 + 0 . 09 

−0 . 07 

1 0.46 6.01/14 0.99 0 . 19 + 0 . 07 
−0 . 06 0 . 32 + 0 . 04 

−0 . 06 

2 0.62 7.28/16 0.99 0 . 15 + 0 . 10 
−0 . 08 0 . 51 + 0 . 17 

−0 . 08 

3 0.77 16.08/18 0.62 0 . 26 + 0 . 08 
−0 . 08 0 . 40 + 0 . 08 

−0 . 11 

4 0.89 13.15/18 0.86 0 . 11 + 0 . 07 
−0 . 06 0 . 57 + 0 . 07 

−0 . 07 

5 0.97 22.55/18 0.14 0 . 07 + 0 . 08 
−0 . 05 0 . 65 + 0 . 08 

−0 . 10 

MILCA (raw) 

0 0.30 3.17/12 1.00 0 . 22 + 0 . 08 
−0 . 08 0 . 27 + 0 . 05 

−0 . 05 

1 0.46 6.97/14 0.99 0 . 29 + 0 . 06 
−0 . 06 0 . 28 + 0 . 04 

−0 . 04 

2 0.62 13.13/16 0.73 0 . 29 + 0 . 09 
−0 . 08 0 . 37 + 0 . 10 

−0 . 07 

3 0.77 15.58/18 0.71 0 . 48 + 0 . 08 
−0 . 07 0 . 21 + 0 . 04 

−0 . 04 

4 0.89 20.10/18 0.27 0 . 59 + 0 . 08 
−0 . 09 0 . 19 + 0 . 07 

−0 . 04 

5 0.97 19.68/18 0.35 0 . 64 + 0 . 08 
−0 . 09 0 . 20 + 0 . 07 

−0 . 04 
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Ne xt we e xamine the redshift dependence of 〈 b h P e 〉 . Following
hiang et al. ( 2020 ), we fit B = 

1 
1 −b H 

as a function of redshift with
 power-law model and convert the resulting fit to the corresponding
odel fit in 〈 b h P e 〉 . In particular, we assume the following model 

( z) = p 0 (1 + z) p 1 , (33) 

nd fit for p 0 and p 1 . Setting p 1 = 0 gives the redshift-independent
odel, which we also examine. 
In order to account for the correlation between the data points in

ifferent redshift bins, we model the correlation matrix to be propor-
ional to the o v erlaps in the redshift distributions between redshift
ins. This is a reasonable approximation given the uncertainty in
 b h P e 〉 and therefore B is dominated by the large-scale uncertainties
n C 

gg , whose correlation between redshift bins is directly related to
he o v erlap in the redshift bins. The co variance matrix then becomes: 

ov ( B i , B j ) = r ij σB i σB j , (34) 

here r ij is the migration matrix given by (Benjamin et al. 2010 ): 

 ij = 

∫ z i, hi 
z i, low 

n j ( z)d z ∫ z i, hi 
z i, low 

n i ( z)d z 
, (35) 

here n i / j ( z) is the normalized redshift distribution of the redshift i / j ,
nd z i / j , low , z i / j , hi are the photo- z edges of each bin. This matrix is
uaranteed to be invertible by the Gershgorin theorem as long as it
s strictly diagonally dominant (Benjamin et al. 2010 ), i.e. 

 ii > 

∑ 

j �= i 

r ij . (36) 
NRAS 522, 3163–3182 (2023) 
ssentially, this means that the photo- z distributions for each bin
hould be dominated by galaxies with their true redshifts within that
in. This is the case when we use the photo-z distributions in Fig. 1 .
With this procedure, we fit our data using the model of equa-

ion ( 33 ). We find that assuming a redshift independent B gives
 = 1.22 ± 0.06 with χ2 /ndof = 4.47/3, and Bayesian evidence

og Z = −1 . 34 ± 0 . 05. On the other hand, assuming the same
edshift-dependent B model as Chiang et al. ( 2020 ), we obtain B =
 . 10 + 0 . 61 

−0 . 49 ( 1 + z ) −1 . 09 + 0 . 53 
−0 . 53 with χ2 /ndof = 1.45/2, log Z = −1 . 32 ±

 . 04. That is, we find a Bayes’ factor of 0.88, indicating no significant
reference between these models. We plot both models on the upper
ight-hand panel of Fig. 7 and compare to model fits in previous
ork of Chiang et al. ( 2020 ) and P ande y et al. ( 2022 ) in the bottom
anel. We also show the fits including the two high-redshift bins. In
eneral, we find that our o v erall constraining power on the model is
t a similar level as Chiang et al. ( 2020 ), but we prefer a decreasing
rend in the values of B as a function of redshift, instead of an
ncreasing trend. This might be related to our larger values of 〈 b h P e 〉
t z > 0.7 compared to those found by Chiang et al. ( 2020 ) as seen
n the upper left-hand panel of Fig. 7 . Our findings for p 1 are in line
ith the results in Wicker et al. ( 2022 ), which find p 1 = −1 . 14 + 0 . 33 

−0 . 73 

or lo w mass, lo w redshift clusters ( z < 0 . 2 , M < 5 . 89 × 10 14 M �).
his decreasing trend of B as a function of redshift has also been

ound in the literature in cluster studies (von der Linden et al. 2014 ;
oekstra et al. 2015 ; Smith et al. 2016 ; Sereno & Ettori 2017 ; Eckert

t al. 2019 ). We also find that when including the two highest redshift
ins, the fit does not change significantly, suggesting that even for
he slightly poorer model fit in these bins and potential systematic
ontamination, the results using them are actually consistent with
nly using the fiducial sample. 
Both the effect of the halo mass evolution as well as changes in the

as profiles can result in different measurements of 1 − b H at various
edshifts. We argue that the evolution in halo mass of our particular
alaxy sample does not fully explain the evolution in the halo mass
ince the constraints on the HOD model through C 

gg 
� measurements

uggest that the halo mass of our sample does not significantly evolve
ith redshift (see Appendix A ), which is consistent with the results of
acharegkas et al. ( 2022 ), implying that the redshift evolution of 1 −
 H can be primarily attributed to the evolution of gas characteristics.
Using the best-fitting GNFW parameters and value for 1 − b H , we

stimate the amplitude of ˜ Y 500 of the haloes that contribute the most
o the first redshift bin and compare the result with those from Lim
t al. ( 2018 ), who studied the gas profiles around galaxy groups in
he redshift range 0 < z < 0.2. The results are shown in Fig. 8 . We
eco v er values compatible with those measured by Lim et al. ( 2018 ).

The comparison with P ande y et al. ( 2022 ) shows good agreement
t low redshift, but there is an apparent tension at z > 0.6. The
uthors in P ande y et al. ( 2022 ) point to a lack of sensitivity to low-
ass haloes that contribute to the o v erall signal as a possible source

or the tension between their work and other constraints from galaxy-
 cross-correlation. Moreo v er, due to the lensing kernel the shear- y
ross-correlations, the constraining power gets reduced at higher
edshifts (P ande y pri v ate comm.). Future shear- y cross-correlation
tudies using SPT data will help clarify the origin of this tension
Omori et al., in preparation). 

 SMALL-SCALE  ANALYSI S:  C O N S T R A I N T S  

N  G A S  PROFILES  

e now turn our attention to the small-scale information in the
alaxy- y cross-correlation. As discussed in Section 4.3 , this takes
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Figure 7. Top left-hand panel: Hydrostatic bias results as a function of redshift and comparison with previous results. Top right-hand panel: Best-fitting 
redshift-independent model (cyan solid line), and redshift dependent model (black solid line) for the hydrostatic bias. We also show the equi v alent best-fitting 
results when including the last two redshift bins in the fits (broken magenta and green lines). For easy comparison the best-fitting model from Chiang et al. 
( 2020 ) (red dot-dashed line), and from P ande y et al. ( 2022 ) are included (shaded blue region). The model for P ande y et al. ( 2022 ) is only included up to z ∼
0.7, as for higher redshifts, due to the lensing kernel, the shear × y constraining power gets reduced (P ande y pri v ate comm.). Bottom panel: Hydrostatic bias 
expressed as B as a function of redshift, and best-fitting redshift-dependent model (solid lines), and redshift-independent model (broken lines). We also include 
the results for the two high-redshift bins, and the best-fits including these points. 

Figure 8. Reconstructed Y − M relation using our fiducial GNFW pa- 
rameters, and our large-scale hydrostatic bias results. We show the mean 
inferred ˜ Y 500 at the mean predicted halo mass for our first redshift bin (black 
open triangle). The horizontal error bar is estimated from the 16th and 84th 
percentiles of mass contributing to the signal, and the vertical error bar comes 
from the 16th and 84th percentiles of the inferred ˜ Y 500 models. We compare 
with the measurements using galaxy groups from Lim et al. ( 2018 ) (orange 
crosses). 
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dvantage of the high-resolution and low-noise nature of the SPT- 
Z + Planck y -map. We also discussed in Section 4.3 that there are
ncertainties in both the modelling and measurements of C 

gg 
� . Thus,

o extract the small-scale information in the gas profiles in C 

gy 
� , we

ake a couple of assumptions and adjustments to the analysis. In
ssence, we fix the HOD constraints using the large scales as in
ection 5 and Appendix A . Then, we fit the C 

gy 
� with k max = 2.5

pc −1 , freeing the GNFW gas profile parameters ( α, β, γ ). 
In order to get some physical intuition about our small-scale 

esults, we compare our C 

gy 

� measurements up to k max = 2.5 Mpc −1 

ith the GNFW model parameters for the cosmo-OWLS suite (Le 
run et al. 2014 ) reported in Le Brun et al. ( 2015 ) for the ‘REF’,
 AGN 8.0’, 7 and ‘ AGN 8.5’ simulations. Cosmo-OWLS is a set
f hydrodynamical simulations and is part of the OverWhelmingly 
arge Simulations (OWLS; Schaye et al. 2010 ) project. It has been
esigned to help impro v e our understanding of cluster astrophysics
nd non-linear structure formation by systematically varying several 
ub-grid physics models, including feedback from supernovae and 
MNRAS 522, 3163–3182 (2023) 

 The numbers represent the AGN heating temperatures in the form of 
og 10 ( T AGN / K ) in this naming convention. 
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M

Table 5. Best-fitting GNFW parameters from Le Brun et al. ( 2015 ) for different 
simulations of the cosmo-OWLS suite. 

Simulation P 0, 0 α β γ c P , 0 δ ε

REF 0.528 2.208 3.632 1.486 1.192 0.051 0.210 
AGN 8.0 0.581 2.017 3.835 1.076 1.035 0.273 0.819 
AGN 8.5 0.214 1.868 4.117 1.063 0.682 0.245 0.839 

Figure 9. Top panels: Measured power spectra (black circles) and best-fitting GNFW profile (black). We also include the GNFW profiles from Le Brun et al. 
( 2015 ) for the REF (cyan), AGN 8.0 (orange), and AGN 8.5 (maroon) simulations of the cosmo-OWLS suite. Bottom panels: Residuals relative to the uncertainty, 
� � for our best-fitting GNFW profile (black line), for the REF model (cyan), for the AGN 8.0 model (orange), and for the AGN 8.5 model (maroon). 
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8 We find that for some of the bins, the model using the parameters from the 
AGN 8.5 simulation have a lower χ2 than our model. This is due to added 
flexibility in the model by adding a mass dependence in P 0 and c P . 
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GN. One important note is that the best-fitting model in Le Brun
t al. ( 2015 ) modifies the profiles described by equation ( 15 ) by in-

luding a mass-dependent concentration, c P = c P , 0 

(
M 

10 14 M �

)δ

, and

ormalization, P 0 = P 0 , 0 

(
M 

10 14 M �

)ε

. The values for the parameters

hat we use to compare with these simulations are shown in Table 5 .
The best-fitting models are shown in Fig. 9 in black and listed in

able 6 . In Fig. 9 we also o v erlay the prediction of the small-scale
 

gy 
� from different hydrodynamical simulations as listed in Table 5 .
verall, we find that for the individual redshift bins, and for the

cales considered, our model provides a good description of the data
nd the predictions from simulations broadly follow the same trends
nd shape of the data vectors 

In order to quantify the o v erall agreement between the different
odels and our measurements, we combine the χ2 in the different

edshift bins to a total goodness-of-fit metric 

2 
total = 

3 ∑ 

i,j= 0 

√ 

χ2 
i r 

−1 
ij 

√ 

χ2 
j , (37) 

here r ij is the migration matrix defined in equation ( 35 ). Note that
his is equi v alent to considering that the only correlations between
ins are due to the photometric redshift o v erlap, and not due to the
SS. Given our scale cuts ( � > 150) and the redshift bin width, this

s a safe assumption. 
We find that the GNFW model with the free gas parameters is

he best description of our data with χ2 
total / ndof = 42 / 40 (PTE:

.37), followed by the AGN 8.5 model χ2 
total / ndof = 58 / 52 (PTE:
NRAS 522, 3163–3182 (2023) 
.25). 8 The REF simulation is a reasonable but somewhat worse
t with χ2 

total / ndof = 84 / 52 (PTE: 0.003) – we note that we gen-
rally expect REF to perform worse than the AGN models as it
oes not contain any AGN feedback, which is not realistic, as
e expect AGN feedback to be very rele v ant for the observables

onsidered here. Finally, the AGN 8.0 model seems to poorly
escribe bins 0, and 1, where the latter has a χ2 / ndof = 76 . 8 / 13.
he total χ2 

total / ndof = 108 / 52 (PTE:6 × 10 −6 ) indicates that this
odel does not describe the data well. We also check whether

ur model provides a good description of the 1-halo term of
 

gy 

� . We do this by computing the chi-square of the best-fitting
NFW model with free parameters restricted to the following range
f scales: 0.5 Mpc −1 < k < 2.5 Mpc −1 . We obtain χ2 / ndof =
3 . 63 / 6 , 6 . 38 / 6 , 2 . 75 / 6 , 1 . 01 / 6 , 2 . 64 / 5 , 4 . 52 / 6), in each bin re-
pectively, indicating that our model can accurately describe our
easurements within the 1-halo regime given our uncertainties. 
Tak en at f ace value, the data prefers the AGN 8.5 model o v er

he AGN 8.0 model, indicating that stronger feedback (higher T AGN )
s preferred. This is opposite from what is found in Tr ̈oster et al.
 2021 ) using cosmic shear only. Ho we ver, our results do agree with
everal other previous work including Gatti et al. ( 2022 ), Lim et al.
 2018 ), and Tr ̈oster et al. ( 2022 ). It is worth noting that there are
ome results in the literature that use the BAHAMAS (McCarthy
t al. 2017 ) simulations model, and the value for best-fitting AGN
eating temperature found using this model is different than using

art/stad1167_f9.eps
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Table 6. Summary of the number of data points, the best-fitting parameters, and the χ2 values against predictions from 

different simulations for the small-scale measurements in the SPT region described in Section 6 . The last two bins are 
shown in grey as they are not part of our fiducial sample. 

Bin n data α β c P χ2 (free gas) χ2 (REF) χ2 (AGN 8.0) χ2 (AGN 8.5) 

0 11 0 . 74 + 0 . 33 
−0 . 13 5 . 67 + 2 . 23 

−1 . 81 0 . 58 + 1 . 17 
−0 . 38 9.7 13.6 26.6 10.5 

1 13 0 . 62 + 0 . 14 
−0 . 08 5 . 89 + 1 . 61 

−1 . 38 0 . 38 + 0 . 55 
−0 . 22 22.5 62.0 76.8 23.2 

2 14 1 . 78 + 1 . 30 
−0 . 70 3 . 73 + 1 . 25 

−0 . 43 2 . 38 + 0 . 67 
−1 . 18 6.1 6.7 6.3 15.9 

3 14 2 . 01 + 1 . 25 
−0 . 81 4 . 03 + 1 . 26 

−0 . 53 2 . 24 + 0 . 60 
−0 . 97 11.3 14.1 14.8 19.8 

4 14 1 . 80 + 1 . 44 
−0 . 92 3 . 06 + 0 . 75 

−0 . 28 3 . 36 + 0 . 78 
−1 . 75 19.2 29.4 25.8 23.0 

5 14 1 . 38 + 1 . 50 
−0 . 62 3 . 16 + 0 . 94 

−0 . 34 3 . 16 + 1 . 10 
−1 . 87 21.5 26.4 34.3 20.1 

Figure 10. Ratio of the best-fitting gas profiles from the four tomographic 
bins in our work (solid lines) to the ‘AGN 8.5’ simulation in Le Brun et al. 
( 2015 ). We also plot best-fitting profile to Planck clusters (dot dashed cyan). 
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he cosmo-OWLS model as is done here. For example, the authors 
n McCarthy et al. ( 2017 ) point out that cosmo-OWLS AGN 8.0
atches best with AGN 7.8 for BAHAMAS. 
Our results also seem to indicate that, at low redshifts, the AGN

eedback is stronger than at higher redshifts (both AGN 8.0 and AGN
.5 lines are systematically abo v e the data points in bin 0 and 1, and
imilar or below the data points in bin 2 and 3), pointing to potential
edshift-dependent AGN feedback amplitudes that are somewhat 
ifferent compared to the cosmo-OWLS simulations. Furthermore, 
or the first two redshift bins, our GNFW fits prefer smaller values
or α, c P and larger values for β than those found for galaxy clusters
n Arnaud et al. ( 2010 ) and Planck Collaboration XVI ( 2013 ), which
eans that the gas profiles for our galaxy sample are more peaked

han typical cluster profiles. We show the ratio of the best-fitting
ressure profile to the AGN 8.5 profile at M = 10 14 M � h 

−1 in
ig. 10 . It is clear from this plot that, in general, the data prefer
 profile with higher pressure at small scales r < r 500 c compared to
he AGN 8.5 profile. In addition, there is a clear redshift evolution

this difference is most apparent at high redshift. We also include 
he best-fitting profile from Planck galaxy clusters, which shows a 
imilar trend as our results and interestingly matches well our results
rom Bin 2. 

We note that given the small number of simulations we are 
ble to compare to and the uncertainties in the data, we cannot
ake more generic astrophysical constraints on, e.g. the AGN 

eating temperature. We can, ho we ver, conclude that in the cosmo-
WLS simulation suite, the AGN 8.5 case, with all parameter 

ettings adopted by that simulation, can describe our data within the 
easurement uncertainties. This will suggest that in future analyses 
hen a plausible small-scale model is needed for, e.g. the matter
ower spectrum, AGN 8.5 will be a good option. We leave it for future
ork to apply the methodology of this work to more recent simulation

uits that systematically span a larger grid of different baryonic 
hysics such as the Cosmology and Astrophysics with Machine- 
earning Simulations project (CAMELS; Villaescusa-Navarro et al. 
021 ). 

 C O N C L U S I O N S  

n this paper, we measure and model the auto and cross-power spectra
f galaxy density and the thermal Sun yaev-Zeldo vich (tSZ) effect.
e use the MAGLIM galaxies from the first 3 yr of DES data and

he MILCA y -map, as well the y -map constructed using frequency
ombinations from SPT-SZ and Planck . There are two main goals of
his paper: First we use the large-scale information to constrain the
ydrostatic mass bias and compare with previous studies. Secondly, 
xing the HOD from the large-scale galaxy density auto- correlation, 
e fit the galaxy density- y cross-correlation and extract information 

bout the small-scale gas profile. We then compare our results with
ydrodynamical simulations. 

The main advances of this work are the high density of the MAGLIM

ample, which allows us to have a good SNR from redshift 0.2 to
.0, and the new y -maps from SPT, which probe smaller scales than
revious works. Additionally, having three different versions of the 
PT y -maps (minimum variance, CMB-CIB-nulled, and CIB-nulled) 
llows us a better understanding of the main foreground at z > 0.7,
he contribution from the CIB. 

We model the power spectra using an HOD approach, finding 
ood agreement with previous results (Zacharegkas et al. 2022 ). We
nd that our measurements of the hydrostatic bias, b H , are in good
greement with the literature (Vikram et al. 2017 ; P ande y et al. 2019 ;
hiang et al. 2020 ; Koukoufilippas et al. 2020 ; Yan et al. 2021 ; Chen
t al. 2023 ). 

We measure the evolution of b H with redshift, and find a slight
reference for a redshift dependent b H , and find the evolution to be
omewhat stronger than previous results. Additional measurements 
t higher and lower redshifts should be used to pin down the evolution
n future work. Our results using the Planck MILCA maps for z � 0.8
how CIB contamination levels of 70 per cent in the measured b H . As
 result, these maps should be used with caution for cross-correlation
tudies. We find that the bias due to the presence of CIB in the MILCA
 -map can be mitigated by estimating the contamination term (by
ropagating external estimated of the CIB at various frequencies 
hrough the MILCA weights), and subtracting that contribution from 

he measured correlation. 
Finally, we take advantage of the high-resolution nature of the 

PT maps and fit the measured gas profiles to a GNFW profile, and
MNRAS 522, 3163–3182 (2023) 
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ompare with standard profiles from the cosmo-OWLS suite (Le
run et al. 2015 ). We find that, o v erall, our results seem to prefer the

trongest of the considered AGN feedback models, AGN 8.5. This
grees with previous results using shear- y cross-correlations (Gatti
t al. 2022 ; Tr ̈oster et al. 2022 ). We also notice that this preference for
igher-than-typical AGN feedback is lowered when going to higher
edshifts, which may indicate a redshift evolution. 

Upcoming data from Advanced ACTPol (Henderson et al. 2016 )
nd SPT-3G (Benson et al. 2014 ), in combination with the final
ES data set and the Hyper Suprime-Cam Subaru Strategic Pro-
ram (HSC-SSP Aihara et al. 2018 ) can help us further study this
otential evolution, and impro v e the modelling of the small scales,
hich constitute one of the main limiting factors of current large-

cale structure cosmology analyses. 
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Figure A1. Galaxy bias results from the SPT (open circles), Planck (open 
squares) regions, compared to the DES Y3 results (DES Collaboration 2022 ), 
the results from Zacharegkas et al. ( 2022 ), and with the model from Nicola 
et al. ( 2020 ). 
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PPENDIX :  H O D  C O N S T R A I N T S  F RO M  

A L A X Y  CLU STERING  

s a by-product of this analysis, we obtain the HOD constraints from
alaxy clustering for the DES Y3 MAGLIM sample. A dedicated HOD
nalysis of the same sample using a g alaxy–g alaxy lensing approach
as presented in Zacharegkas et al. ( 2022 ). Being a cross-correlation,
 alaxy–g alaxy lensing is somewhat less prone to systematic effects.
s a result checking the HOD constraints from our analysis using
alaxy clustering with Zacharegkas et al. ( 2022 ) provides a good test
or the robustness of the constraints. In particular, a good test is to
ompare the galaxy bias obtained using the best-fitting halo model
arameters from this work, with the galaxy bias results measured
n Zacharegkas et al. ( 2022 ). We also compare these bias results
ith the results obtained in the 3 × 2-point DES Y3 analysis (DES
ollaboration 2022 ) (DES Y3 KP), and the model in Nicola et al.
 2020 ): 

( m lim 

, z) = [ b 1 ( m lim 

− 24 ) + b 0 ] D + 

( z) α, (A1) 

ith b 1 = −0.0624 ± 0.0070, b 0 = 0.8346 ± 0.161, α =
1.30 ± 0.19, and D + 

( z) the linear growth factor at redshift z.
n our case we use m lim 

= 4 z + 18. Since our measurements of C 

gg 

� 

re only sensitive to the b g σ 8 combination, we decide to compare on
hese terms instead of the raw galaxy bias, as some of these analyses
se slightly different values for σ 8 . In Fig. A1 we see that all of
he results using the DES Y3 are in good agreement. We also see
NRAS 522, 3163–3182 (2023) 

Table A1. Best-fitting HOD parameters for the SPT and Planck regions. 

Bin log 10 M min /M � log 10 M 

′ 
1 / M � αs βg 

SPT 

0 12 . 1 + 0 . 3 −0 . 4 13 . 2 + 0 . 5 −1 . 0 0 . 97 + 0 . 27 
−0 . 22 1 . 0 + 0 . 2 −0 . 5 

1 12 . 1 + 0 . 3 −0 . 3 13 . 1 + 0 . 8 −1 . 3 0 . 62 + 0 . 19 
−0 . 29 1 . 3 + 0 . 2 −0 . 1 

2 12 . 1 + 0 . 3 −0 . 3 12 . 9 + 0 . 6 −1 . 2 0 . 71 + 0 . 32 
−0 . 35 1 . 2 + 0 . 1 −0 . 1 

3 12 . 1 + 0 . 2 −0 . 2 12 . 7 + 0 . 6 −1 . 1 0 . 54 + 0 . 52 
−0 . 31 1 . 1 + 0 . 2 −0 . 3 

4 12 . 2 + 0 . 2 −0 . 2 12 . 6 + 0 . 7 −1 . 1 0 . 57 + 0 . 49 
−0 . 38 1 . 1 + 0 . 2 −0 . 4 

5 12 . 0 + 0 . 2 −0 . 4 12 . 4 + 0 . 6 −1 . 0 1 . 06 + 0 . 32 
−0 . 43 0 . 9 + 0 . 4 −0 . 5 

Planck (CIB co

0 12 . 1 + 0 . 3 −0 . 3 12 . 8 + 0 . 7 −1 . 3 0 . 68 + 0 . 33 
−0 . 36 1 . 2 + 0 . 2 −0 . 4 

1 12 . 2 + 0 . 3 −0 . 3 13 . 0 + 0 . 8 −1 . 5 0 . 61 + 0 . 32 
−0 . 40 1 . 3 + 0 . 2 −0 . 1 

2 11 . 9 + 0 . 3 −0 . 5 13 . 0 + 0 . 6 −1 . 2 0 . 84 + 0 . 18 
−0 . 26 1 . 2 + 0 . 1 −0 . 1 

3 12 . 2 + 0 . 2 −0 . 3 12 . 7 + 0 . 6 −0 . 9 0 . 73 + 0 . 35 
−0 . 49 1 . 1 + 0 . 1 −0 . 2 

4 12 . 2 + 0 . 2 −0 . 4 12 . 4 + 0 . 6 −1 . 1 0 . 86 + 0 . 30 
−0 . 50 1 . 0 + 0 . 2 −0 . 4 

5 12 . 1 + 0 . 2 −0 . 4 12 . 2 + 0 . 6 −0 . 9 1 . 91 + 0 . 30 
−0 . 56 0 . 8 + 0 . 3 −0 . 4 
hat the results from the SPT and Planck regions agree with each
ther. Finally, we see that our measurements are compatible with
he model from Nicola et al. ( 2020 ), despite using a different galaxy
ample (DES Y3 versus HSC). We include the best-fitting HOD
arameters in Table A1 for reference. 
βmax ρgy �z i σz, i 

2 . 3 + 2 . 0 −0 . 8 0 . 21 + 0 . 50 
−0 . 40 

(
−9 . 0 + 7 . 7 −7 . 1 

)
× 10 −3 0 . 97 + 0 . 06 

−0 . 06 

0 . 9 + 1 . 1 −0 . 5 −0 . 28 + 0 . 65 
−0 . 25 

(
−3 . 4 + 1 . 2 −1 . 1 

)
× 10 −2 1 . 31 + 0 . 09 

−0 . 10 

1 . 9 + 2 . 6 −1 . 1 −0 . 30 + 0 . 65 
−0 . 28 

(
−4 . 3 + 5 . 9 −6 . 6 

)
× 10 −3 0 . 88 + 0 . 05 

−0 . 05 

4 . 0 + 3 . 6 −2 . 3 −0 . 28 + 0 . 59 
−0 . 41 

(
−6 . 5 + 6 . 1 −6 . 3 

)
× 10 −3 0 . 92 + 0 . 05 

−0 . 05 

4 . 7 + 3 . 6 −2 . 3 −0 . 51 + 0 . 56 
−0 . 26 

(
1 . 4 + 7 . 7 −7 . 2 

)
× 10 −3 1 . 08 + 0 . 07 

−0 . 07 

5 . 8 + 3 . 0 −2 . 2 −0 . 62 + 0 . 26 
−0 . 14 

(
2 . 2 + 8 . 6 −8 . 1 

)
× 10 −3 0 . 85 + 0 . 08 

−0 . 07 

rrected) 

3 . 9 + 4 . 1 −1 . 9 −0 . 46 + 0 . 67 
−0 . 30 

(
−9 . 2 + 7 . 4 −7 . 2 

)
× 10 −3 0 . 98 + 0 . 06 

−0 . 06 

1 . 8 + 3 . 0 −1 . 0 −0 . 59 + 0 . 52 
−0 . 18 

(
−3 . 4 + 1 . 2 −1 . 2 

)
× 10 −2 1 . 31 + 0 . 10 

−0 . 10 

0 . 6 + 0 . 6 −0 . 3 −0 . 65 + 0 . 28 
−0 . 13 

(
−5 . 2 + 7 . 0 −6 . 8 

)
× 10 −3 0 . 88 + 0 . 06 

−0 . 06 

2 . 2 + 3 . 9 −1 . 0 −0 . 50 + 0 . 56 
−0 . 27 

(
−8 . 1 + 6 . 5 −6 . 5 

)
× 10 −3 0 . 92 + 0 . 05 

−0 . 06 

5 . 2 + 3 . 3 −1 . 9 −0 . 86 + 0 . 21 
−0 . 11 

(
7 . 4 + 7 . 5 −7 . 3 

)
× 10 −3 1 . 09 + 0 . 07 

−0 . 07 

5 . 2 + 3 . 2 −1 . 9 −0 . 79 + 0 . 31 
−0 . 14 

(
2 . 5 + 8 . 4 −8 . 8 

)
× 10 −3 0 . 85 + 0 . 08 

−0 . 07 
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