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Executive Summary

Cross-Sectoral Principles (Questions 1.2 - 1.4)

● We believe that transparency requirements should be stronger for automated decisions
that have a direct, material impact on people’s lives or livelihoods. An acknowledgement
that AI is being used to make decisions in these instances is insufficient. There should
be justifications for why a decision was made to enable users to appeal or challenge
these decisions.

● TAS Hub research into different explainability approaches reveals that performance can
be worsened if humans have varying degrees of expertise. This means that questions
around transparency and explainability might be directly linked to questions around AI
education and AI literacy. https://doi.org/10.48550/arXiv.2303.12390

● Routes of redress for AI harms could be improved if they rely less on an individualised
model of reporting, and are instead based on systematic, ongoing monitoring and
independent assurance.

Statutory Duty (Question 2)

● We agree that a statutory duty strengthens the regulator’s mandate, but it may introduce
an element that makes it difficult for regulators to adaptively respond to a changing AI
environment, where different types of AI will impact sectors differently. If a statutory duty
on regulators goes forward, the statutory duties should be able to cater to these
differences, and be put in place to ensure that other laws are upheld.

New Central Functions (Question 3)

● We think the new central functions should prioritise regulatory coordination and
coherence, undertaking activities such as co-badged guidance, ongoing coordination
through the Digital Regulation Cooperation Forum (DRCF), and expansion of the DRCF
to include regulators relevant to AI such as the Equality and Human Rights Commission
(EHRC), Medicines and Healthcare products Regulatory Agency (MHRA), among others.

Additional Education (Question 4)

https://www.gov.uk/government/organisations/department-for-science-innovation-and-technology
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● We do not agree with the planned educational outreach, as it does not go far enough.
Increasing awareness of the framework will be a good thing, but educational activities for
businesses and developers must facilitate understanding and application of ethical
practice, and how to exercise ethical judgement, as opposed to tick box implementation.

● The TASHub has developed a systematic framework for Responsible Research and
Innovation (RRI), including RRI Prompts and Cards, to assist designers and researchers
with ethical product design. https://doi.org/10.1145/3064940;
https://doi.org/10.1016/j.jrt.2022.100045

● Public open deliberative democratic events on the topic of AI regulation and ethics,
which facilitate open conversation between the public, regulators, and developers would
be an excellent way to both raise awareness and encourage an ongoing public
conversation about AI and its place in our society.

Legal Responsibility (Question 5)

● We do not think existing legal frameworks are sufficient for allocating legal responsibility
on topics relating to AI. Furthermore, we have concerns regarding the manner in which
each regulator will apply or interpret the principles in their sector. There could be
potential unfairness due to unequal treatment of parties in different sectors due to a
non-standardised approach.

● Whilst the principles can be applied by regulators in a quasi-legal manner, there is scope
to proactively protect society from harms eventuating from AI use in critical areas
through provision of a statutory approach with rights and routes to redress. These would
support the reduction of risk of harm by informing the AI industry (and those affected) of
what is expected of AI product development, deployment and use. Responsibility for the
outcomes of AI use must be determined prior to its adoption. We have proposed a
risk-pooled shared responsibility approach: https://doi.org/10.1177/0968533220945766

Foundation Models (Question 6)

● We agree that measuring compute provides a potential tool that could be considered as
part of the governance of foundation models.

● We advocate for other methods for governance beyond those proposed. A first step to
the governance of foundation models would be the reinforcement of the Digital Markets
Unit (DMU) as an independent regulatory body that governs and regulates foundational
AI models. The DMU, with extra resources could, in effect, create and implement rules
for different risks (e.g., disclosure around data being used, performance, compute) and
require companies to show their work. While existing regulatory bodies are already in
place and span multiple domains, these bodies are under-resourced and have failed on
many occasions, especially around matters of data privacy.

Regulatory Sandbox (Question 7)

● We believe that the regulatory sandbox will not work well without sufficient expert
recruitment into regulatory bodies. On the 22nd May 2023, the TASHub held an AI
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Regulators Workshop. Regulators mentioned that they were under-staffed when it came
to technical experts on AI. The government should invest in encouraging recruitment of
technical experts into regulatory bodies, upskilling staff and/or encouraging dialogues
between regulators and academic experts in the fields of AI and computer science.
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Q1. Our revised cross-sectoral principles, including safety
and transparency

Q.1.2 Are there other measures we could require of organisations to improve AI
transparency?

Transparency requirements should be much stronger for automated decisions that have a
direct, material impact on people’s lives or livelihoods. An acknowledgement that AI is being
used to make a decision, in these instances, is insufficient. There should be further reasons and
justifications for why a decision was made, including what variables and considerations the
algorithm has taken into account. Without these reasons, it becomes difficult if not impossible for
users to challenge decisions. Giving reasons for a decision also allows for an objective analysis
of the decision by third-parties, companies and consumers, whereby systematic bias, insufficient
evidence, faulty logic or other problems can be revealed, critiqued and rectified.
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Automated decision-making can have a widespread impact at a pace much faster than
traditional decision-making. The Australian “Robodebt Scheme” for example, involved the
issuing of $1.2 billion incorrectly assigned debt notices to welfare recipients. These debt notices
were based on a faulty algorithm that incorrectly calculated expected average income against
Centrelink figures. Alleged fraudulent recipients were sent debt notices in error, and this
continued for several years. The scheme cost the government $1.8 billion in a settlement with
the affected parties. Note that this was much more costly than the alleged “benefit” of the
scheme ($1.2 billion).

A similar scheme in Rotterdam, the Netherlands, automated welfare-fraud inspection. The
algorithm was biassed towards those who could not speak Dutch, who were foreign nationals,
or, due to these and other related criteria, showed indicators of belonging to a minority race.
(Constantaras et al. 2023). The Rotterdam system triggered fraud investigations on the basis of
systematic biases, resulting in minority populations being overpoliced, or living under higher
levels of oversight than the general population. This could have been avoided, had the data and
the variables been publicly released and/or audited by government or third-party actors.

According to Accenture, the creator of the Rotterdam system, the system aimed to uphold the
principles of equality and diversity (Constantaras et al. 2023). Yet, despite this commitment,
racial biases and discrimination were allegedly evident in the eventual application of the
algorithm. A commitment to ethical principles is therefore not sufficient in and of itself to prevent
bias. Auditing and testing are essential, to make sure that companies and the products they
create uphold ethical and humane AI principles. Transparency is therefore not just the public
release of data, but also public accountability for the management of systematic bias.

TAS Hub research into different explainability approaches also reveals that performance can be
worsened if humans have varying degrees of expertise. This means that questions around
transparency and explainability might be directly linked to questions around AI education and AI
literacy. (Hunt et al., 2023)

Q1.3. Do you agree that current routes to contest or get redress for AI-related harms are
adequate?

Current options for challenging the use of AI are often based on data protection rights. This is
an individual-rights regime that relies on a tort model of litigation that serves as a disincentive
and a barrier for individuals in raising attention to, and receiving compensation for, experienced
harms, particularly if these individuals belong to vulnerable groups. Individuals may not be best
placed to challenge the use of AI when they themselves are under-resourced, or lacking in
sufficient legal representation.

As an example, the use of algorithmic systems in the workplace, typically for hiring or
management, can be deployed without worker knowledge, consent, or meaningful ability to
opt-out. Workers face inherent power asymmetries in the workplace for which data protection



rights provide a weak mechanism of contestation or redress. This is one of many power
asymmetries that may dis-incentivize individuals from challenging AI harms.

Q1.4. How could current routes to contest or seek redress for AI-related harms be
improved, if at all?

Routes of redress could be improved if they rely less on an individualised model of reporting,
and are instead based on systematic, ongoing monitoring and independent assurance, across
public and private sector organisations.

Measures for contestation and redress should include avenues for highly consequential risk to
both the individual and to broader society, and also immediate and longer-term harms.

Q2. A statutory duty requiring regulators to have due regard
to the cross-sectoral principles

Q2.7. Do you agree that introducing a statutory duty on regulators to have due regard to
the principles would clarify and strengthen regulators’ mandates to implement our
principles while retaining a flexible approach to implementation?

Yes, a statutory duty on regulators would strengthen their mandate, but at the same time, it may
introduce an element that makes it difficult for regulators to adaptively respond to a changing AI
environment, especially where different types of AI will impact various sectors differently. If a
statutory duty on regulators goes forward, the statutory duty should be capable of adaptation to
circumstance, with a degree of flexibility and inbuilt exceptions, and be put in place to ensure
that other laws are upheld.

As stated in case study 3.5, for example, the fictitious company should be required to uphold
existing employment laws, and ensure that more bias and unfairness is not created from the use
of AI – even better if the fictitious company can reduce bias and unfairness. The case study
shows a potential for AI to increase transparency, which regulators should be able to recognize
without a statutory duty.

Q2.8. Is there an alternative statutory intervention that would be more effective?

Statutory interventions that would be effective include requiring regulators to provide a timeline
for revision, for example requiring a periodic review.



Q3. New central functions that focus on coherence across
the regulatory landscape, cross-sectoral risk, and monitoring
and evaluation

Q3.9. Do you agree that the functions outlined in Box 3.1 would benefit our AI regulation
framework if delivered centrally?

Yes, it is important to have these central functions and activities as AI will naturally bleed across
sectors. This can include the reuse and repurposing of similar underlying AI technologies (such
as algorithms or data) and it may also include application areas that cut across sectors. Having
aspects of the framework delivered centrally will benefit the framework.

Q3.10. What, if anything, is missing from the central functions?

Usually other countries used dedicated national labs, who have very high scientific expertise
and rigour to assist with monitoring and evaluation on AI-specific technologies. As written, it’s
not clear what exactly M&E is doing. What constitutes monitoring, what will be evaluated, and
how will it be evaluated? Are you going to incentivise regulators to follow the framework, if a
statutory duty is not enacted? For example, will the regulators compete for who is achieving the
best, as measured from the M&E?

Q3.11. Do you know of any existing organisations who should deliver one or more of our
proposed central functions?

The Regulatory Horizons Council (RHC) is already advising regulators, but is this really working,
can they provide enough? It would be better if other organisations are involved, though we do
not have any suggestions of who.

Q3.12. Are there additional activities that would help businesses confidently innovate
and use AI technologies?

Stakeholder engagement is mentioned, but it’s not clear what shape that engagement will take.
How will you ensure that industry (and others) have a voice? How will inclusivity and diversity be
supported within the stakeholder group? What would greater participatory collaboration and
engagement entail? It is necessary to further clarify, or provide examples of what the
engagement process could look like.

Q3.12.1. If so, should these activities be delivered by government, regulators or a
different organisation?

Ideally, these activities would be delivered as independently as possible, though it’s clear that
there are no true stakeholders outside of AI innovation, even among academics. At the same



time, academic organisations might be the most objectively placed for coordinating these
activities, especially as AI regulation is a topic of interest among academics.

Q3.13. Are there additional activities that would help individuals and consumers
confidently use AI technologies?

An easy-to-use reporting mechanism, similar to Yellow Card for healthcare (which MHRA uses
for medicine and medical device injuries) but specifically dedicated to AI-related concerns. This
should be delivered centrally.

Q3.13.1. If so, should these activities be delivered by government, regulators or a
different organisation?
As mentioned above, either centrally by the government or an independent organisation
capable of delivering a platform that does not deter reporting, is easy to use, and can be
actioned upon where appropriate.

Q3.14. How can we avoid overlapping, duplicative or contradictory guidance on AI issued
by different regulators?

One of the priorities for the central functions should be regulatory coordination and coherence,
undertaking activities such as co-badged guidance, ongoing coordination through the Digital
Regulation Cooperation Forum (DRCF), and expansion of the DRCF to include all regulators
relevant to AI such as the Equality and Human Rights Commission (EHRC), Medicines and
Healthcare products Regulatory Agency (MHRA), among others.

Q4. Additional education and awareness support for
consumers, businesses, and regulators

Q4.1. Do you agree that the functions outlined in Box 3.1 would benefit our AI regulation
framework if delivered centrally?

Not entirely, no. There are some problematic and simplistic assumptions - please see answers
below.

Q4.2. What, if anything, is missing from the central functions?

There is a problematic focus on education and awareness about the framework and an overly
simplistic assumption that increased awareness will enhance trustworthiness. Increasing
awareness of the framework will be a good thing, but educational activities for businesses and
developers must facilitate understanding and application of ethical practice, and how to exercise
good ethical judgement, as opposed to tick box implementation.



The TASHub has developed a systematic framework for Responsible Research and Innovation,
including RRI Prompts and Cards, to assist designers and researchers with ethical product
design. https://doi.org/10.1145/3064940; https://doi.org/10.1016/j.jrt.2022.100045

Q4.3. Are there additional activities that would help businesses confidently innovate and
use AI technologies?

As mentioned above, education with developers that focus on ethical judgement, as opposed to
simply awareness of the framework, will be essential. This is to mitigate the risk of superficial
tick box compliance, and encourage ethical practice.

Q4.4. If so, should these activities be delivered by government, regulators or a different
organisation?

This kind of activity could be effectively delivered by teams or individuals from higher education
institutions with the expertise and experience of ethics education. Prof Jonathan Ives at the
University of Bristol has already been thinking about how this could be done, as part of the TAS
node on Functionality.

Q4.5. Are there additional activities that would help individuals and consumers
confidently use AI technologies?

Public open deliberative democratic events on the topic of AI regulation and ethics, which
facilitates open conversation between publics, regulators, and developers would be an excellent
way to both raise awareness and encourage an ongoing public conversation about AI and its
place in our society. Increasing inclusivity and diversity - including marginalised groupings who
will make use of the technology - in the discourse as active participants in the process ought to
be encouraged.

Commissioning the development of educational resource packs for schools about AI and its role
in society would be an excellent way to encourage thinking and early awareness of technology
that will soon be ubiquitous but has significant risks.

Q4.6. If so, should these activities be delivered by government, regulators or a different
organisation?

This kind of activity could be effectively delivered by teams or individuals from higher education
institutions with the expertise and experience of ethics engagement. Prof Jonathan Ives at the
University of Bristol has already been thinking about how this could be done, and started work
on developing pilot activities, as part of the TAS node on Functionality.

https://doi.org/10.1145/3064940
https://doi.org/10.1016/j.jrt.2022.100045


Q5. The allocation of legal responsibility for AI throughout
the value chain

Q5.L1. What challenges might arise when regulators apply the principles across different
AI applications and systems? How could we address these challenges through our
proposed AI regulatory framework?

If each regulator applies principles as per their interpretation of them, unfairness due to unequal
treatment of parties in different sectors may arise due to a non-standardised approach.

Timeous and effective communication among multi-regulators would be key to coherent sectoral
interpretations. The leading regulator for a specific case would be responsible for coordinating
communication with other relevant regulators in order to ensure mutual supportive
interpretations of the principles at issue.

Q5.L2.1 Do you agree that the implementation of our principles through existing legal
frameworks will fairly and effectively allocate legal responsibility for AI across the life
cycle?

No. Legal liability in England and Wales is not determined on principlism, but on legal structures
- these structures could treat users unfairly. Please see Smith and Fotheringham’s work here:
https://doi.org/10.1177/096853322094 and here: https://doi.org/10.1177/09685332221076124

The 5 principles set out fundamental key values for AI regulation, however, huge gaps exist
between these high-level principles and the practical guidelines for allocation and demarcation
of legal responsibilities for actors across the life cycle. The demarcation of liability between
developers and deployers would first need addressing where a third party certification could
step in. In addition to tracing the liability of an individual actor, the possibility of group
responsibility (such as the liability of the software development team) could be explored.

Other alternative models, such as strict liability, compulsory insurance schemes and special
compensation funds (ie. The oil pollution compensation fund; the September 11th Victim
compensation fund; New Zealand Compensation Scheme), for high-risk AI systems, would be
beneficial when evidence is not transparent as to the responsibility of an individual or a group of
actors.

Q5.L.2.2. How could it be improved, if at all?

Whilst principles can be applied by regulators in a quasi-legal manner, there is scope to
proactively protect society from harms eventuating from AI use in critical areas through provision
of a statutory approach with rights and routes to redress. These would support the reduction of
risk of harm by informing the AI industry (and those affected) of what is expected of AI product
development, deployment and use. Responsibility for the outcomes of AI use must be

https://doi.org/10.1177/0968533220945766
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determined prior to its adoption. We have proposed a risk-pooled shared responsibility
approach: https://doi.org/10.1177/0968533220945766

It is useful to develop AI systems with tracing systems where chain of custody and liability could
be tracked down. Particularly, at the juncture of transition from development and deployment,
assurance from a third party may also be useful for examining the phased quality control. When
the ex ante measures are adopted to prevent failure, ongoing monitoring and surveillance are
still instrumental for ensuring safety in the total lifecycle. As mentioned above, additional safety
measures such as insurance schemes and special compensation funds would play an integral
part ex post to remedy the damage.

Moreover, work on developing a process to operationalise and refine high-level, abstract
principles to lower-level evaluative standards for implementation by development teams has
been done at the TAS Resilience hub at University of York.
https://link.springer.com/article/10.1007/s11023-022-09614-w.

Q6. Approaches to the regulation of foundation models

Q6.F1. What specific challenges will foundation models such as large language models
(LLMs) or open-source models pose for regulators trying to determine legal
responsibility for AI outcomes?

1. Balance between legal responsibility and business growth: The most important

challenge in determining legal responsibility for AI outcomes is ensuring a balance

between UK legal standards and business growth, as the UK Government looks to

foundational AI companies as a means to jumpstart the UK’s flatlining productivity. This

is highlighted in the UK Government’s Pro-Innovation Approach to AI Regulation

(2023:4) which states that it wishes to “make the UK one of the top places in the world to

build foundational AI companies”. With this, new start-ups will enter the AI field and new

foundation AI markets will emerge, centred around expectations of the commercial

prospects of foundation models. Foundational AI companies are expected to bring

economic prosperity through a start-up culture of innovation and entrepreneurialism.

Because of this, the report plays a role in ensuring that its five new legislative principles

[1] for regulating AI does not stifle AI innovation and slow the growth of businesses

developing and using foundational AI models. In particular, the report emphasises the

importance of a ‘light touch’ approach and opposes “too much responsibility” to

companies developing foundational models because questions of responsibility at early

https://doi.org/10.1177/0968533220945766
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stages of innovation is likely to place “undue burdens on businesses” developing and

using AI (2023: 3).

However, failing to give foundational AI companies responsibility will allow UK-based

businesses the opportunity to effectively ‘interpret’ these principles in a way that

presents their system or business practice in the best possible light. Given the UK

Government’s push towards economic growth, their relaxed or ‘light touch’ approach is

more about contributing to market share than it is about ensuring safety and

effectiveness. This has led some commentators to suggest that the Government’s new

approach to regulating AI is “walking a fine line between promoting innovation and

protecting citizens, society and business” (Preez, 2023). It may be that a ‘light touch’

approach to regulation will move the UK economy forward but, the lack or looseness of

regulatory principles and their application is likely to cloud legal responsibility for AI

outcomes if something goes wrong. Such a light touch to legal responsibility at the

beginning will encourage further freedom down the line to users of foundation models

and impacted third parties in the AI supply chain, creating the potential for responsibility

gaps to emerge. This is likely to encourage competition between foundational AI

start-ups, who in support of the Government’s drive to “stimulate the UK economy” may

shirk their responsibility when it comes to determining issues of accountability, liability

and responsibility, allowing foundational AI companies and AI users (such as an

insurance company) to be free of being legally responsible for accidents and injuries

consequent on the design, engineering, or use of the model.

Put simply, a ‘light touch’ approach encourages a situation in which the responsibility and

legislative requirements of foundation AI companies become lost for the sake of

economic growth. It is therefore important that AI companies’ interpretation of the five

principles are audited, given how interpretations will differ between individual

organisations (Smit et al., 2020) or people working in them. This opens the door to

investigating the professionals’ interpretations of how they apply the regulatory principles

in their practices. Therefore, we encourage ‘pre-deployment’ studies to look into the

tensions between practitioners’ interpretations of the regulatory principles when

developing foundational AI models. A pre-deployment phase of study is vitally important

in this context, given how developers and users of AI in the private sector depend on

business growth and profit-making (Ada Lovelace Institute et al., 2021).



2. Attribution of responsibility: Because foundation models are trained on large amounts
of data from various sources (e.g., ‘open source’), it can be difficult to attribute

responsibility for AI outcomes to a specific person or entity. This makes their behaviour

difficult to predict. This attribution of responsibility becomes even more complicated

when the model is ‘adapted’ (e.g., ‘fine-tuned’) by many different people or organisations

for specific tasks in the AI value chain, making it even more difficult to determine who is

ultimately responsible for the outcomes of these models.

It is therefore important to note that AI users (i.e., businesses who buy these models

from foundational AI companies) and then further ‘adapt’ these models for their own

purposes opens up the risk of third-party accountability becoming diluted in the AI value

chain. The ‘adaptivity’ of the model then, makes the process of determining legal

responsibility for AI outcomes even more difficult and may allow third parties to shift the

blame when negative outcomes occur.

The challenge, then, is to ensure foundational models can be built in a way that makes

clear a chain of responsibility relationships, allowing obligations to be passed from one

role to another, with each link in the chain being a responsibility relationship between two

roles. It should be noted that this process needs to be explicit in order to explain how the

distribution of responsibilities has come about.

3. Transparency: The report tends to see foundation models as unproblematic, and does

not mention the pitfalls of building foundational models on unlabelled data. Foundation

models are trained on raw or unlabelled data, generally with ‘unsupervised learning’

(Merritt, 2023). According to a group of Stanford University researchers, this means no

one has told the machine learning algorithm what it should be looking for (Bommasani et

al., 2022). Training foundation models on unlabelled datasets and unsupervised learning

is said to bring a number of opportunities to companies. For instance, unlabelled

datasets saves time and money compared to traditional supervised labelling (where

humans/experts are employed to manually query and re-label each data item from

datasets) which is slow, expensive, and hard to govern, or reuse.



However, training foundation models on unlabelled data also brings with it a variety of

risks and uncertainties (Bommasani et al., 2022). For example, building foundation

models on unlabelled data and unsupervised learning (i.e. ‘self-supervision’) leads to the

risk of what Snorkel AI researchers Ratner et al., (2017) call ‘weak supervision’ (Ratner

et al., 2017) resulting in an evolving landscape of algorithmic opacity. Such opacity will

make it difficult for regulators and impacted AI users and third parties to understand why

these models make certain decisions or provide certain outputs (Bommasani et al.,

2022), raising the challenge of transparency for companies creating foundation models

for various domains. This opacity will make it difficult for regulators to evaluate the

decision-making processes of foundation models and determine if they are fair,

unbiased, and comply with legal requirements, and as a consequence, makes it difficult

to establish levels of responsibility and liability.

In order for regulators to determine legal responsibility for AI outcomes, companies

developing foundation models must ensure that rigorous methods are developed and

applied to produce transparency regarding the nature of training data of foundation

models. For example, Snorkel AI – a data platform company founded in 2015 – are

leading the way in researching the ‘weak supervision’ (WS) of foundation models

(Casey, 2023), resulting in over 60 peer-reviewed publications on techniques to manage

weak supervision. One of these techniques includes ‘Snorkel Flow’, a data-centric

platform that helps “make weak supervision accessible and performant” (Snorkel AI,

2023). Designed to foster public trust in foundational AI, Snorkel Flow supportw the idea

that “systems need to be traceable, continuously monitored, and transparent”. Looking at

previous regulatory frameworks should reveal that building or using technology that

fosters a transparent process is key to trustworthy AI. Regarding transparency, previous

research has shown that people prefer good “everyday explanations” of AI decisions

rather than technical explanations of how a decision is made (Mittelstadt et al., 2018).

The importance of everyday explanations in helping AI users and public(s) to better

understand how AI impacts their lives has been previously highlighted by the

Government in their Ethics, Transparency and Accountability Framework for Automated

Decision-Making.

https://snorkel.ai/weak-supervision/
https://snorkel.ai/snorkel-flow-platform/
https://www.gov.uk/government/publications/ethics-transparency-and-accountability-framework-for-automated-decision-making
https://www.gov.uk/government/publications/ethics-transparency-and-accountability-framework-for-automated-decision-making


4. Rapid development: The field of AI is constantly evolving, and foundation models are

becoming increasingly sophisticated. Regulators are already struggling to keep up with

the latest advances of foundation models – the gradual emergence of efforts to regulate

the capabilities embedded in these complex technologies may come too late for some.

Foundation models such as ChatGPT – already in use across society and some

domains (such as medicine and computer science) – has already raised significant

questions about its potential as a tool for misinformation (Murphy, 2023; Hsu and Myers,

2023), hacking (Burgess, 2023), job loss (Berkely and Berlin, 2023; Future of Jobs

Report, 2023), de-skilling (Pearson, 2023), privacy (Morrison, 2023) as well as a risk

from ‘bad actors’ (Sparkes, 2023; Kleinman and Vallance, 2023). For example, ChatGPT

has already raised questions around whether it meets data protection laws and was

recently blocked in Italy with the Italian Government having already ordered OpenAI to

cease collecting and processing Italian users’ data until it complied with the personal

data protection regulations such as GDPR by Garante Privacy (GPDP), the Italian’s

privacy watchdog and data protection authority (Morrison, 2023). In response, OpenAI

was given 20 days to address the issues, and regulators said in mid-April that ChatGPT

could return if it complied by April 30th – OpenAI did comply with the issues raised by the

GPDP in late March through a series of changes, including a form to remove users’ data,

stricter age verification, and articles on how ChatGPT collects personal information. In

the medical domain, a group of radiologists who used ChatGPT to produce a research

article in the journal Skeletal Radiology found that it produced “false data from fictitious

sources” – raising concerns of the potential harm that could come from inaccurate

medical information, a problem that exacerbated by untrained readers (Murphy, 2023).

What is most concerning is that Dr. Geoffrey Hinton (a pioneer of AI), has recently joined

a growing chorus of critics saying that companies developing foundational AI are “racing

towards danger” and is concerned with the risks that may arise from the deliberate action

of “bad actors”, such as Russian President Vladimir Putin (Kleinman and Vallance,

2023). Hinton is particularly concerned about global competitiveness and how

competition between foundational AI companies is forcing companies into rushed

launches of models with a lack of analysis or controls to ensure responsible use. For

example, some reports have claimed that ChatGPT can be used to control military

drones, enabling drones to be used for target recognition (Sparkes, 2023). Such

concerns recall familiar conditions of security and legal responsibility in which



foundational AI models threaten regulators’ capacities for innovation and responsibility.

In recent weeks relating to foundational models, ChatGPT has featured as a massive

security risk. Burgess (2023) insists that the “hacking of ChatGPT is just getting started”,

and claims people have already created prompts that “bypass OpenAI’s safety systems”

leading it to spout homophobic statements, create phishing emails, and support violence

- for a breakdown of ChatGPT’s vulnerabilities, see Adversa (2023).

Our concern is that there are challenges in how to balance rapid development with legal

management and approaches. This calls for a concerted effort to support UK

foundational AI companies in shaping legal safeguards and controls alongside the

development process of foundational AI. For this reason, we encourage the UK

Government to move away from a light-touch approach to a more systematic, adaptive

and proactive approach in responsible AI governance, such as ‘compliance-by-design’[2]
– applying a systematic approach to integrating regulatory requirements into manual and

automated tasks and processes – an approach that has already been recommended by

ForHumanity Executive Director Ryan Carrier. We must take heed of Dr. Hinton’s and

other experts’ concerns about the dangers of foundational AI by way of ensuring each

foundational AI company is: (1) enabled and empowered to conduct independent audit

of AI systems through ‘compliance-by-design’ approaches, and (2) supported to build its

own team of legal experts (bringing together, for example, human rights, data protection,

transparency, accountability, competence, and equalities considerations). A positive

consequence of this may stop foundational AI models going live without the company or

its users considering, for example, the privacy implications of their data being used to

train the algorithm. Ultimately, we stress that companies must provide documentation to

prove that the model is ‘safe enough’ before it is released into the wild. Such

documentation must include disclosures around the data that is being used, the

performance of the model, and an impact assessment. Similar to existing regulatory

bodies (like the FDA), foundational AI companies and AI users in each domain must

conduct a safety review before deployment. This draws on the idea that there needs to

be a set of safety standards for foundational AI models, for instance, a set of specific

tests that a model has to pass before it gets deployed into the real world. Again, this

process must draw on the expertise of independent auditors who can say that the model

IS or IS NOT in compliance with standard safety thresholds.

https://adversa.ai/blog/gpt-4-hacking-and-jailbreaking-via-rabbithole-attack-plus-prompt-injection-content-moderation-bypass-weaponizing-ai/


Q6.F2. Do you agree that measuring compute provides a potential tool that could be
considered as part of the governance of foundation models.

Yes. Measuring compute capacity [3] is paramount to the governance of foundation models.

This is highlighted in the A Blueprint for Building National Compute Capacity for Artificial

Intelligence report by the Organisation for Economic Co-operation and Development (OECD,

2023) which warns us that the computational capabilities required to train modern machine

learning systems has multiplied by hundreds of thousands of times since 2012, due to

government and private sector led initiatives within countries developing cutting-edge AI.

Measuring compute is becoming increasingly prominent in governance and AI development

work as those companies who are able to invest in compute can continue to reinforce

socioeconomic divides, creating further differences in competitive advantage and productivity

gains (OECD, 2023). For this reason, the OECD offers a blueprint to regulators and partner

economies for building their own national AI compute plan along three dimensions: capacity

(availability and use), effectiveness (people, policy, innovation, access), and resilience (security,

sovereignty, sustainability). Additionally, measuring compute capacity can also help understand

the environmental impacts of compute and better inform growing debates around climate

change mitigation in order to meet climate changed targets.

In this context, measuring compute becomes a valuable tool for the governance of foundation

models. By measuring the amount of compute being used to train these models, policy makers,

companies, and other stakeholders could gain insight into the resource and energy

requirements, as well as information about speed and performance. However, measuring the

compute of foundational models presents several challenges. These include: a lack of standard

metrics (there are currently no AI-specific metrics to measure the compute used to train and

deploy foundational models at national or sectoral levels); complexity of model architecture;

diversity of hardware; data variability; and the evolution of technology (OECD, 2023).

Q6.F3. Are there other approaches to governing foundation models that would be more
effective?

The unique properties of foundation models that make them attractive as general-purpose AI

may also present unknown and unpredictable risks. The issue of ‘stepping in to address risks

when necessary’ may actually come too late.



A first step to the governance of foundation models would be the support and reinforcement of

the Digital Markets Unit (DMU) to effectively govern and regulate foundational AI models,

including predatory practices by major firms. The DMU should be encouraged to, in effect,

create and implement rules for different risks (e.g., disclosure around data being used,

performance, compute) and require companies to show their work. While existing regulatory

practices are already in place and span multiple domains, these bodies are under-resourced

and have failed on many occasions, especially around matters of data privacy in the digital

sector and Big Tech (Edwards, 2022; Garrod et al., 2023). The DMU should be supported with

greater resources and research, rather than just placing funding into more projects on

technology development. For example, this may take the form of pre-deployment and post

deployment testing, as well as identifying/making sense of bad actors and all sorts of risky

behaviour.

A second step highlights a need for the DMU to demand transparent development of foundation

models. While this isn’t new, the promotion of transparency in the development process is a

good first step in the governance of foundation models. This would be, for example, ensuring

foundational AI companies have mechanisms in place to openly share information about the

model’s training data, architecture, and potential biases, which opens them up to scrutiny

through other actors (such as external auditors or external researchers). Doing so will help

facilitate better understanding of the model.

A third step would be to establish ethical guidelines for the development and use of foundation

models. Such guidelines should be specific to foundational models and address issues such as

fairness, privacy, security, and the avoidance of harm.

A fourth approach would be on interdisciplinary collaboration and multistakeholder involvement

in the co-production of rules and ethical principles. This could involve a diverse range of

stakeholders, including researchers, policymakers, industry experts, and the general public all

being involved in shaping these rules (For instance – through advisory boards, expert panels

and/or public consultations).

A fifth approach would focus on robust evaluation and testing. Bommasani et al. (2022: 17), in

particular, points out how foundation models challenge the existing standards of contemporary

evaluation paradigms in machine learning since they are “one step removed from specific

tasks”. For this reason, Bommasani et al. (2022: 17) endorse the creation of three new rigorous



evaluation processes to assess the performance and potential biases of foundation models.

Through three central nodes of analysis, Bommasani et al., (2022: 17) emphasises: (1) a

process which evaluates foundation models directly to measure their inherent capabilities as a

means to inform how foundation models are trained (“intrinsic evaluation”); (2) a process which

evaluates task-specific models by controlling for adaptation resources and access (“extrinsic

evaluation and adaptation”), and (3) a process which supports a broader evaluation design to

provide richer context beyond measures of accuracy (e.g., robustness), fairness, efficiency,

environmental impact (“evaluation design”). The creation of these three evaluation processes

and testing infrastructures give hope to AI companies as they identify and mitigate biases in

foundation models, especially as they look to address questions of fairness across different

demographic groups. For example, adopting a process of ‘intrinsic evaluation’ could lead to the

development and use of debiasing techniques which actively diversify the training data which, in

turn, can be used to evaluate disparities in performance. In connection with that promise and

against the exacerbation of unfair outcomes that arise from foundation models, Snorkel AI’s

data-centric platform ‘Snorkel Flow’ is intended as an important contribution to the identification

and management of biases in inherited foundation models, with the aim of “correcting biases in

AI systematically” (Team Snorkel, 2022).

A sixth approach to the governing of foundation models could be the creation of accountability

mechanisms. Defining clear lines of responsibility and accountability for the development and

deployment of foundation models is especially important given that foundation models (by

definition) are incomplete, but can be adapted for use by an AI user (like an insurance company

or telecommunications company) across different domains like industry, science, government,

and academia. This could involve mechanisms for reporting and addressing any concerns or

complaints raised by AI users, third parties or affected communities.

A seventh approach to governance should focus on applying updates (Dai et al., 2021) or

learning such update rules (Mitchell et al., 2021). This updating and improvement of foundation

model should incorporate feedback from users and stakeholders; an iterative design process

which should help to ensure that the model evolves with societal needs and values.

[1] (1) ‘Safety, security and robustness’; (2) ‘Appropriate transparency and explainability’; (3) ‘fairness’; (4)
‘accountability and governance’; and (5) ‘contestability and redress’.

https://snorkel.ai/snorkel-flow-platform/


[2] ‘Compliance-by-design’ is a process of developing a software system that implements a business process in such

a way that its ability to meet specific compliance requirements is ascertained. Formal methods are typically involved

to automate compliance rule verification (Kokash, 2014).

[3] AI compute capacity is defined as: “one or more stacks of hardware and software used to support specialised AI

workloads and applications in an efficient manner” (OECD, 2023: 20).

Q7. An AI regulatory sandbox

On the 22nd May 2023, the TASHub held a Regulators Workshop, inviting regulators from a

number of different industries to discuss the challenge of regulating AI. A consistent theme of

the workshop was that regulators were under-staffed when it came to technical experts on the

topic.

As a result, the government should invest in either encouraging the recruitment of technical

experts into regulatory bodies, upskilling regulatory staff and/or encouraging further dialogues

between regulators and academic experts in the fields of AI and computer science.
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