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by Thomas Celora

Hydrodynamics is one of the oldest research areas in physics, with applications across
all macroscopic scales in the Universe. Despite the long history of successes, however,
fuid modelling still presents severe conceptual and computational challenges. Not
surprisingly, the hurdles become even more formidable for relativistic fows, and new
issues come to the fore too. This work is concerned with advancing multi-fuid models
in General Relativity, and in particular focuses on the modelling of dissipative fuids
and turbulent fows. Such models are required for an accurate description of neutron
star phenomenology, and binary neutron star mergers in particular. In fact, the advent
of multi-messenger astronomy—started with the frst detection of a binary neutron star
coalescence in 2017—offers exciting prospects for exploring the extreme physics at play
during such cosmic freworks.

In this work we frst focus on modelling dissipative fuids in relativity, and explore the
arguably unique model that is ideally suited for describing dissipative multi-fuids in
General Relativity. Modelling single fuids in relativity is already a hard task, but for
neutron stars it is easy to argue that we need to understand even more complicated set-
tings: the presence of superfuid/superconducting mixtures, for example, means that
we need to go beyond single-fuid descriptions. We then consider turbulent fows and
focus on how to perform “fltering” in a curved spacetime setting. We do so as most
recent turbulent models in a Newtonian setting are based on the notion of spatial flter-
ing. As the same strategy is beginning to be applied in numerical relativity, we focus
on the foundational underpinnings and propose a novel scheme for carrying out flter-
ing, ensuring consistency with the tenets of General Relativity. Finally, we discuss two
applications of relevance for binary neutron star mergers. We focus on the modelling
of (b-)reactions in neutron star simulations, and provide a discussion of the magneto-
rotational instability that is suited to highly dynamical environments like mergers. We
focus on these two problems as reactions are expected to source the dominant dissi-
pative contribution to the overall dynamics, while the magneto-rotational instability is
considered crucial for sustaining the development of turbulence in mergers.

http://www.southampton.ac.uk
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Notation

General conventions and units.
In this thesis we work with geometric units, that is

G = 6.674� 10−11 m2 kg−1 s−2 = 1 ,

c = 2.997� 108 m s−1 = 1 ,

where G is Newton’s gravitational constant and c is the speed of light in vacuum.

We use the “mostly-plus” signature for the metric, so that the fat line element in
Minkowski coordinates ft, x, y, zg takes the form

ds2 = −dt2 + dx2 + dy2 + dz2 .

As such, time-like four vectors have negative norm.

Throughout this document we mainly work using explicit components notation for ten-
sors. Space-time indices are denoted by “early” Latin characters a, b, c, . . . and take val-
ues from 0 to 3, while spatial indices are denoted with “late” Latin characters i, j, k . . .
and take values from 1 to 3. We reserve the Latin characters x, y, z to denote different
chemical species/components. In a multi-component system made of neutrons (n) and
protons (p) for example, the chemical index takes values x = n, p. Capital Latin charac-
ters A, B, C, . . . will be used to indicate coordinates on the matter spaces only. Finally,
we distinguish indices with respect to a coordinate basis from those relative to an or-
thonormal basis or tetrad. The latter are denoted with an additional “hat” symbol on
top, such as vâ.

We make use of the Einstein summation convention, where repeated indices (one con-
travariant or “up” and one covariant or “down”) imply summation. For example

vava =
3

∑
a=0

vava ,
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where va is an arbitrary four vector. Note that the Einstein summation convention does
not apply to the chemical indices x, y, z. Similarly, we will not distinguish between “up
or down” chemical indices.

Indices enclosed in round or square brackets denote, respectively, symmetrization and
anti-symmetrization. If one (or more) of the indices within such brackets has “straight
lines” to its left and right, the (anti-)symmetrization does not apply to it. For example,
given a generic tensor Aabc

Aa(bc) =
1
2

�
Aabc + Aacb

�
, Aa[bc] =

1
2

�
Aabc − Aacb

�
, A(ajbjc) =

1
2

�
Aabc + Acba

�
.

Derivatives and forms.
Throughout this document we make use of different notions of derivatives of a ten-
sor. As usual, partial and covariant derivatives are denoted with ¶ and r respectively.
Working in a coordinate basis, the tangent space is spanned by the basis vectors

¶a =
¶

¶xa ,

and the covariant derivative of a generic tensor Tab...
cd... takes the form

reTab...
cd... = ¶eTab...

cd... + Γa
f eT f b...

cd... + Γb
e f Ta f ...

cd... + . . .

− Γ f
ecTab...

f d... − Γd
edTab...

c f ... − . . . .

Clearly, this reduces to partial derivative for scalar quantities. The connection coeff-
cients Γa

bc are taken as Christoffel symbols and are determined by the metric gab and its
frst derivatives as

Γa
bc =

1
2

gad (¶bgdc + ¶cgbd − ¶dgbc) .

This means that, in particular, the connection is compatible with the metric ragbc = 0
and the connection is symmetric (i.e. torsion free) Γa

bc = Γa
(bc).

An orthonormal basis eâ is linked to a coordinate one through the “matrix” ea
b̂

(or its
inverse eâ

b) so that
¶a = eb̂

a eb̂ .

The covariant derivative of a tensor T âb̂...
ĉd̂...

in a tetrad basis takes the form

reT âb̂...
ĉd̂... = ¶eT âb̂...

ĉd̂... + w â
e f̂ T f̂ b̂...

ĉd̂...
+ w b̂

e f̂ T â f̂ ...
ĉd̂...

+ . . .

−w
f̂

e ĉT âb̂...
f̂ d̂... −w d̂

e f̂ T âb̂...
ĉ f̂ ... − . . . ,

where the spin coeffcients w ĉ
a b̂

can be obtained from the connection coeffcients via

w ĉ
a b̂ = eĉ

e ed
b̂ Γe

ad − ed
b̂ ¶aeĉ

d .
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We also make use of the notion of Lie derivative. Given a tensor Tab...
cd...and a vector va,

the Lie derivative of Tab...
cd... along va is given by

LvTab...
cd... = vd¶dTab...

cd... − (¶eva)Teb...
cd... − (¶evb)Tae...

cd... − . . .

+ (¶cve)Tab...
ed ... + (¶dve)Tab...

ce... + . . . .

Whilst the Lie derivative does not require a metric or a connection to be defned, it is
often convenient to rewrite the expression above in a form that is manifestly covariant.
This can be obtained by substituting ¶ ! r in the expression above, provided the
connection is symmetric (the case of interest here as we work with Christoffel symbols).

We also make use of differential (p-)forms, namely covariant tensors that are totally
anti-symmetric. Given a p-form n we write it in components notation using the “natu-
ral basis”

n =
1
p!

ni1 ... ip dxi1 ^ � � � ^ dxip ,

where ^ is the exterior product and ni1 ... ip is totally anti-symmetric in its indices. The
exterior derivative d is an operation that takes a p-form as input and outputs a (p+1)-
form. In components notation this is defned as

dni1 ... ip+1 = (p + 1)¶[i1 ni2 ... ip+1] .

In a similar fashion as for the Lie derivative, the exterior derivative of a p-form can be
written in a manifestly covariant way by substituting ¶ ! r in the expression above
provided we work with a symmetric connection.

The Hodge-dual operation, denoted by �, takes a p-form as input and outputs a (n-
p)-form, where n is the dimension of the manifold the p-form lives in. In component
notation,

(�n)i1 ... iq = #
j1 ... ip

i1 ... iq
nj1 ... jp , q = n− p

where # is the spacetime volume form, defned as

#abcd =
p
−g[a b c d] , # cd

ab = #abe f gcegd f

with [a b c d] denoting the Levi-Civita symbol.

Riemann, Ricci and Einstein tensor.
The space-time curvature is encoded in the Riemann tensor, namely the space-time is
fat provided the Riemann tensor vanishes. Given a generic co-vector (or 1-form) wa,
the Riemann tensor is defned as

[ra,rb]wc = (rarb −rbra) wc = −Rd
cabwd .



xviii Notation

In components notation,

Ra
bcd = ¶cΓa

bd − ¶dΓa
bc + Γe

dbΓa
ce − Γe

bcΓa
de .

The Ricci tensor, Ricci scalar and Einstein tensor are obtained from the Riemann tensor
as

Rab = Rc
acb , R = Ra

a , Gab = Rab −
1
2

Rgab .

Projections and velocity gradients decomposition.
Throughout this document we often use parallel and perpendicular projection oper-
ators with respect to an observer. Given a time-like unit vector ua, these are defned
as

//a
b= −uaub , ?a

b= ga
b + uaub .

We also make frequent use of the observer four velocity gradients decomposition. This
is given by

raub = −abua + wab + sab +
1
3

q ?ab

where the acceleration and vorticity, shear and expansion rate are defned (respectively)
as

ab = uaraub ,

wab =?c
[a?

d
b] rcud ,

sab =?c
(a?

d
b) rcud −

1
3

q ?ab ,

q = raua =?a
b raub .

Finally, the notion of Hodge-dual in the subspace orthogonal with respect to some ob-
server ua four velocity is frequently used in this work. This is defned in terms of the
space-time volume form #abcd as

#u
abc = #dabcud .

Note that, for notational clarity, we will often drop the u-label and write the object as
#abc instead. We do so whenever there is no risk of confusion.

Any variation from (or addition to) the notational conventions discussed here will be
made explicit throughout the document.
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Chapter 1

Introduction

1.1 Motivation

Fluid behaviour is relevant across all macroscopic scales in the Universe, from the in-
terior of biological cells and the cardiovascular apparatus all the way up to planetary
systems, stars, galaxies and beyond. This, together with the fact that fuids are vital to
human survival, is arguably the reason why hydrodynamics—namely the study and
modelling of fuid behaviour—is one of the oldest research areas in physics. And yet,
despite fuids having attracted the attention of numerous scientists and engineers over
the years, hydrodynamic modelling still presents severe conceptual and computational
challenges. This is demonstrated, for example, by the “Navier-Stokes existence and
smoothness problem” Millennium Prize, and/or the fact that turbulent fows—namely,
the vast majority of real-life fows—are extremely costly to simulate. Such challenges
are ever more formidable when we couple hydrodynamics to relativity, meaning that
we consider fuids fowing at velocities commensurate to the speed of light and, at
the same time, immersed in a strong gravitational feld. The challenges added by the
(successful) marriage of relativity and hydrodynamics are, not surprisingly, both con-
ceptual and practical. To give one example, the most intuitive and natural extensions
to relativity of the Navier-Stokes equations—further discussed in this thesis—are well-
known to give rise to problems [115]. On the practical side, simulations of relativistic
fuids are intimidating by their complexity and computational cost.

As a small side-step before carrying on, let us state clearly that throughout this the-
sis we consider Einstein’s General Relativity as the theory of gravity, even though we
know that this cannot be the “ultimate theory”. The indications of this are, in fact both
theoretical and observational. On the one hand we know General Relativity breaks
down on the quantum scales. On the other hand, we may view the need of includ-
ing mysterious (and predominant) dark energy/matter contents in our cosmological
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models—required to match observational evidences such as the accelerated expan-
sion of the Universe—as an indication that something is missing in our understand-
ing. Nonetheless we will here take a pragmatic/conservative approach and consider
General Relativity as the “correct” theory of gravity. This is well-motivated consider-
ing that General Relativity has passed, over the years, weak and strong-feld tests with
fying colours (see, for example, the recent review by Will [226]).

Given the tremendous challenges posed by the modelling of relativistic fuids, it is per-
fectly logical to wonder why we should care. The obvious reason is that there exist real
systems whose description/modelling requires relativistic hydrodynamics. The most
intriguing ones, possibly from a biased perspective, are neutron stars. Neutron stars
form, quite dramatically, as result of a dying star that was born suffciently massive—
namely with mass 8M� . M . 30M�, where M� is the mass of our Sun [199, 186, 17].
Once it has emptied its nuclear fuel reservoir, such a massive star undergoes an ex-
tremely powerful explosion, known as “core-collapse supernova”, that leaves behind a
proto-neutron star. In essence, neutron stars are among the most exotic objects in the
Universe: they contain roughly the same mass as the Sun squeezed into a 10 km radius
sphere. Their extreme compactness, second only to black holes, means that General
Relativity is an absolute must for accurately modelling neutron stars’ phenomenology.
At the same time, the extreme densities reached inside neutron stars (a few times that of
an atomic nucleus) make them ideal laboratories to probe otherwise inaccessible phys-
ical regimes. In particular, realistic modelling of neutron star phenomenology—and its
“validation” through simulations and observations—allow us to set constraints on the
elusive equation of state encoding matter properties at such extreme densities, and test
our understanding of gravity in the strong feld regime at the same time.

When it comes to neutron star astrophysics, it is almost impossible not to mention the
spectacular detection of 17th August 2017—hence dubbed GW170817. For the frst time,
the Laser Interferometer Gravitational-wave Observatory (LIGO) and Virgo teams cap-
tured the faint gravitational wave signal emitted during a binary neutron star inspiral
[2]. This detection came roughly two years after the very frst gravitational wave detec-
tion accomplished by the LIGO team on 14th September 2015 [1]. In this frst remarkable
event—known as GW150914—the gravitational waves were generated by two black
holes inspiralling and merging, and travelled for about 1.3 billion years (at the speed
of light) before reaching the detectors on Earth. Despite this earlier detection and the
many more binary black hole merger detections that followed1, GW170817 truly repre-
sents a milestone for astrophysics. The gravitational wave event was soon followed by

1See https://www.ligo.org/detections.php for an up to date catalogue.

https://www.ligo.org/detections.php
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the detection of a post-merger electromagnetic counterpart [3] thus marking the begin-
ning of a new “multi-messenger era”2. Moreover, this event also confrmed the long-
standing paradigm that much of the heavy elements in our Universe form precisely
during such spectacular cosmic freworks [123, 171].

Whilst it is undeniable that GW170817 represents an astonishing achievement, it has
also demonstrated the range of exciting features we can explore with neutron star
mergers [36, 185, 149, 189, 203]. Neutron star mergers provide an opportunity to ex-
plore many extremes of physics, from the state of matter beyond the nuclear saturation
density (the elusive equation of state [164, 80, 218, 135]) to the formation of a long-lived
merger remnant (likely a black hole [201, 45, 30]). Matter outfows and the associated
rapid nuclear reactions determine the (hopefully) observable kilonova signature [152]
and the twisting of the stars’ magnetic feld may help collimate an emerging jet and
hence explain observed short gamma-ray bursts [167, 64].

Current gravitational-wave facilities, however, are only sensitive to the signal produced
in the inspiral phase (during which the orbit shrinks due to energy lost in gravitational
waves until the neutron stars touch and merge), even though much of the interesting
dynamics happens at merger and during the post merger phase (at the end of which
the system eventually settles down to either a black hole or neutron star). The violent
merger dynamics is affected by the details of the transport properties of matter at such
extreme densities and temperatures [12], and hence crucial to set tight constraints on
the still-baffing equation of state. For this reason, new and more sensitive facilities
are currently at the planning stage—such as the Einstein Telescope [146] and the Cos-
mic Explorer [182, 76] in the context of gravitational wave detectors—and expected to
come online in the 2030s. With more sensitive instruments coming on-stream in the
future, higher precision observations are anticipated and one may hope to extract more
detailed information about the involved physics. These extremely exciting prospects
constitute the motivation for the work presented in this thesis.

1.2 Outline

As present (and future) binary neutron star merger detections offer a wealth of oppor-
tunities to explore several extremes of physics, it is important to have an understanding
of the different ingredients required to fully realize this potential—this will also provide
further context for the results discussed within this thesis.

2In truth, it was the FERMI gamma ray telescope that sent out the trigger alert to LIGO and other
telescopes. A large noise glitch in one of the LIGO detectors at the same time as the real signal, in fact
prevented LIGO from sending out the alert frst—as the gravitational wave signal arrived in the detectors
roughly two seconds before the gamma ray burst detection. However, after having cleaned the data, LIGO
confrmed the detection in gravitational waves of the frst binary neutron star merger.
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We obviously need sensitive detectors/telescopes (of all sorts) and, for the purpose of
this thesis, it will suffce to say that efforts in this direction are under way. We obviously
also need sophisticated tools to analyze the data, and extract useful physics informa-
tion from a merger detection. Focusing on the gravitational aspects, for example, we
need to contrast the gravitational wave signal to waveform templates. To construct the
templates, we need accurate theoretical modelling of the entire merger process, from
inspiral to ringdown [69]. Analytical models (based on the so-called Post-Newtonian
expansion [172]) can accurately describe the inspiral phase, but they prove inadequate
as the orbital separation of the two neutron stars (or black holes) approaches a few
times their radii. To model the actual merger and post-merger phase we must rely on
numerical simulations [184, 200]. This means that, as mergers are highly dynamical
events, the full suite of Einstein equations have to be solved together with a suitable
description of matter. Current simulations tend to involve an evolution of the ideal
fuid equations, possibly augmented with a relatively simple scheme (or closure) to
account for electromagnetic effects and (neutrino) radiation. Although these models
already provide a formidable computational task, it is easy to argue that an accurate
description of the physics involved in a merger would require even more complicated
theoretical models. This is ever more true given the expected advancements in detector
technology and sensitivity.

When it comes to neutron stars, it can be easily argued that a fuid model capable of
accounting for all the relevant physics should involve at least four distinct components
[21]. We expect, in fact, to fnd superfuid neutrons and superconducting protons as
we go deep enough into the crust and core of a neutron star [103, 62], meaning that
neutrons and protons fow independently from each other. We also expect a fow of
electrons, coupled to the protons due to electromagnetic interactions, and fnally a heat
fux/entropy fow. This means that sophisticated multi-fuid models constitute an im-
portant part of the story, and a substantial part of this thesis is dedicated to discussing
them. Moreover, as the violent dynamics of a merger is expected to push matter out
of (local) thermodynamic equilibrium [104, 105], we also need to include dissipation in
the models we would like to simulate. At the same time, however, while there is no
doubt that multifuid models are crucial for modelling the phenomenology of neutron
stars3, the question arises as to whether, say, superconductivity in the core will im-
pact merger and post-merger dynamics. We may expect, for example, that the heating
generated by the two neutron stars smashing against each other is going to melt the
crust and push matter above the relevant critical temperature. In this respect, however,
current simulations do not provide a defnite answer, and some suggest that parts of
the core could remain cold enough for superfuidity/superconductivity to play a role
[104]. Obviously, the presence of superfuid/superconducting phases would change
the underlying dissipative mechanisms. In essence, given the expected sensitivity of

3Pulsar glitches, for example, are considered smoking gun evidence for the presence of superfuid
phases in the interiors of neutron star [107, 29].
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future detectors, we are urged to check whether a more realistic modelling of neutron
star matter can leave a measurable imprint in the detected signals.

In developing such complicated theoretical models, however, we need to bear in mind
the extreme computational costs of simulating them, forcing us to consider simplifca-
tions whenever possible. The limitations associated with actual numerical implemen-
tations become ever more crucial if we consider that we expect turbulence to develop
in mergers due to known fuid instabilities [138, 151]. In fact, the modelling of turbu-
lence is an extremely complicated and subtle business already at the Newtonian level.
In essence, we would like to make sure that the underlying physical features are faith-
fully represented by our theoretical models and, at the same time, make sure that we
“get the physics right” in our numerical simulations. This is clearly a very challenging
issue. As a fnal point, it is also crucial to keep in mind that we need to make sure
that the physics we hope to explore is cleanly associated with particular observational
features.

In this thesis we will discuss recent theoretical advancements in (electromagnetic) multi-
fuid modelling in General Relativity, motivated by applications to neutron star astro-
physics and neutron star mergers in particular. The introduction so far already suggests
that there are a number of interconnected aspects to be kept in mind, from dissipation
to turbulence. Given the complexity of the systems we aim to model, it is natural to
consider each of these different aspects “one at a time”. As such, the thesis is divided
into three different parts, each of which is somewhat self-contained and could be read
almost independently from the rest. Nonetheless, the discussions provided in the dif-
ferent parts complement each other to form a coherent story.

The frst part of this thesis is devoted to the modelling of dissipative multi-fuids. Mod-
elling dissipation in relativity is challenging already for single fuid models, and has
baffed physicists for quite some time. Several ideas and prescriptions are currently on
the market, and some of them are fairly recent. We will therefore start the frst part by
reviewing in chapter 2 the different modelling strategies. The discussion will highlight,
in particular, that most of the present strategies do not seem to allow for an “easy” ex-
tension to multi-fuid models, which is presumably required for neutron stars. We will
then continue in chapter 3 focusing on the (arguably) unique strategy that is clearly
suited for this. In particular we will study the close to thermodynamic equilibrium
regime of an action based variational model for dissipative multi-fuids.

The second part of this thesis is devoted to discussing some of the issues that arise when
modelling turbulence in relativity. Turbulent models in Newtonian hydrodynamics of-
ten involve some notion of fltering/averaging, and such strategies are becoming fash-
ionable also in the relativity community, with impressive successes [169, 5]. However,
whilst there has been signifcant numerical effort going into extending the Newtonian
logic to relativity, the foundational underpinnings for these strategies are not as well
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explored as one may like. As such, after a brief introduction to hydrodynamic tur-
bulence, we will focus in chapter 4 on discussing the foundational issues that arise in
extending the Newtonian logic to the relativistic setting. This brings us to propose
a novel scheme for carrying out fltering for relativistic fuids. Whilst the analysis in
chapter 4 focuses on single-fuid models, in the following chapter 5 we will discuss the
frst steps towards extending such a scheme to multi-fuids. Even though at frst sight
this second part may seem relatively independent from the previous one, it is rather ev-
ident that the two are linked. A frst indication of this comes from the well-known fact
that energy and momentum transport are enhanced in turbulent fows. Furthermore,
fltering an ideal fuid model—that is a model that does not account for dissipative
effects—inevitably introduces additional terms in the equations that are akin to “effec-
tive dissipative terms”, as we demonstrate in chapter 4.

While the frst two parts of this thesis are rather theoretical—although the discussion in
part II brings to the fore the key role played by computational limitations—we will con-
tinue in part III by considering two relevant binary neutron star merger applications. In
particular, in chapter 6 we will focus on modelling reaction-sourced bulk viscosity for
neutron star simulations—as reactions are expected to source the dominant dissipative
mechanism in mergers. The topic is relatively well-explored from a “theoretical” per-
spective [11, 9, 10, 6, 8]—but still numerically challenging—so that our analysis aims to
establish how the inevitable “limitations” of a numerical simulation (in terms of reso-
lution) enter the discussion. In particular, we also explore the link to (or confict with)
strategies for dealing with turbulent fows. We then continue our journey focusing in
chapter 7 on the magneto-rotational instability (MRI), which is considered a key mecha-
nism for developing/sustaining turbulence in the outer envelopes of merger remnants.
Crucially, the analysis is framed in a way suited for highly dynamical environments
such as mergers. We provide our concluding remarks and comment on future works in
part IV.

Supplemental material is provided in appendices. In appendix A we discuss the Fermi
coordinates as these play a key role in chapter 4. Appendix B provides additional infor-
mation about the multi-scale methods used in chapter 6, while in appendix C we make
explicit contact with quantities that can be computed from standard equation of state
tables as collected, for example, in the compOSE database [210]. In appendix D we link
the analysis of chapter 7 to the usual MRI results/criteria. Finally, in appendix E we
discuss the Routh-Hurwitz criterion, which is going to be used both in chapters 4 and 7.

1.3 Relativistic perfect fuids

As an appetizer before we begin the main part of our journey, let us cover some back-
ground material that is relevant to all the following parts. Quite naturally, dissipative
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fuid models build on the notion of perfect fuids, namely fuids where dissipative ef-
fects can be neglected. As for turbulence, we expect it to develop in fuid fows where
inertial effects prevail over viscous/dissipative ones. As such, we need to understand
how to model (relativistic) ideal fuids before we can meaningfully start talking about
dissipation and turbulence. Excellent introductions to relativistic ideal fuids can be
found in several textbooks/reviews—such as, for example, [134, 224, 155, 81, 184, 21]—
and the material is often covered in introductions to General Relativity. Nonetheless,
we take this as an opportunity to set the stage for the analysis presented in the follow-
ing chapters.

Let us begin by writing down the Einstein feld equations (in geometric units)

Gab = 8pTab , (1.1)

where Gab is the Einstein tensor associated with the spacetime metric, while Tab is the
stress-energy-momentum tensor associated with the matter content within the space-
time. In essence, these equations prescribe how the matter/energy content curves
the spacetime and, in turn, the spacetime metric/curvature dictates how (test, freely-
falling) particles move in spacetime. An important property of the Einstein tensor is
that it is divergence free, meaning that

raGab = 0 , (1.2)

which follows from its defnition and the second Bianchi identity satisfed by the Rie-
mann tensor. This means that, as a consequence of the Einstein feld equations, we also
have

raTab = 0 , (1.3)

namely, energy and momentum are locally conserved. From a feld-theory perspective,
the conservation of the stress-energy-momentum tensor is associated with diffeomor-
phism invariance—and hence is analogous to conservation laws obeyed by the Noether
currents whenever the feld-theory has some underlying symmetry [144, 225]. Whilst
the distinction between equations of motion and conserved Noether currents becomes
important in the context of multi-fuid modelling—and we will come back to stress this
issue—we here follow the “tradition” and refer to eq. (1.3) as the equations of motion
of hydrodynamics.

It is immediately clear, however, that in order for eq. (1.3) to yield equations we can
work with (or simulate), we need to specify the stress-energy-momentum tensor—
otherwise our fuid model is somewhat “empty”. To do so, we frst note that the stress-
energy-momentum tensor can be decomposed—just like any other tensor—into parts
that are, algebraically, parallel or orthogonal with respect to some observer Ua.4 In

4By observer we here mean a normalized time-like unit vector. The concept will be further developed
in the following chapters.
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particular, we can decompose the stress-energy-momentum tensor as

Tab = EUaUb + 2Q(aUb) + S ab (1.4)

where
E = TabUaUb , Qa =?a

b TbcUc , S ab =?ac?bd Tcd . (1.5a)

The different terms are then interpreted as follows: E is the energy density measured
by the observer, Qa is the spatial momentum fux measured by the observer (and, by
defnition, satisfes QaUa = 0) while S ab encodes the spatial stresses (and is obviously
a symmetric tensor). Whilst this decomposition is useful, it is just an algebraic decom-
position. As such, we need to do some more work.

In order to arrive at the perfect fuid equations we now introduce the concept of lo-
cally co-moving observer, which we denote with ua in order to distinguish it from the
generic one introduced above. We assume that the particles constituting the fuid col-
lide suffciently often (using a classical mechanics language) that we can meaningfully
talk about a mean velocity feld associated with the particles’ collective motion. The
co-moving observer is then defned as the observer that moves with the mean fow.
Next, we further assume that the frequent collisions are random in nature, so that an
observer moving with the mean fow would observe an isotropic distribution of parti-
cles. This then brings us to consider the most generic stress-energy-momentum tensor
that is consistent with such a notion of isotropy. In essence, we will require every quan-
tity in the stress-energy-momentum tensor decomposition to be invariant with respect
to spatial rotations (spatial with respect to the co-moving observer ua).

We can rephrase the last assumption in a more formal way, by saying that we retain
only those parts of Tab—which belongs to a rank-two tensorial representation of the
Lorentz group5 SO(3, 1)—that transform as scalars under the rotation group SO(3).
As the rotation group is a sub-group of the Lorentz one, the decomposition of different
representations of the Lorentz group with respect to the rotation group are well known.
In particular, a symmetric rank-two (Lorentz) tensor is made up of two scalars, one
vector, and a spin-2 part with respect to the rotation group. The assumption of isotropy
means that we take the vectorial and spin-2 part to vanish. However, let us here leave
the formalities aside and proceed with a more intuitive discussion. We begin with the
energy density, which is obviously a scalar under the Lorentz group. As such, the
energy density is also a scalar with respect to rotations and we can keep it. Next, we
observe that the momentum fux is a spatial vector living in the subspace orthogonal
to the observer four-vector ua. This means that a non vanishing momentum fux vector

5In fact, we can always introduce a non-coordinate basis/tetrad such that the metric is in Minkowski
form at each point in spacetime. Using such a basis, any tensor becomes a Lorentz tensor. This has the
additional advantage that it shows how in General Relativity we take the Poincaré group—namely the
Lorentz group augmented with space-time translations—and require it to be a local/gauge symmetry
of the theory. Invariance with respect to gauged space-time translations is nothing but invariance with
respect to diffeomorphisms. See, for example, Carroll [50].
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would identify a preferred direction in the subspace orthogonal to ua. In order to not
break isotropy, then, we need to assume that it vanishes. Finally, we focus on the spatial
stresses and note these can be further decomposed as

S ab = S ?ab +S habi , where S = S a
a , S habi = S ab − 1

3
gabS . (1.6)

In short, S is the trace and S habi is the (symmetric) trace-free part of the stress tensor.
The trace is a Lorentz scalar so that the same logic as for the energy density applies. On
the other hand, the trace-free part describes anisotropic stresses and hence must vanish
in isotropic fuids. We conclude that the stress-energy-momentum tensor of an ideal
fuid takes the form

Tab = #uaub + p(gab + uaub) . (1.7)

Note that we have here re-labelled the energy density and isotropic stresses as # and
p (respectively), consistent with the standard notation. The isotropic stresses are then
identifed with the (equilibrium) thermodynamic pressure, usually given in the form
of an equation of state (either in analytical form or provided as a table of data).

Since we now have a prescription for the stress-energy-momentum tensor, we can use
it to make the energy-momentum conservation law more explicit. Working out the
parallel and orthogonal projections of eq. (1.3) we obtain6

uara# + (# + p)raua = 0 , (1.8a)

(p + #)ab+ ?bc rc p = 0 . (1.8b)

The frst relation is, intuitively, the familiar energy density balance law. It says, in fact,
that the time derivative of the energy density is proportional to the expansion rate of
the fuid (with a negative sign). If the fuid undergoes compression (negative expan-
sion rate), the energy density will increase because i) the same energy is now stored
in a smaller volume ii) of the “pdV”-work the fuid element does on its surroundings.
The second equation is instead the relativistic Euler equation: it says that the fuid is
accelerated in such a way to minimize pressure gradients, where the pre-factor in front
of the four-acceleration ab accounts for pressure contributions to the total mass-energy
of the fuid.

We can think of the two equations in (1.8) as evolution equations for the energy density
and the four velocity, respectively7. The system would then be closed provided we have
an equation of state of the form p(#). Whilst this is a valid equation of state for, say, a
fuid made of radiation, we would normally work with a two-parameter (or more)
equation of state. For example, we can think of it as a function p = p(n, #), where

6It should be obvious by now that we here mean parallel and orthogonal with respect to the comoving
observer.

7That we only need three equations to fully determine the four velocity is due to the fact that a fourth
component can be obtained from the constraint uaua = −1 provided the other three are known.
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n is the particle number density8. This means that we need an additional evolution
equation for n. As the particle number density is typically associated with baryons, we
are then led to write a continuity equation

ra(nua) = 0 =) uaran + nraua = 0 . (1.9)

Note that the particle number density continuity equation plays the role of the mass
continuity equation in non-relativistic fuids (see, e.g. [199]). Taken together, eqs. (1.8)
and (1.9) form a closed system of equations9.

We conclude this introduction to relativistic perfect fuids showing why this model
truly describes an ideal fuid. To do so, however, we need to talk a little bit about (equi-
librium) thermodynamics. Let us frst of all consider the frst law of thermodynamics
written in terms of quantities per unit volume (see, for example, [21])

d# = Tds + mdn , T =

�
¶#

¶s

�
n

, m =

�
¶#

¶n

�
s

(1.10)

where m , T are the chemical potential and temperature, while s in the entropy density—
and n, # are the particle number and energy densities as before. Similarly, the “Euler
relation” is

p + # = Ts + mn . (1.11)

In essence, what this shows is that we can think of the equation of state as some relation
that allows us to express the various thermodynamic quantities in terms of our two
favourite ones. Quite naturally from a theory perspective, we are then led to choose
these as the energy and particle number densities. In particular, we can think of the
entropy density as s = s(n, #). As such, we can derive an evolution equation for the en-
tropy density starting from the relevant equations for the energy and particle densities.
It is then easy to show that

Tra(sua) = Tuaras + Tsraua = uara#− muaran + (p + #− mn)raua

= (uara# + (p + #)raua)− m (uaran + nraua) = 0 , (1.12)

where we have used the thermodynamic relations above as well as the continuity equa-
tions for the energy and particle number densities. In essence, this equation says that
the entropy-current sua satisfes a continuity equation as well. As thermodynamics
dictates that dissipation is associated with an increase in entropy, the model truly rep-
resents an ideal fuid.

8In non-relativistic fuids, the pressure is often given as function of the mass density instead.
9We also note that more work is required to write the same equations in a form suitable for numerical

implementations [184, 200, 100]. However, this would require us to cover additional background, which
would be beyond the scope of this thesis anyway.
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Part I

Dissipative (multi-)fuids in General
Relativity



Chapter 2

Dissipative fuid models in General
Relativity: an overview

The frst part of this thesis focuses on modelling dissipative fuids in (general) relativity,
which is a thorny issue that has kept physicists busy for quite some time. The covariant
nature of General Relativity highlights the central role played by the reference frame
used to describe a physical system. At the same time, the evolution of dissipative fuids
must be consistent with thermodynamic principles and the arrow of time associated
with the second law. As such, it is clear that the marriage of General Relativity and
thermodynamics poses interesting foundational questions, so that it should not come a
surprise that a number of authors have made signifcant contributions over the years1.

Here we present an overview of the most important developments and results obtained
over the past seventy years. The aim is not to draw a complete picture but only to in-
troduce the main ideas and set the stage for what comes next. We will, in fact, continue
in the following chapter 3 by focusing on the action-based dissipative framework of
Andersson and Comer [20]. We do so as this is the only framework currently on the
market that is suited for describing multi-fuid systems.

2.1 Non-equilibrium thermodynamics

As hydrodynamics is a macroscopic theory, fuid models must be complemented with
some information about the microphysics of the system they aim to describe. For
the ideal fuid case, for instance, such information may be the chemical potentials of
the fuid constituents. These can be obtained within the equilibrium thermodynamics

1Since the list of authors is indeed very long (and growing), we fnd it diffcult to do justice to all
of them here. Instead, we will acknowledge as we go along the most important contributions (for our
purposes) made by the various authors, and point to [184, 21, 188, 42] for further references.
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framework. However, if we move to the non-ideal case, new effects like viscosity or
heat conductivity start to play a role in the macroscopic dynamics. To take these ef-
fects into account, one needs to provide hydrodynamic models with new information,
typically in the form of transport coeffcients. As these describe out of equilibrium pro-
cesses, we start with a short discussion of non-equilibrium thermodynamics. Note that
the analysis in this section is Newtonian. We will discuss how to re-phrase the same
ideas in a relativistic setting later.

2.1.1 Linear irreversible thermodynamics

Classical equilibrium thermodynamics is a macroscopic theory that aims at describing
the observed properties of a many-particle system—at thermodynamic equilibrium—
in terms of a fnite set of macroscopic variables (like energy E, volume V and particle’s
number N). It does not describe, however, the evolution of a system towards such
equilibrium states, nor the damping of statistical fuctuations around it. These kind of
phenomena are the realm of irreversible thermodynamics.

A frst fundamental result in the study of irreversible processes is due to the pioneering
work of Onsager [166], and it is now customary to refer to it as “Linear Irreversible
Thermodynamics” (LIT). To sketch the main ideas of LIT, let us consider the entropy
of a system out of (but close to) equilibrium, assuming that the entropy S is function
of some state variables A1, A2, A3 . . . The key assumption of LIT is that the number of
variables necessary to specify the out of equilibrium state of the system is the same as
in equilibrium. Then we can write2

S = Seq −
1
2 ∑

b,g
Gbgabag , (2.1)

where ab is the deviation from the equilibrium value of the corresponding variable Ab.
If we then assume the Onsager regression hypothesis—which states that spontaneous fuc-
tuations of the system decay with the same evolution law as the perturbations caused
by external forces—we can write

dab

dt
= −∑

g

Mbgag , (2.2)

2In this section we will use the greek letters a, b . . . to label the dissipative processes that lead to some
entropy production. The Einstein summation convention does not apply to them.
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where the matrix M describes the decay of spontaneous fuctuations. The entropy pro-
duction in turn is3

dS
dt

= −∑
b,g

Gbgab
dag

dt
= ∑

g

JgXg , (2.3)

where we have introduced the thermodynamic forces Xg = −∑b Gbgab and thermody-
namic fuxes Jg = dag/dt. By means of eq. (2.2) we can rewrite the entropy production
rate as

Γs =
dS
dt

= ∑
bg

LbgXbXg , (2.4)

where the matrix L = M � G−1. The second law of thermodynamics then implies that
the symmetric part of L must be a positive semi-defnite matrix. While in his original
discussion Onsager only considered thermodynamic variables that are even under time
reversal, Casimir later extended the analysis to include also odd variables (e.g. the
magnetic feld) [56], demonstrating the so-called Onsager-Casimir relations:

Lbg = #b#gLgb , (2.5)

where #b is the parity of the variable ab under time reversal.

2.1.2 Causality and extended irreversible thermodynamics

Despite LIT being successful and largely used in many different contexts, it has serious
drawbacks that are disturbing already at the Newtonian level, and unacceptable at the
relativistic one. For instance, the standard Fourier law for the heat-fux q (here given
in 1+1 dimensions) q = −k¶xT can be deduced within the LIT program4. When the
Fourier law is coupled to the balance law for the energy density # of a system at rest
¶t# = −¶xq, it yields the heat equation

¶T
¶t
− D

¶2T
¶x2 = 0 , (2.6)

where we introduced the heat diffusivity D, defned as D = k/cv where cv is the heat
capacity at constant volume. As a result, a temperature perturbation will propagate
with infnite speed5. This is obviously against our intuition as we would expect ther-
mal and viscous disturbances to propagate with a speed of the order of, say, the mean
molecular speed. Whilst this problem may be ignored for non-relativistic applications
where typical speeds are much smaller than the speed of light c, it comes back to bite

3Let us note for clarity that the thermodynamic quantities in this section are global and refer to the
entire system under consideration. As a consequence, all equilibrium quantities are constant in time. This
applies also to Gbg defned in eq. (2.1), which is evaluated at equilibrium.

4Here k is the heat conductivity, while T denotes the temperature.
5To better understand this statement it is suffcient to calculate the kernel of the heat equation—that is,

a Gaussian. As a result, an initial temperature perturbation localized at the origin will result after some
fnite time in a non-zero disturbance in the temperature feld at all distances from the origin.
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us in a special/general relativistic setting. The Extended Irreversible Thermodynamics
(EIT) program is built in order to address the issues of LIT keeping the analysis at a
thermodynamical level. We now sketch the main ideas of EIT and point to [121] for an
exhaustive discussion.

The key assumption of EIT is that some (the majority) of the microscopic degrees of
freedom rapidly decay towards their equilibrium values while others will do so on
longer timescales. The causality issues of LIT are solved in the EIT paradigm by en-
larging the set of variables that describe the out-of-equilibrium state of the system—
through the inclusion of slowly decaying variables6. At the level of a phenomenolog-
ical macroscopic theory, the additional variables can be chosen as the thermodynamic
fuxes introduced above. The reason for this can be seen by going back to eq. (2.4).
On the one hand, the entropy production rate—a central quantity in the Onsager LIT
program—must be quadratic to retain consistency with the Second law of thermody-
namics. On the other hand, the out-of-equilibrium entropy is in general a function of a
larger set of variables—compared with the equilibrium one. If we then expand the en-
tropy up to second order, like in eqs. (2.1) and (2.4), the dependence on these additional
variables must be taken into account. This is exactly the “missing piece” in Onsager
LIT, and the ultimate reason for its non-causal predictions. To better understand this,
let us consider the simple example of a Newtonian fuid with heat-fux.

Let us start by assuming the (generalized) entropy density s of the system is a function
of the energy density as usual and one additional non-equilibrium variable, the heat-
fux q:

s = s(#, q) . (2.7)

As a result, its differential reads

ds = q−1d# + adq =) ¶s
¶t

= q−1 ¶#

¶t
+ a

¶q
¶t

. (2.8)

where both q—which is a generalized temperature7—and a are functions of (#, q). Next,
since in equilibrium there is no heat-fux and the entropy is maximized, we can expand
the generalized entropy as s(#, q) = se(#)− 1

2 s2(#)q2 and write

a =

�
¶s
¶q

�
#

= −s2q , (2.9a)

q−1 =

�
¶s
¶u

�
q

=
1
T
− 1

2
ds2

d#
q2 . (2.9b)

6This idea was frst proposed by Müller [160].
7By generalized temperature we here mean a notion of temperature valid also out of equilibrium,

noting that this notion is not unique [121].
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The net result is that we can now compute ¶ts and write it in the form of a balance
equation as

¶s
¶t

= −¶js
¶x

+ Γs , (2.10)

where the entropy current js and the entropy production rate are

js =
1
T

q , (2.11a)

Γs = q

"
¶
(
T−1�
¶x

− s2
¶q
¶t

#
, (2.11b)

and we have used the energy conservation law as above. We can then proceed exactly
as in the LIT program by writing the entropy production rate as the product of thermo-
dynamic forces and fuxes; namely Γs = qXq. Assuming a phenomenological law for
the force Xq = m(#)q we obtain the following law for the heat-fux8

t
¶q
¶t

+ q = −k
¶T
¶x

. (2.12)

In conclusion, by simply enlarging the set of state variables used to described an out-
of-equilibrium system—and then following the same strategy as in the Onsager LIT
program—we obtained the Maxwell-Cattaneo law for the heat-fux (eq. (2.12)). We can
then immediately use the last equation and the energy balance law to get an evolution
equation for the temperature of the telegrapher type:

t
¶2T
¶t2 +

¶T
¶t
− D

¶2T
¶x2 = 0 . (2.13)

This equation is hyperbolic and propagates temperature disturbances with a fnite
speed, its solution becoming indistinguishable from that of the heat-equation at late
times.

2.2 Traditional strategies for dissipative fuids

Having discussed the basic ideas behind the EIT paradigm, we now proceed to describe
the traditional strategies to model dissipative fuids in relativity. We will frst focus on
the so-called frst-order theories—the Eckart-Landau-Lifshitz models—and then on the
Müller-Israel-Stewart theory, following the presentation in [21]. We conclude with a
brief discussion on the more abstract divergence-type theories.

8Where t = s2/m and k = (mT2)−1, although this is not really crucial for the present discussion.
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2.2.1 Eckart-Landau-Lifshitz models

With the term “frst-order” theories one typically refers to the dissipative models intro-
duced by Eckart [73] and Landau and Lifshitz [134]. They represent the most simple
and natural generalization of the Newtonian Fourier-Navier-Stokes equations. These
two models are essentially the same in terms of physics content—the difference be-
ing in the observer chosen to “measure” the various quantities—so we follow [21] and
present them as one. Let us note that, however, the mathematical properties of the
equations in the two models are not the same—and this impacts on their stability and
causality properties.

In the Landau-Eckart models, the equations of motion are given by simple conservation
laws9

rana = 0 , (2.14a)

raTab = 0 , (2.14b)

where na is the particle fux (or conserved baryon current) and Tab is the total stress-
energy-momentum tensor. In order to account for dissipative effects the stress-energy-
momentum tensor is decomposed as

Tab = (# + p)uaub + pgab| {z }
ideal terms

+ c ?ab +2q(aub) + cab| {z }
dissipative terms

, (2.15)

where we have separated the terms that would be present also in the ideal case from
the rest. Making contact with the discussion in section 1.3, we have split S = p + c and
renamed Shabi = cab. In practice, the stress-energy-momentum tensor of some reference
equilibrium state is augmented by the dissipative fuxes introduced above. In Eckart-
Landau-Lifshitz theories (as well as the Müller-Israel-Stewart model discussed later)
the pressure and energy density of the fuid are assumed to be equal to the reference
equilibrium values10. The terms qa, c, cab represent dissipative fuxes, respectively the
heat-fux, the bulk-viscous scalar and the shear-viscous tensor. These additional terms
are required to satisfy the following algebraic constraints

uaqa = ca
a = 0 , (2.16a)

uacab = 0 , (2.16b)

c[ab] = 0 . (2.16c)

9These equations constitute the “matter-sector” of the theory, so that in General Relativity they must
be coupled with Einstein equations.

10Or better, the reference equilibrium is defned as the one having the same energy and pressure, and
vanishing thermodynamic fuxes.
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At the end of the day, eq. (2.15) is just the same algebraic decomposition we encoun-
tered in section 1.3. In a similar fashion, the the particle fux na is linked to the observer
4-velocity as

na = nua + na , (2.17)

where the diffusion vector na is required to be orthogonal to the observer 4-velocity
uana = 0. Hence it is proportional to the relative velocity between the observer and
the particle fux. The Eckart or Landau-Lifschitz frame are obtained by choosing the
observer to be respectively the matter frame or the momentum frame—practically this
means setting either na or qa to zero in the equations above.

Because of the additional quantities in the stress-energy-momentum tensor decompo-
sition, eq. (2.14) are under-determined. In frst-order theories, the system is closed by
introducing an entropy fux sa, which is assumed to be a linear combination of all the
available vectors as

sa = sua + bqa − lna , (2.18)

with so-far unspecifed coeffcients. We also have

− uasa = s , (2.19)

so that s = s(#, n) in eq. (2.18) is the entropy density (as measured by the chosen ob-
server) and it is assumed to satisfy an equilibrium thermodynamic relation

nraxs =
1
T
ra#− p + #

nT
ran , (2.20)

where xs = s/n is the entropy per particle. By means of the last equation and the
energy conservation law ubraTab = 0 we can write the entropy production rate as

rasa = qa
�
rab− 1

T
ubrbua

�
+
� 1

T
− b

�
raqa

−
�

xs + l− p + #

nT

�
rana − naral− c

T
raua − cab

T
raub . (2.21)

To ensure consistency with the thermodynamic second law we frst set

b =
1
T

, (2.22a)

l =
1

nT

�
p + #− sT

�
=

m

T
. (2.22b)

In practice, we identify the parameters introduced in eq. (2.18) with the (inverse) tem-
perature and the Gibbs free-energy per particle. Then, the second law is guaranteed to
hold in the simplest possible way—often referred to as the “natural way”—by guessing
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the following constitutive relations for the dissipative fuxes

qa = −k T ?ab
� 1

T
rbT + ucrcub

�
, (2.23a)

na = −sT2 ?ab rbl , (2.23b)

c = −zq , (2.23c)

cab = −hsab , (2.23d)

where k is the heat conductivity (as before) and we introduced the diffusion coeffcient
s and the bulk-and shear viscosity coeffcients z, h. Moreover, let us stress that q here is
the expansion rate of the observer (and not a generalized temperature), and similarly
sab is the shear tensor. We can now rewrite the entropy production rate as

rasa =
qaqa

kT
+

c2

hT
+

nana

sT2 +
cabcab

hT
� 0 . (2.24)

The system of equation is now determined and we just need to make sure that the trans-
port coeffcients—determined by microphysics— introduced above are all positive.

Let us conclude with a few comments on these frst-order models. First of all, despite
being quite natural and intuitive, these models have been shown to suffer from stability
and causality issues. This means that if we set the system to deviate slightly from ther-
modynamic equilibrium, the deviations from it may grow rapidly in time (see [115]).
Also, they give rise to non-causal behaviour. To better understand this it is suffcient to
go back to eq. (2.23) and observe that, for instance, the heat equation is nothing more
than a relativistic version of the usual Fourier law. The ultimate reason for this lies in
the use of an equilibrium entropy (see eqs. (2.19) and (2.20)). In the parlance of the
previous section this is an LIT description—hence, is not surprising that the resulting
equations are non-causal.

More recent works (see [40, 133, 117] for instance) have shown that one can build frst-
order theories that respects the stability/causality requirements. Because such models
are motivated within a feld-theory perspective, we will discuss these theories in sec-
tion 2.4.

2.2.2 Müller-Israel-Stewart models

The take-home message from section 2.2.1 is that the most intuitive and simple way of
including dissipative effects in (general) relativistic fuid models leads to problematic
results. Inspired by the work of Müller [160] and supported by relativistic kinetic the-
ory, Israel and Stewart proposed an extension of the frst order theories to overcome
their stability and causality faws [118, 119, 120].
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The logic of these “second-order theories” does not differ much from frst-order ones.
The main difference is in the ansatz for the entropy fux. In second-order theories the
entropy fux is expanded up to second order in the dissipative quantities11 (compare
with eq. (2.18))

sa = sua +
1
T

qa − 1
2T

�
b0c2 + b1qbqb + b2cbccbc

�
ua + a0

cqa

T
+ a1

cabqb

T
. (2.25)

As a result, the number of unknown parameters—that have to be determined by mi-
crophysical calculations—is now larger. It is also interesting to note that the entropy
measured in the Eckart frame is now

− uasa = s− 1
2T

�
b0c2 + b1qbqb + b2cbccbc

�
. (2.26)

Here s is, as before, the entropy density of the fuid at equilibrium—so that eq. (2.20)
still holds. It is clear that the ansatz in eq. (2.25) is consistent with the EIT paradigm
as second order combinations of the dissipative terms enter the formula for the out-
of-equilibrium entropy of the system12. Also, because the entropy is maximized at
equilibrium, we get “for free” the following constraints on (some of) the additional
parameters: b0, b1, b2 � 0.

The strategy then follows the logic of frst-order theories. Making use of the equation
of motion raTab = 0 and eq. (2.20) we arrive at

rasa = − 1
T

c

"
q + b0uarac− a0raqa − g0Tqara

�
a0

T

�
+

cT
2
ra

�
b0ua

T

�#

− 1
T

qa

"
1
T
raT + aa + b1ubrbqa − a0rac− a1rbcb

a+

+
T
2

qarb

�
b1ub

T

�
− (1− g0)cTra

�
a0

T

�
− (1− g1)Tcb

arb

�
a1

T

�#

− 1
T

cab

"
raub + b2ucrccab − a1raqb +

T
2

cabrc

�
b2uc

T

�
− g1Tqarb

�
a1

T

�#
.

(2.27)

Let us note that, following [114] we included two additional parameters g0, g1 because
of the freedom we have in distributing the mixed quadratic terms. Consistency with
the thermodynamic second law may then be enforced as in the previous subsection
by assuming the entropy production rate is a sum of quadratic terms. This in turn
yields the equation of motion for the dissipative fuxes and the system of equations is

11It is quite common to write down the equations of the second-order theories in the Eckart frame,
namely set the diffusion vector na to vanish. As this simplifes a little the expressions that follow, we will
stick to this convention.

12Actually, it may be more correct to view/present the EIT program as an attempt to systematize the
ideas behind Müller-Israel-Stewart theory.
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now determined. Not surprisingly, they look like the general relativistic version of the
Cattaneo laws

tbċ + c = −z[. . . ] , (2.28a)

tsċab + cab = −2h[. . . ] , (2.28b)

thq̇a + qa = −kT ?ab [. . . ]b , (2.28c)

where we have introduced three different relaxation timescales tb, ts, th—which can be
related to the parameters introduced above—and the “dot” stands for the proper time
derivative associated with the Eckart frame 4-velocity: Ȧ = uara A. We refer to, for
example, [21, 184] for explicit expressions of the terms we omitted in square brackets.
We nonetheless anticipate that they include, as one may expect, the frst order forces—
namely the thermodynamic forces of the frst order theories, such as the expansion rate
for the bulk-viscous scalar—and additional terms quadratic in the fuxes themselves.

The Müller-Israel-Stewart (MIS) model has been proven to overcome the stability and
causality issues of the frst-order theories [114]: it possesses stable equilibrium states,
and deviations from these states propagate causally13. However, a number of other
issues remain to be addressed.

First, the Müller-Israel-Stewart model is based on an implicit expansion in deviations
away from thermal equilibrium, and stability/causality are guaranteed only for the lin-
earized system of equations. The non-linear behaviour is a completely different game,
and not well-explored. One exception is the analysis of Hiscock and Lindblom [116],
which explores the presence of non-linear pathologies (in an extremely simplifed case),
even though this relates to such an extreme regime that it may not be relevant for any
physical or astrophysical application. When it comes to causality in the non-linear
regime, whilst there have been recent progress for the bulk-viscous case [41], a defnite
answer is still missing. Second, from a feld-theory perspective, the “second-order”
expansion of the MIS model cannot be considered complete. Even though the dissi-
pative terms are based on kinetic theory, the model contains only squares of frst-order
“thermodynamic fuxes” (as in the sense of Onsager [166]) in all possible combinations.
Last, and maybe most importantly, the equations of motion are obtained from the con-
servation of the total stress-energy-momentum tensor of the system, and it is not clear
how to extend the model to multi-fuid systems.

2.2.3 Liu-Müller-Ruggeri and divergence-type theories

As we have discussed above, the MIS model represents a signifcant improvement over
the frst order theories. Nonetheless, there is another open question regarding the MIS

13This can be intuitively understood from the Cattaneo-type form of the equations for the fuxes.
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model we have not discussed, and we will briefy touch upon it now. Local well-
posedness and strong hyperbolicity are not frmly established14. Motivated by this
and the quest for a theory with more solid mathematical foundations, Müller and Rug-
geri [161] have proposed a class of models (then slightly generalized by Geroch and
Lindblom [91, 92]) known as divergence-type theories (see Rezzolla and Zanotti [184]
and the review by Salazar and Zannias [190] for more details). This class of theories is
based on three fundamental principles: i) Principle of Relativity ii) Maximum Entropy
Principle iii) Hyperbolicity. In practice, the formal hydrodynamic equations are

rana = 0 , (2.29a)

raTab = 0 , (2.29b)

ra Aabc = Ibc , (2.29c)

where Aabc = Aa(bc), Aab
b = 0, Ibc = I(bc), Ia

a = 0 and the system is closed assuming
Aabc, Ibc are functions of na, Tab. The frst two equations represent the conservation of
particle fux and stress-energy-momentum tensor as before, while Aabc is supposed to
be the third moment of the one particle distribution function of some underlying rela-
tivistic kinetic theory (see [141, 211, 61]). Similarly Ibc should represent an approxima-
tion to the second moment of the collisional integral of some underlying kinetic theory
model. In addition, this class of theories must be completed by an entropy current sa,
again considered as function of na, Tab.

The number of theories that can be formulated as in eq. (2.29) is obviously quite large,
and one can see, for example, that the set contains both the Eckart-Landau-Lifschitz
and the Müller-Israel-Stewart models. It is fair to say, however, that the number of
acceptable theories can be somewhat reduced using constraints coming from the prin-
ciples stated above—although to do this in practice one often assumes Aabc and Ibc are
linear in the dissipative fuxes. While the fnal aim is that of constructing a framework
in which discussing issues like stability, causality and hyperbolicity becomes relatively
simple, this is (to the best of our knowledge) very much a work in progress.

Before we move on, it is worth mentioning an important result that was derived inde-
pendently by Geroch [90] and Lindblom [140]. They argued that fuid states predicted
by the causal divergence-type theories decay on very short timescales—of the order of
the characteristic timescale of microscopic particle interactions—to ones that are well-
described by the Eckart-Landau-Lifschitz model. In essence, the results suggest that
while the frst-order theories are non causal, unstable and not well-posed—and hence
problematic for numerical applications—their physical predictions would be practical-
ly/experimentally indistinguishable from those of second order ones.

14The bulk-viscous MIS model has been shown to be weakly hyperbolic only recently in [41].
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2.3 Variational models

In this section we review variational approaches to model dissipative multi-fuids in
General Relativity. Most of these models are built on extending the action-based model
for non dissipative multi-fuids frst championed by Taub [209] and then developed by
Carter and collaborators (see Carter [52], Comer and Langlois [67, 68], Carter and Lan-
glois [54] and Andersson and Comer [21] for an up-to-date and pedagogical review).
We start with a summary of the variational principle for non dissipative multi-fuids.

2.3.1 Non dissipative multi-fuids models

To model general relativistic multi-fuids systems we start from an action of the form

S =
Z

d4x
p
−g
(

R + Λ
�

, (2.30)

where R is the Ricci scalar and the so-called “master function” Λ accounts for the mat-
ter content of the theory. To model a multi-fuid system with different chemical species
(or constituents) labelled by x, y . . . , we take the master function Λ to depend on the
particle fuxes na

x. Assuming the system to be isotropic, the master function is consid-
ered as a function of all the possible scalars that can be constructed from the fuxes na

x

and the spacetime metric: Λ = Λ(n2
x, n2

xy), where n2
x = −na

xnx
a and n2

xy = −na
xny

a . Then,
performing the variation of the master function we obtain15

d
(p
−gΛ

�
=
p
−g

"
∑
x

mx
adna

x +
1
2

 
Λgab + ∑

x
na

xmb
x

!
dgab

#
, (2.31)

where we have introduced the particle four-momenta

mx
a =

¶Λ
¶na

x
= Bxnx

a + ∑
y 6=x
Axyny

a , (2.32)

and
Bx = −2

¶Λ
¶n2

x
, (2.33)

while the entrainment coeffcients are defned as

Axy = − ¶Λ
¶n2

xy
. (2.34)

By inspecting eq. (2.31) we immediately learn two things. First, we see that the varia-
tional approach automatically accounts for the entrainment effect. Roughly speaking,
entrainment is a non-dissipative interaction between the species and causes a species’

15Hereafter we ignore boundary terms unless they become relevant to the discussion.
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FIGURE 2.1: The pull-back from a point in the xth matter space to the corresponding
spacetime worldline. The points in matter space are labelled by XA

x with A = 1, 2, 3.
Figure taken from Andersson and Comer [21].

four-momentum mx
a to be misaligned with its respective particle fux na

x. Entrainment
was frst recognized as an important dynamical effect in superfuid mixtures by An-
dreev and Bashkin [27] and, from a microphysical perspective, is akin to the notion of
effective masses (gained by the electrons, say, when they move past a ion lattice). Sec-
ond, we learn that an unconstrained variation on the fuxes gives rise to trivial equa-
tions of motion. In fact, the fuid equations that follow from eq. (2.31) are mx

a = 0.
This is a well-established result: to obtain non-trivial fuid equations of motion from a
Lagrangian, the variation of the particle fuxes must be constrained [196, 52, 175].

A particularly elegant way of imposing the relevant constraint involves introducing
the matter space, defned by identifying each currents worldline as a single point [55],
see fg. 2.1 for an illustration of the idea. For each fuid, the matter space is a three-
dimensional manifold, so that when we introduce a set of coordinates XA

x on, say, the
x-fuid’s matter space, we attach a “name”, or label, to each fuid element. Because the
entire worldline of each fuid element is mapped to a single matter space point, it is
clear that the fuid element’s label XA

x , now considered as a collection of three scalars
on spacetime, takes the same value at each point on the worldline. After assigning a
label to each fuid element worldline, we can use the linear map ΨA

x a, defned as

ΨA
x a

.
=

¶XA
x

¶xa , (2.35)

to push-forward (pull-back) vectors (co-vectors) between spacetime and the matter
spaces. This is important because we can associate with each of the particle fuxes
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na
x a three-form nx

abc by the standard Hodge-dual procedure:

na
x =

1
3!

#bcda nx
bcd , nx

abc = #eabc ne
x . (2.36)

Now we can assume that the spacetime three-form nx
abc is obtained by pulling back a

corresponding matter space three-form, to be denoted nx
ABC; namely,

nx
abc = ΨA

x [aΨB
x bΨC

x c]n
x
ABC , (2.37)

where, as usual, straight brackets indicate anti-symmetrization (and round ones sym-
metrization). Similarly, upon applying the Hodge-dual to the four-momentum mx

a , we
can push-forward with the map and identify a matter space momentum “three-form”
mABC

x via

mabc
x = #dabc mx

d , (2.38a)

mABC
x = ΨA

x [aΨB
x bΨC

x c] mabc
x . (2.38b)

The main idea of the convective variational principle is to obtain the particle fux vari-
ation dna

x by frst varying the matter-space three-form and then working backwards.

Generally speaking, there are two ways of tracking changes in a fuid system—Eulerian
and Lagrangian. The frst, to be denoted by a d, measures changes in the fuid at fxed
spacetime coordinates. The second, to be denoted ∆x, measures changes following the
motion of fuid elements. Locally, the two are related through the Lie derivative along
some displacement vector feld xa

x as16

∆x = d + Lxx , (2.39)

where Lxx is the Lie derivative with respect to xa
x. Because the label XA

x of a fuid
element is fxed, we can assert

∆xXA
x = 0 =) dXA

x = −Lxx XA
x = −ΨA

x axa
x . (2.40)

Now, it is easy to show that the particle fux variation dna
x is (see [21])

dna
x = −1

2
na

xgbcdgbc −
1
3!

#bcdaLxx nx
bcd . (2.41)

As a result of eq. (2.41) we can write the constrained variation of the master function as

d
(p
−gΛ

�
=
p
−g
�

1
2

�
Ψgab + ∑

x
na

xmb
x

�
dgab −∑

x

�
f x
a + Γxmx

a

�
xa

x

�
, (2.42)

16We note that this relation between Lagrangian and Eulerian variation works only to frst order in the
perturbation felds xa

x, see Friedman and Schutz [83] for further details.
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where we introduced the “generalized pressure” Ψ (not to be confused with the map
introduced earlier)

Ψ = Λ−∑
x

na
xmx

a , (2.43)

while the force densities and creation rates (for each species)

f x
a = 2nb

xr[bmx
a] , Γx = rana

x . (2.44)

Since the particle-fux three-forms nx
abc are pulled-back from the matter space, they

are automatically closed—because nx
ABC is a three-form on a three dimensional matter

space and the pull-back operation commutes with the exterior derivative. As a result
the constrained variation gives zero creation rate for each particle-fux17:

Γx = rana
x =

1
3!

#bcdar[anx
bcd] =

1
4!

#bcda(dn)abcd = 0 . (2.45)

Therefore, the term proportional to Γx actually drops out of eq. (2.42). Still, it is inter-
esting to observe that such terms are formally present in the fuid equations.

We conclude this subsection by observing that the constrained variational principle
also gives the total fuid stress-energy-momentum tensor as

Tab = Ψgab + ∑
x

na
xmb

x , (2.46)

and that it follows as an identity that

raTab = ∑
x

f x
a = 0 , (2.47)

where the last equivalence is ultimately a consequence of the second Bianchi identity
satisfed by the Riemann tensor. As a fnal point, let us go back to discuss an issue
we briefy hinted at in section 1.3. Working with the multi-fuid framework, we can
in fact appreciate the difference between equations of motion ( f x

a = 0) and energy-
momentum conservation laws. In particular, the procedure is built in such a way that
we automatically obtain as many equations as needed, whatever the number of particle
fuxes is.

Before we move on to discuss extensions of the variational framework to the mod-
elling of dissipative fuids, let us briefy comment on the case of massless particles,
i.e. radiation. Our discussion of the variational model relies heavily on the notion
of matter space, which we have introduced by “assigning a label” to each fuid ele-
ment worldline. Next, by associating the fuid elements’ worldlines to those of the
particles in the system, we have used the matter space construction to automatically
impose particles’ number conservation (for each species separately), as appropriate for

17Here dn represents the exterior derivative of the differential form n.
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a multi-fuid non-dissipative model. This logic obviously appears problematic if we
consider, say, photons since their number is not conserved. At the same time, however,
it is not clear whether modelling radiation as a fuid is the right thing to do in the frst
place. An acceptable description of radiation should in fact be able to model both the
“trapped” regime—where the photons, say, interact suffciently often that their mean-
free-path is small enough and we can meaningfully introduce a notion of fuid element
(see section 3.1.1)—and the “free-streaming” regime—where the photons do not inter-
act often and are able to escape freely—as well as the transition between the two. As
such, it appears to us that to model radiation it is best to start from a more fundamen-
tal approach, namely relativistic kinetic theory (see, e.g. [61, 184]). In particular, one
can start from the relativistic Boltzmann equation and derive an infnite hierarchy of
equations for the moments of the one-particle distribution function associated with the
radiation feld [212]. In practice, this hierarchy needs to be truncated at some level as
we cannot work with or simulate an infnite set of equations. In particular, it is quite
common to stop at second order (see, e.g. [183, 222, 178, 162]). This means that only the
frst two moments of the distribution function are evolved, and leads to the equations
of radiation hydrodynamics (see, e.g. [153]). Whilst the end-result resembles a “fuid
model” for radiation, the underlying theory is much more detailed, and hence better
suited to describe radiation in the frst place.

2.3.2 Carter-like dissipative models

We now describe two dissipative extensions of the variational model we just discussed.
We start with a model for an heat-conducting medium and then move on to briefy
discuss a variational model proposed by Carter.

Andersson-López-Monsalvo model for relativistic heat conduction

Here we will briefy describe of a model for an heat-conducting medium developed in
Lopez-Monsalvo and Andersson [142] and Andersson and Lopez-Monsalvo [22]. The
model linchpin is to include the heat fux through an entropy current sa that can fow
differently from matter na. As a result, the variational approach to multifuids is a nat-
ural starting point. This model is substantially a “correction” of a previous attempt
by Carter (see Carter [51]). In his model Carter set to zero the entrainment between
entropy and matter. This turns out to have a signifcant impact as the model without
entrainment has been shown to violate causality (see Olson and Hiscock [165]). The
take home message is that entrainment between entropy and matter is a fundamen-
tal ingredient in the description of an heat-conducting fuid—through entrainment the
entropy current gains an effective mass and this results in an inertial heat response.
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The model starting point is the non-dissipative variational principle for a two-fuid sys-
tem where the particle fuxes are na—that represents matter particles—and an entropy
current sa—which can be thought of as a gas of thermal excitations. Using the results
of the previous subsection we can write the force densities as

f n
a = 2nbr[bma] + marbnb , (2.48a)

f s
a = 2sbr[bqa] + qarbsb , (2.48b)

where—following [142]—we named the matter particles and entropy 4-momenta (re-
spectively) ma, qa. As we already pointed out earlier, even though the constrained vari-
ation is built in such a way that the particle fuxes are automatically conserved, the
action-based force densities contain a term proportional to Γs or Γn. As a result we
can build an hybrid model in the sense that the form of the force densities—and stress-
energy-momentum-tensor—stems from the variational principle and, at the same time,
we let the particle creation rates differ from zero. Because there is just one matter par-
ticle fux, we require Γn = rbnb = 0 while Γs = rbsb � 0 to retain consistency with
thermodynamics. It is then convenient to work in the Eckart frame, that is we introduce
the matter 4-velocity ua such that na = nua while for the entropy current we have

sa = s�(ua + wa) , (2.49)

where s� is the entropy density measured by the matter particles. We also introduce a
similar decomposition for the entropy 4-momentum

qa =
(
Bss� +Ansn

�
ua + Bss�wa

.
= q�ua + pa , (2.50)

and then rewrite the heat-fux as

qa = − ?ab ucTbc = s�q�wa
.
= q�sa . (2.51)

Next, the energy density measured by matter particles is # = uaubTab = −Λ + pasa.
Therefore, when the system is out of equilibrium and the heat fows relative to matter
the energy density depends also on the heat-fux (encoded in the variables sa and pa),
i.e. we have an extended Gibbs relation

d# = mdn + q�ds� + sadpa . (2.52)

We stress that this result arises automatically in the model and is consistent with the EIT
picture—the key difference is that it is derived, not postulated. Finally, it is possible to
rewrite the equation of motion for the entropy current as an equation for the heat-fux
as

t
(
q̇a + qcrauc�+ qa = k ?ab (rbq� + q�ab

�
, (2.53)

where the relaxation timescale t can be rewritten in terms of the entrainment parameter
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Ans and k is the heat conductivity. The last equation is clearly a general relativistic
generalization of the Cattaneo law (see eq. (2.12)) and has been shown to be consistent
with the Israel-Stewart model in the linear regime (see [142]).

Carter variational principle for dissipative fuids

Another important step forward, at least from the formal point of view, is the varia-
tional model proposed by Carter. We now sketch the main ideas and assumptions of
the model, while referring to the original work for the details [53]. We do so mainly to
highlight the differences with what comes next.

The key quantity is again the master function Λ which now is assumed to depend
also on a set of additional rank-2 (symmetric) tensors tab

Σ . These new dynamical felds
should be identifed with viscous tensors and the label Σ is introduced to allow for dif-
ferent sources of viscosity separately—such as bulk and shear viscosity. The variation
of the master function Λ(na

x, tab
Σ , gab) can then be written as

dΛ = ∑
x

mx
adna

x +
1
2 ∑

Σ

¶Λ
¶tab

Σ
dtab

Σ +
¶Λ
¶gab

dgab . (2.54)

In this approach, however, the action is only used to obtain the structure of the force
terms, and the stress–energy–momentum conservation as a Noether identity. The fnal
equations of motion are not obtained by setting to zero the variation of the action, but
enforcing consistency with the second law of thermodynamics. Moreover, the identi-
fcation of the new dynamical felds tab

Σ with viscous tensors is so far just formal. To
complete the identifcation with the usual thermodynamic fuxes a specifc expansion
in deviations away from thermal equilibrium had to be introduced, and the resulting
model has been shown to belong to the same family as those of the MIS variety [174].

2.3.3 Andersson and Comer formalism

We now describe a recent action-based formalism for dissipative (general relativistic)
multi-fuids proposed by Andersson and Comer [20], which is built by generalizing
the non-dissipative model presented in section 2.3.1. As this is the starting point for
the original results described in chapter 3, we will spend more time going into the
details. We also note two important aspects of the model that distinguish it from the
ones presented in the previous subsections. First, the approach is “fully variational” in
the sense that the fnal equations of motion are obtained as Euler–Lagrange equations
starting from an action—while the models discussed in the earlier section took the vari-
ational equations as starting point, and then modifed them appropriately. This makes
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the model well suited for describing dissipative multi-fuids18. Second, the model does
not introduce any new dynamical feld, focusing instead on the particle fuxes na

x.

In order to not get lost in the algebra, it is useful to start with two simple observations.
First, at the microscopic level dissipation is the product of interaction between particles,
which, at the fuid-dynamical level, intuitively translates into the idea of interacting
matter spaces. Second, a central feature of dissipative fuids is having non-conserved
fuxes, Γx 6= 0. As can be seen going back to eq. (2.45), fux conservation is—in the
constrained variation—a direct consequence of having an associated closed three-form
nx

abc. As a result, if we want to keep working with the matter space construction and,
at the same time, let the particle fuxes be non-conserved, we have to break the closure
property of the three-forms.

Let us implement these two ideas by reviewing the constrained variation procedure.
Clearly, we still have that the particle labels do not change if we follow them (in the
Lagrangian sense) ∆xXA

x = 0. Also, it is still true that

∆xΨA
x a = ∆x

 
¶XA

x
¶xa

!
=

¶

¶xa

(
∆xXA

x
�

= 0 . (2.55)

We can now work out (again) the particle fux variation dna
x without assuming the three-

form nx
ABC to be closed to get

dna
x = −1

2
na

xgbcdgbc −
1
3!

#bcda
�
Lxx nx

bcd −ΨB
x [bΨC

x cΨD
x d] ∆xnx

BCD

�
. (2.56)

But there is a deeper point to be made here. Formally, we can take nx
ABC to be a particle

measure form on the matter space, which “counts” the total number of species x par-
ticles in the system. If it is a tensor on matter space then it must be a function only of
the matter space coordinates XA

x . The fact that nx
ABC = nx

ABC(XA
x ) implies ∆xnx

ABC = 0,
and the fux variation above reduces to the result for non-dissipative fuids. Therefore,
to get the non-dissipative equations of motion one simply has to impose that the num-
ber of particles is conserved in the variation, or, equivalently, that the particle creation
rates Γx = rana

x vanish. It then follows that a way to include dissipative processes
(read: Γx 6= 0) at the level of the action principle is to break the tensorial nature of the
matter space particle measure form nx

ABC, and allow it to be a function of more than just
the XA

x . In other words, we are breaking the closure property of the nx
abc.

Before we move on to discuss the model more in detail, let us briefy comment on the
differences between dissipative fuids and radiation. Using the variational approach to
model radiation seems problematic as the photon number is not conserved—although
we argued in section 2.3.1 that using a fuid-scheme to model radiation appears too

18As opposed to simple fuids with, possibly, heat fow, which the standard approaches are designed
for.
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restrictive in the frst place. As the matter space is introduced by labelling the world-
lines, and we naively tend to associate the worldlines to the particles, one may be led
to think that using the matter space construction to model a dissipative system is simi-
larly problematic. We now consider a multi-fuid system undergoing reactions to argue
that this is not quite the case. First of all, let us begin by recalling that all fuid models
inevitably involve some notion of averaging (see also section 4.2). As such, it is prob-
ably more correct to think of the worldlines as associated with fuid elements—and
we are going to discuss more in detail how these are defned in section 3.1.1—rather
than the individual particles themselves. Moreover, while the system is undergoing
reactions, it is still subject to, say, the conservation of baryons, leptons and so on. In
essence, one could imagine some notion of a “global” matter space that, in the non-
dissipative limit factorizes as the direct sum of the individual matter spaces associated
with each species. While the factorization in terms of matter spaces associated with the
different species breaks down in the dissipative case, and one may be tempted to think
of factorizing it in terms of baryons, leptons and so on, it still makes sense to consider
fuid elements associated with the various species. The reason being that the dynamical
behaviour of each of these is different—as they have, say, different charge and hence
behave differently when immersed in a magnetic feld. Admittedly, this discussion is
somewhat hand-waving, and we are urged to make it more precise—which motivates
the analysis and new results presented in chapter 3. Before we get there though, let us
see where this idea brings us by considering two explicit examples.

Following the discussion in the original paper, we assume that the x-particle three-form
depends also on the matter space coordinates of the y-matter spaces XA

y . As a result we
have

∆xnx
ABC = ∑

y 6=x

¶nx
ABC

¶XD
y

∆xXD
y = ∑

y 6=x

¶nx
ABC

¶XD
y

�
dXD

y −Lxx XD
y

�
= ∑

y 6=x

¶nx
ABC

¶XD
y

�
xa

x − xa
y

�
¶aXD

y . (2.57)

Using the last equation in eq. (2.56) and defning a “resistivity coeffcient” as

Rxy
a =

1
3!

mABC
x

¶nx
ABC

¶XD
y

ΨD
y a , (2.58)

it is possible to write the fuid-part in the Lagrangian variation as

mx
adna

x = “non-dissipative terms” + ∑
y 6=x

Rxy
a

�
xa

y − xa
x

�
. (2.59)

The additional piece in the variation then changes the equations of motion to

f x
a + Γxmx

a = ∑
y 6=x

(
Ryx

a − Rxy
a
�

, (2.60)
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where f x
a is the same as in section 2.3.1. The take home message from this example is

that by enlarging the set of quantities which the three-form can depend on we obtain
additional terms that look like resistivity coeffcients.

The natural follow-up question then is: can we perform a similar calculation and ob-
tain, again from an action principle, additional terms in the equations that look like
viscous tensors? The answer—demonstrated by Andersson and Comer [20]—is yes.
Let us, in fact, consider a situation where the three form depends both on XA

y and the
projected metric

gAB
x = ΨA

x aΨB
x b gab . (2.61)

We then have

∆xnx
ABC = ∑

y 6=x

¶nx
ABC

¶XD
y

∆xXD
y +

¶nx
ABC

¶gDE
x

∆xgDE
x . (2.62)

The novel terms arising from ∆xgDE
x in the fuid-part of the Lagrangian variation then

read

mx
adna

x = . . . +
1
3!

mABC
x

¶nx
ABC

¶gDE
x

∆xgDE
x

= . . . +
1
3!

mABC
x

¶nx
ABC

¶gDE
x

ΨD
x a ΨE

x b

�
dgab − 2r(ax

b)
x

�
= . . . +

1
2

Sab
x dgab − Sx

abrbxa
x , (2.63)

where we have defned the “viscosity tensor”

Sx
ab =

1
3

mABC
x

¶nx
ABC

¶gDE
x

ΨD
x a ΨE

x b , (2.64)

and the . . . represent the non-dissipative terms plus the ones in eq. (2.59). From eq. (2.63)
we the intuitively see that the additional dependence of the matter space three-form is
going to affect both the force densities and the total stress-energy tensor of the system.
Cranking through the algebra, the action variation can be written as

d
(p
−gΛ

�
=
p
−g
�

1
2

�
Ψgab + ∑

x
na

xmb
x + Sab

x

�
dgab

−∑
x

�
f x
a + Γxmx

a +rbSx
ba − ∑

y 6=x

(
Ryx

a − Rxy
a
��

xa
x

�
. (2.65)

Therefore, the action-based model provides us with the total stress-energy-momentum
tensor

Tab = Ψgab + ∑
x

na
xmb

x + Sab
x , (2.66)
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which contains the additional viscous stress-tensors Sab
x . Also the resulting fuid equa-

tions of motion in this second case are

f x
a + Γxmx

a +rbSx
ba = ∑

y 6=x

(
Ryx

a − Rxy
a
�

, (2.67)

and thus contain both a resistivity term and the four divergence of the new viscous
tensor.

Having described these two examples, let us move on to the general formalism pre-
sented in Andersson and Comer [20]. The authors consider the case where the particle
three-forms depend on

nx
ABC = nx

ABC(XA
x , XA

y , gAB
x , gAB

y , gAB
xy ) , (2.68)

and the “mixed projected metrics” are defned as

gAB
xy = ΨA

x aΨB
y b gab . (2.69)

Performing the variations as in the examples above they arrive at the following equa-
tions of motion

f x
a + Γxmx

a +rbDx
ba = Rx

a , (2.70)

where

Dx
ab = Sx

ab + ∑
y 6=x
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ab +

1
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�
Sxy
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ab

�
, (2.71a)
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. (2.71b)

and

sxy
ab =

1
3

mABC
x
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ABC

¶gDE
y

ΨD
y a ΨE

y b , (2.72a)

Sxy
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1
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¶gDE
xy
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x a ΨE

y b , (2.72b)
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y bΨE
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, (2.72c)
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¶gDE
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gbcΨD
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(
ΨE
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�

, (2.72d)

while Rxy
a , Sx

ab are defned as in eqs. (2.58) and (2.64). Projecting the feld equation along
ua

x = na
x/nx, we see that

(−ua
xmx

a) Γx = ua
xrbDx

ba − ua
xRx

a , (2.73)
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while the stress-energy-momentum tensor is

Tab = Ψgab + ∑
x

na
xmb

x + Dab , (2.74)

and Dab = ∑x Dab
x is the sum of each species’ total viscous tensor. Let us observe that

it follows, as an identity, that ∑x Rx
a = 0, and because of this we have automatically

raTab = 0. We also note that the “resistive terms” rxy
a , Rxy

a as well as the viscous ten-
sors sxy

ab , Sxy
ab arise because we assume that nx

ABC depends on gAB
y and gAB

xy , respectively.
Finally, it is easy to see that, in general, the x-species total viscous tensor Dx

ab is not
necessarily symmetric because Sxy

ab is not. This property is, however, not inherited by
the total viscous tensor of the system meaning Dab = ∑x Dx

ab = Dba.

Let us conclude this section with some comments. First, the action-based dissipative
formalism presented here is quite general and, as such usable—at least in principle—in
a large number of astrophysical situations. For instance, it has already been used to
build models beyond ideal magneto-hydrodynamics [24, 25, 23] due to the fact that it
is intuitively clear how to couple the model to electromagnetism. Also, it is important
to note that the action and the feld equations are fully non-linear. The “variational”
aspect of the approach is in the context of the action principle, and there is nothing in
the variational process that says the feld equations themselves have to be linear in the
felds19. In fact, chapter 3 deals with a linearization of the present model in terms of
deviations from—a self-consistently defned notion of—thermodynamic equilibrium.

2.4 Hydrodynamics as an effective feld theory

After having discussed the “traditional” approaches and the recent variational efforts,
we now turn our attention to some fairly recent work based on a feld-theory take on
the problem. As we will see, this work represent a signifcant change in perspective
which is worth exploring. Moreover, we will adapt some of the ideas behind these
strategies later on (see section 4.8.1), although in a different spirit.

Hydrodynamics can be viewed as the classical low energy limit of a more fundamental
quantum (many body and thermal) feld theory. Such a perspective is quite natural
in the context of heavy-ion-collisions (see [188]). We also note that, as these theories
have been developed having in mind heavy-ion-collision applications, they are mostly
discussed in a special relativistic setting. An extension to General Relativity is not
necessarily straightforward, and may require some careful thinking—as discussed in
the next chapter.

19An obvious and familiar example illustrating this same feature comes to mind: the Einstein-Hilbert
action yields the Einstein equations, which are notoriously non-linear in the metric.
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We also mention that a similar view on hydrodynamics as a coarse-grained theory has
been explored for non-dissipative fuid models as well. For instance, in Bhattacharya
et al. [46] the authors proposed a variational non-dissipative hydrodynamic model
based on a derivative expansion. Roughly speaking, the Lagrangian of the theory is
built as the coarse-grained limit of some more fundamental one—the cutoff being the
microscopic mean-free-path of the particles. Such an action is constructed summing all
possible terms with a specifc numbers of derivatives, each with its own coupling. In
natural units, each derivative has the dimension of a mass. Since all terms in the ac-
tion must have the same dimension, those with higher derivatives correspond to lower
(mass) dimension couplings. These lower dimension couplings will take smaller values
in the low energy limit, so that they are suppressed at the hydrodynamic level.

Moving on to dissipative fuids, two important lessons can be drawn from the tradi-
tional approaches and suggests we should investigate the effective feld theory point
of view. First, most of the dissipative theories—with the notable exception of the vari-
ational model of [20]—are intrinsically only valid in the “linear regime”, i.e. close to
some reference equilibrium state. Second, the relaxation effect we have described in
section 2.2.3 suggests that while second-order theories may be required to overcome
the problems of the Landau-Eckart models, their physical predictions are going to be
practically indistinguishable form those of frst-order ones. Furthermore, when fuctu-
ations about equilibrium are included in the modelling, new problems arise. In partic-
ular, it turns out that corrections to the correlation functions coming from second order
terms are smaller than those due to interactions between fuctuations. This is the so
called breakdown of second order hydrodynamics. It is a relatively well known problem
that is not specifc to relativistic theories, and leads to stochastic hydrodynamics (see
Landau and Lifshitz [134] and the recent review by Kovtun [132]). For all these reasons,
it makes sense to ask whether one can fx the stability and causality issues directly at
frst order.

In the effective feld-theory framework, dissipative hydrodynamics equations for single
fuids can be constructed as follows. The equations of motion are given by the (special
relativistic) conservation laws

¶ana = 0 , (2.75a)

¶aTab = 0 , (2.75b)

where the conserved currents are decomposed as usual

na = nua + na , (2.76a)

Tab = #uaub + (p + c) ?ab +2q(aub) + cab . (2.76b)

To close the system, we need to provide explicit expressions for the dissipative fuxes
via some constitutive equations. These are obtained through the most general gradient
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expansion in the (chosen) equilibrium hydrodynamic variables. Typically these are
taken to be a four-velocity ua, the chemical potential m and the temperature T:

# = #eq + #1Ṫ/T + #2¶aua + #3ua¶a(m/T) , (2.77a)

c = p1Ṫ/T + p2¶aua + p3ua¶a(m/T) , (2.77b)

qa = q1u̇a +
q2

T
?ab ¶bT + q3 ?ab ¶b(m/T) , (2.77c)

cab = hsab , (2.77d)

n = neq + n1Ṫ/T + n2¶aua + n3ua¶a(m/T , (2.77e)

ja = g1u̇a +
g2

T
?ab ¶bT + g3 ?ab ¶b(m/T) , (2.77f)

where the “dots” represent a derivative along ua, that is Ṫ = ua¶aT. The causality and
stability properties of these theories have been studied in a number of recent papers,
such as, for example [40, 133, 117]. The results depend on the equation of state, but
it has been demonstrated—at least for some simple cases, like conformal fuids—that
one can derive a set of constraints on the expansion parameters, and guarantee stability
and causality. Even more recently, an extension of this approach to General Relativity
was explored in [42].

These results may come a bit of a surprise after the earlier discussion of frst order
theories, so let us briefy comment on why it is in fact possible to satisfy the stability
and causality constraints at frst order. A frst and key ingredient for this is the larger
number of free coeffcients in the gradient expansion. This is ultimately motivated
by the fact that quantities like the temperature or chemical potential are not uniquely
defned out of equilibrium—different defnitions are possible as long as they agree in
equilibrium. This is essentially the reason why there are many more coeffcients in
eq. (2.77) when compared to the Landau or Eckart models. Moreover, we recall that,
according to the effective feld theory picture, hydrodynamics is a coarse grained theory
whose validity is restricted to long wavelengths and low frequencies—and the gradient
expansion makes sense as long as the gradients are in fact small. Given this, one is
urged to respect the constraints coming from the second law of thermodynamics only in
the regime of validity of the theory, namely “on-shell”. The trick consists of stabilising
the unstable modes that appear in frst-order theories by allowing for violation of the
second law of thermodynamics (out of the “hydrodynamic regime”). For more details
on how this additional freedom can be used to ensure covariant stability, we point to
section 4.8.1 where a similar strategy is used in the context of turbulence modelling.

Even though the discussion in this section is at a broad-brush level, it is clear that these
theories represent a radical change with respect to the MIS paradigm. This is mainly
with regards to the way they solve the instability by “killing” the unstable modes, and
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also because of the change in perspective with respect to EIT. As such, they offer in-
teresting prospects and we point to [88] for a pedagogical discussion of the differences
with the EIT paradigm.



Chapter 3

Linearizing an action-based
formalism for dissipative
(multi-)fuids

The main goal of this chapter is to compare the action-based formulation of Andersson
and Comer [20] with previous approaches—such as MIS (see section 2.2.2). The key
point is that the Andersson and Comer [20] action principle does not reference any sort
of chemical, dynamical, or thermal equilibrium, other than to start with the assumption
that the physics can be modelled as fuid phenomena. Conversely, traditional strategies
for dissipative fuids—and recent works based on an effective feld-theory perspective
(see section 2.4)—use an expansion to create an approximate set of feld equations to
describe dissipative phenomena. Since the action-based model already provides a set
of equations (at least in principle) valid in every regime, we can make the comparison
using standard perturbation techniques. The dissipation terms are assumed to generate
frst-order deviations away from equilibria obtained using the non-dissipative limit of
the feld equations. Working this way we hope to also understand better the role of
length- and time-scales of fuid elements on the large scale behavior of the system; in
particular, how to link the micro-scale dynamics of the many particles in a fuid element
with the macro-scale dynamics between the fuid elements themselves, and the role of
the Equivalence Principle in setting these scales. The results presented in this chapter
have been published in Celora et al. [57].

3.1 Main assumptions of the model

Let us get started with an introductory section in which we expand on the central as-
sumptions behind the fuid-modelling scheme and the nature of the non-closed three
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forms nx
ABC introduced in section 2.3.3—central to the dissipative model of Andersson

and Comer [20].

3.1.1 Flux defnition

The crux of the fuid modelling scheme is to assume that knowledge of the total mass-
energy and momentum fux obtained by tracking the worldlines of individual particles
can be replaced with tracking the worldlines of fuid elements. These are defned in the
following way: Take a multi-particle system at some initial time having, say, total spa-
tial size V, total number of particles N, total mass-energy E, and total entropy S. At the
same time, fll-up side-to-side, top-to-bottom, and front-to-back the entire system with
I = 1...M local conceptual boxes—the fuid elements. Each element has its own volume
dVI , number of particles dNI , mass-energy dEI , and entropy dSI . Roughly speaking, if
there are characteristic values d VI � d V, d NI � d N, etcetera, representative of the
fuid elements, then V � M dV, N � M dN, E � M dE, and S � M dS. Clearly, as
the number M is increased the ratios dV/V, dN/N, etcetera decrease, and the elements
become “ultra-local”, implying that the change in the spacetime metric across them is
small.

Now consider the Ith-fuid element. It moves through spacetime and, if the element is
small enough, the trajectory can be accurately represented by a single unit four-velocity
ua

I . When taken together, and in the limit M ! ∞, all the ua
I form a vector feld on

spacetime and this feld plays a role in the fuid system’s degrees of freedom. If a local
typical scattering length lI between the particles exists, and the size of fuid elements
is commensurate with that length (dVI � l3

I ), then the average four-velocity of the dNI

particles will be ua
I . In principle, we now have everything we need to defne the actual

fuid degrees of freedom, which are the particle fuxes na
I = (dNI/dVI)ua

I .

Even though this may be familiar, we went through the details of the formal process
to defne fuid elements to point out what are the fundamental assumptions behind a
fuid description. We have introduced typical scattering lengths and average velocities
as part of our fuid element defnition, and therefore we must assume that fuid ele-
ments contain enough particles to warrant a statistical/thermodynamical treatment. In
the formal procedure there is no requirement of being close to thermodynamic equi-
librium. It can be shown (see, for instance [181]) that fuid dynamics can be obtained
as a limit of kinetic theory (via a Chapman-Enskog type expansion), but the realm of
hydrodynamics is potentially vaster.
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3.1.2 Matter space volume forms

All dissipative terms that enter the action-based equations are obtained by assuming
that the fundamental current three-forms nx

abc depend on an additional set of quantities
which breaks their closure (r[anx

bcd] 6= 0). We now want to expand on how this can
happen, but begin by introducing a bit of notation.

We need to distinguish between the Levi-Civita symbol hABC and a volume measure
form #x

ABC on the matter space. The Levi-Civita symbol is defned as hABC = [A B C]

for every chosen set of coordinates (and thus is not a tensor but a tensor density) while
the volume measure form #x

ABC can be defned1 by means of the push-forward of the
metric:

gx =
1
3!

hABChDEF gAD
x gBE

x gCF
x = det(gAB

x ) , (3.1a)

#x
ABC =

p
gxhABC =

p
gx[A B C] , (3.1b)

where gx = (gx)−1 is the determinant of the inverse matrix gx
AB; i.e. gx

ACgCB
x = dB

A. As
a result, #x

ABC is a three form and transforms as a tensor under coordinates transforma-
tions on the matter space.

This volume measure form provides a way to measure the volume of “matter ele-
ments”, infnitesimal volumes in the matter space manifold. We can relate these quan-
tities to the current and momentum three-forms:

nx
ABC = Nx #x

ABC = N̄xhx
ABC , (3.2a)

mABC
x =Mx #ABC

x = M̄x hABC
x . (3.2b)

The point we want to make here is that the barred quantities look more like scalar
densities on the x-matter space, while the non-barred ones look more like scalars. The
relation between the two normalizations is simply

Nx =
p

gx N̄x , (3.3a)

Mx =
p

gx M̄x . (3.3b)

We can use this to expedite our use of the variational principle by focusing the addi-
tional functional dependence of nx

ABC into

Nx = Nx(XA
x , XA

y , gAB
x , gAB

y , gAB
xy ) . (3.4)

1This is tricky for a couple of reasons: It is well known from work on general relativistic elastic bodies
[122] that this is not the only possible choice. Also, the projected metric gAB

x is not “fxed” in the sense that
the spacetime metric gab changes, in a general curved spacetime, as a fuid element moves from point-to-
point along its worldline.
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To make contact with proper quantities measured in spacetime—that is, with the rest
frame density and rest frame momentum for each fuid component—it is useful to in-
troduce an appropriate tetrad eâ

a for each species; an orthonormal basis whose timelike
unit vector e0̂ = ux, so that uâ

x = (e0̂)â = dâ
0̂

= (1, 0, 0, 0)>. The components of the
spacetime measure form in this tetrad basis are2

#âb̂ĉd̂ = #abcdeâ
aeb̂

beĉ
ced̂

d = h âb̂ĉd̂ (3.5)

, where h âb̂ĉd̂ = −[â b̂ ĉ d̂] and we have omitted the chemical index. Now, since push-
forward (and pull-back) is a linear map between vector spaces (the tangent space), it
transforms as a linear map under coordinate changes, and we can write

AA =
¶XA

x
¶xa Aa = ΨA

x â Aâ , (3.6)

where we have introduced the short-hand notation3

ΨA
x â

.
= ΨA

x a ea
â =

¶XA
x

¶xa ea
â . (3.7)

Making use of the fact that 0 = uâ
xΨA

x â = ΨA
x 0̂ we then get4

gAB
x = ΨA

x âΨB
x b̂h âb̂ =) gx = det

(
ΨA

x î

�2 , (3.8)

which leads to5

Mx =
1
3!

mABC
x #x

ABC =

=
1
3!
p

gxhABC ΨA
x âΨB

x b̂ΨC
x ĉ #0̂âb̂ĉmx

0̂ = mx , (3.9)

where we have used mx = −mx
aua

x = −m0̂
x. This fact is important because it makes clear

that only the (rest-frame) energy content of the four-momentum co-vector mx
a is stored

in the normalization of the matter space momentum three-form mABC
x . Similarly, one

can show that Nx = nx

nx = − 1
3!

ux
a #bcda nx

bcd = − 1
3!

ux
â #b̂ĉd̂â ΨB

x [b̂ΨC
x ĉΨD

x d] #x
BCDNx

= − 1
3!

ux
0̂ #b̂ĉd̂0̂# b̂ĉd̂Nx = −ux

0̂Nx = Nx . (3.10)

These relations are not surprising. It is, in fact, quite intuitive that the non-barred quan-
tities are related to spacetime (rest-frame) densities given that the three-forms #x

ABC

measure the volume of the matter space elements.

2Recall that, since gab = eâ
aeb̂

bhâb̂, the determinant of the tetrad e =
p
jgj.

3Following [50] we denote the inverse matrix of the tetrad as ea
â.

4The index î runs over the 1, 2, 3 components of the tetrad basis, and â = 0̂, î.
5Note that, because of the standard convention we use h0̂b̂ĉd̂ = −#b̂ĉd̂ with b̂, ĉ, d̂ = 1, 2, 3.



42 Chapter 3. Linearizing an action-based formalism for dissipative (multi-)fuids

We can also use the tetrad formalism to prove another result that will be needed later
on; the intimate connection between a non-zero particle creation rate and an extended
functional dependence of the current three-form. In fact, we have (see eq. (2.45))

Γx = rana
x =

1
3!

#bcda ΨB
x [bΨC

x cΨD
x dra]n

x
BCD , (3.11)

where we used r[aΨB
x bΨC

x cΨD
x d] = 0. Introducing (again) a tetrad comoving with the

x-species, and multiplying by mx we have

mxΓx =
1
3!

mABC
x ua

xranx
ABC �

1
3!

mABC
x

dnx
ABC

dtx
. (3.12)

As explained earlier, the right-hand-side of this equation vanishes identically if nx
ABC =

nx
ABC(XA

x ), while it is in general non-zero if we assume the extended functional depen-
dence given in eq. (3.4).

We can now use the introduced normalizations to slim the notation (with respect to that
used in [20]) for the various pieces of Rx

a and Dx
ab. For instance, the “purely reactive”

term from [20] becomes

Rxy
a =

1
3!

mABC
x

¶nx
ABC

¶XD
y

ΨD
y a =Mx

¶Nx

¶XD
y

ΨD
y a � Rxy

D ΨD
y a . (3.13)

Similarly we can write

sxy
ab =

1
3

mABC
x

¶nx
ABC

¶gDE
y

ΨD
y a ΨE

y b = 2Mx
¶Nx

¶gDE
y

ΨD
y a ΨE

y b

� sxy
DE ΨD

y a ΨE
y b , (3.14a)

Sxy
ab =

1
3

mABC
x

¶nx
ABC

¶gDE
xy

ΨD
x a ΨE

y b = 2Mx
¶Nx

¶gDE
xy

ΨD
x a ΨE

y b

� Sxy
DE ΨD

x a ΨE
y b , (3.14b)

where we have used the fact that the partial derivatives are performed, say, with respect
to the metric gAB

y keeping fxed gAB
x and gAB

xy . We will consider the validity of this
assumption later. The remaining viscous stress tensor, Sx

ab, leads to a slightly more
involved expression, because of the presence of gx in eq. (3.3). We have

Sx
ab =

1
3

mABC
x

¶nx
ABC

¶gDE
x

ΨD
x a ΨE

x b = 2

 
Mxp

gx

¶
(
Nx
p

gx
�

¶gDE
x

!
ΨD

x a ΨE
x b =

= 2

 
Mx

¶Nx

¶gDE
x
− 1

2
NxMx gx

DE

!
ΨD

x a ΨE
x b =

� Sx
DE ΨD

x a ΨE
x b . (3.15)
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It is also obvious, by looking at the respective defnitions, that the reactive terms that
stem from the fact that Nx can depend also on gAB

y and gAB
xy can now be written

rxy
a =

1
2

sxy
DEra

(
gbcΨD

y bΨE
y c
�

, (3.16a)

Rxy
a =

1
2
Sxy

DE gbcΨD
x bra

(
ΨE

y c
�

. (3.16b)

Let us conclude this introductory section with a caveat on the slimmed notation intro-
duced so far. In order to consider all the projected metrics to be independent, we need
to make sure we are not actually adding degrees of freedom to the problem. Since the
various projected metrics are ultimately combinations of ΨA

x b we need to make sure
that the degrees of freedom associated with the metrics is less or equal to 12 l—where l
is the number of constituents. Because the number of mixed projected metrics is easily
found to be l(l − 1)/2 we have

6
l(l + 1)

2
� 12l =) l � 3 . (3.17)

Therefore, the slimmed notation introduced in this section applies to cases with less
than (or equal to) three species moving independently. In what follows, the machinery
is developed in a general setting, but we will focus to cases with less than three species
for specifc applications.

3.2 The non-dissipative limit

We now begin to develop the process for comparing standard relativistic models for
dissipative fuids with that provided by the action principle. Standard approaches [160,
118, 206, 119, 120] assume a reference equilibrium state and then build in dissipation via
deviations away from this state. The action principle formally does not require any sort
of equilibrium, but provides a fully non-linear set of feld equations. Obviously, our
frst task must be to extract from the non-linear equations a notion of equilibrium. This
is not straightforward for various reasons, a key one being that an arbitrary spacetime
in General Relativity does not have global temporal, spatial, and rotational invariance.
As a frst step, we will recall features of the typical laboratory set-ups within which the
laws of chemistry, dynamics, and thermodynamics were frst established.

3.2.1 Laboratory vs. general relativistic set-up

A typical laboratory set-up is essentially local in the spacetime sense, implying there
is—to a great deal of precision—temporal, spatial, and rotational invariance. Noether
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symmetries exist, which lead to energy, momentum, and angular momentum con-
servation. A clean separation between internal and external infuences can be made,
and these infuences themselves can be manipulated. The effect of long-range, non-
screenable forces on the system—for example, gravity—can be ignored. Well-defned
(theoretical and experimental/observational) notions of total energy and entropy can
be realized. Equilibrium can be defned in the broadest sense by saying the system
evolves to a state where its total energy is minimized, or, equally, its total entropy is
maximized.

Internal interactions are due to, say, chemical reactions, whereas external interactions
are those which distort the system’s volume or allow particles and heat to enter or leave
through the volume’s surface. If a system is in chemical equilibrium internally, we can
say that the reactions inside it are running forwards and backwards at such a rate that
constituent particle number ratios remain fxed in time. If the given system is in chem-
ical equilibrium with another system, then the chemical potentials of the two will be
equal. A system in dynamical equilibrium just sits there, with no temporal evolution.
Any pressure acting on the system’s surface will be balanced by an internal pressure of
the same value. Finally, we can say that two systems are in thermal equilibrium when
there is no heat fow between them, the end result being equality of their respective
temperatures. Now, let us return to the problem at hand—equilibrium when General
Relativity cannot be neglected.

A general relativistic set-up is problematic from the get-go, because one is hard-pressed
to fnd properties of equilibrium like those just discussed which are workable at all
time- and length-scales. Broadly speaking, there seems to be no general relativistic rules
on how the local thermodynamics of local (intensive) parameters—chemical potential
m, pressure p, and temperature T—connect with some notion of global thermodynam-
ics for global (extensive) parameters—such as the total energy E. An unambiguous
extrapolation of the standard defnitions of chemical, dynamical, and thermal equi-
librium given above to General Relativity is not possible, for reasons to be explained
below. There is also the well-known diffculty of identifying the total energy of a re-
gion in an arbitrary spacetime, since the Equivalence Principle precludes an ultra-local
defnition of gravitational energy density.6

The reason that the laboratory rules for chemical and thermal equilibrium are not vi-
able in General Relativity was established long ago by Tolman and Ehrenfest [214, 215]:
In General Relativity, all forms of energy react to gravity. Temperature and chemical
potentials represent forms of energy and can undergo red-shift or blue-shift. There is
no single temperature for an isolated system, and so saying “system A is in thermal
equilibrium with system B if their temperatures are the same” becomes ambiguous;

6Of course, for asymptotically fat spacetimes, one can defne quantities like the Schwarzschild mass.
Gravitational-wave energy can be defned but only after averaging over wavelengths, see [145, 207].
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similarly for chemical equilibrium. As for dynamical equilibrium, a standard under-
graduate physics calculation shows that pressure increases with depth in water which
nevertheless remains at rest.7

Even the use of the word “equilibrium” is tricky because it tends to imply that a sys-
tem in thermal and chemical equilibrium is independent of time, because the total en-
tropy and total particle number do not evolve. In General Relativity, a system which
is independent of time occurs only for special spacetimes which have a global time-
like Killing vector feld. Strictly speaking, this immediately puts the non-dissipative
fuid models of Cosmology—the Friedman-Lemaitre-Robertson-Walker solutions—out
of the discussion, as the universe is expanding, making it time-dependent.

This points to another problem of the notion of total energy in General Relativity and
arguments based on the standard understanding of energy conservation: In Special
Relativity, the curvature is zero and there is a timelike Killing vector feld leading di-
rectly to a Noether symmetry for the system and total energy conservation. (There are
also Killing vector felds representing rotational and spatial invariance, which lead to
Noether symmetries resulting in total angular and linear momentum conservation.) In
an expanding universe this line of reasoning for energy conservation obviously breaks
down.

The main message is this: Important issues remain unsettled even after a century’s
worth of debate. We will not resolve these issues here; instead, what we will do is take
the action-based formalism and see how its internal machinery can be manipulated to
produce a self-consistent notion of the non-dissipative limit, without trying to resolve
the deeper issues about the nature of equilibrium8. Our way forward is to take advan-
tage of the fact that the action-based feld equations are fully non-linear and complete.

3.2.2 Multiple equilibrium states

The main mechanism for manipulating the machinery of the action-based feld equa-
tions is to apply perturbation techniques similar to those used to determine, say, quasi-
normal modes of neutron stars. The general idea for neutron stars is to analyze linear
perturbations of confgurations having particular symmetries generated by Killing vec-
tors. Among the most studied neutron star “ground-states” are those having Killing
vectors which generate staticity and spherical symmetry, and those with Killing vec-
tors that generate axisymmetry and stationarity; basically, non-rotating and rotating
backgrounds, respectively.

7In this context, we can think of it as resulting from the breaking via gravity of spacelike Killing vectors
which lead to space-translation invariance.

8We will still use the word “equilibrium” interchangeably with the non-dissipative limit.
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In an analogous way, we can expect different options for generating the non-dissipative
limit of a multi-fuid system. For example, we can take the limit where the different dis-
sipation coeffcients (such as shear and bulk viscosities) are effectively zero. Another
possibility is the limit where the dissipation coeffcients are non-zero but the fuid mo-
tion itself is such that the dissipation mechanisms are not acting. The formalism de-
veloped by Onsager [166] (recall discussion in section 2.1.1) is worthy of mention here,
because the system of feld equations it creates are more explicit in how the two limits
can be implemented (see, for example, [18]). It is interesting also to note that the phi-
losophy of the Onsager approach is not so much about how to expand away from an
equilibrium, but rather how a non-equilibrium system gets driven back to the equilib-
rium state. Here, because the feld equations are fully non-linear, they can, in principle,
describe systems which are being driven toward or away from equilibrium.

Next, we will explore some of the different options for equilibrium states. We will use
a global analysis which assumes that the second law of thermodynamics applies and
that a knowledge of the fuxes throughout a region of spacetime is enough to determine
whether or not dissipation is acting. A local analysis of the formalism will also be
pursued, involving the feld equations themselves.

3.2.3 Global analysis of the non-dissipative limit

Recall that the fundamental dynamical variables are the particle fuxes na
x and the en-

tropy sa = na
s .9 The formalism’s linchpin is the breaking of the closure of the particle-

fux three-forms, nx
abc and sabc, which leads to non-zero creation rates Γx and Γs. In turn,

these non-zero creation rates lead to the resistive contribution Ra
x and the dissipation

tensor Dx
ab terms in the equations of motion. The nice thing about fuxes, which we will

exploit here, is that they can be integrated.

When we use the Einstein equations and the feld equations of a multi-fuid system, our
goal is to get solutions for the metric and fuxes on a “chunk” of spacetime, for a given
set of initial/boundary conditions. Suppose we pick an ad hoc region M of space-
time, as illustrated in fg. 3.1. The fact that it is a region implies there is a “conceptual
boundary”, meaning the whole spacetime is being divided up into smaller domains.
Let ua

B (collectively) denote the unit normal to the total boundary of the region, defned
so that it always points “out”. The boundary itself consists of two spacelike hypersur-
faces ¶M� (with unit normals ua

B� , ua
B�uB�

a = −1), and a timelike hypersurface ¶ML

(with unit normal ua
BL

, ua
BL

uBL
a = +1); in essence, think of ¶M− as a 3D region of char-

acteristic volume ∆L3 on an initial time-slice of M and ¶M+ as the same volume on
the fnal time-slice, and then ¶ML will be similar to the union of the surface of the same

9Because we impose the second law of thermodynamics below, we are specifcally separating out the
entropy fux in this discussion.
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FIGURE 3.1: A depiction of the spacetime regionM, with one spatial axis suppressed.
It has a characteristic spatial size ∆L and temporal size ∆T. Inside M is a smaller
region dM of characteristic spatial and temporal size dl and dt, respectively. The
boundary ¶M consists of the initial and fnal time-slices ¶M−, ¶M+ and the time-

like hypersurface ¶ML.

volume on each leaf of some spacelike foliation of M between ¶M− and ¶M+. The
induced metric on ¶M� is hab

� = gab + ua
B�ub

B� and for ¶ML it is hab
L = gab − ua

BL
ub

BL
.

There are three contributions to the total particle number change ∆Nx and total en-
tropy change ∆S: (i) The total particle number Nx

− and entropy Sx
− which exist in ¶M−;

(ii) The total particle number Nx
+ and entropy Sx

+ which exist in ¶M+; and, (iii) The
number of particles ∆Nx

L and amount of entropy ∆SL which enter/leave ¶ML. Each
contribution is obtainable from its associated fux: If nx

� (s�) are the particle number
(entropy) densities as measured with respect to the volumes ¶M�, and nx

L (sL) is the
number of particles (amount of entropy) per unit area per unit time entering/leaving
¶ML, then10

Nx
+ =

Z
¶M+

d3x
p

h+ nx
+ =

Z
¶M+

d3x
p

h+

�
−uB+

a na
x

�
, (3.18a)

Nx
− =

Z
¶M−

d3x
p

h− nx
− =

Z
¶M−

d3x
p

h−
�

uB−
a na

x

�
, (3.18b)

∆Nx
L =

Z
¶ML

d3x
p
−hL nx

L =
Z

¶ML

d3x
p
−hL

�
uBL

a na
x

�
, (3.18c)

10We are denoting with h� the determinant of h�ab. We have also taken into account the fact that ua
B−

points to the past, and that the signature of the induced metric hab
L is (−+ +) as ¶ML is timelike.
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and similarly for ∆S. The changes in the total x-particles ∆Nx and entropy ∆S over the
regionM are therefore

∆Nx = Nx
+ − Nx

− + ∆Nx
L , (3.19a)

∆S = S+ − S− + ∆SL . (3.19b)

If the length- and time-scales of spacetime regionM are those typical of terrestrial labs
(read: its curvature is zero throughout), then we have great confdence in asserting
the second law of thermodynamics; namely, the net change of the total entropy must
satisfy ∆S � 0. We could even be confdent that we could determine the total energy E
and volume V of the system, and have a working frst law of thermodynamics which
connects ∆E, ∆Nx, ∆V, and ∆S:

∆E = T∆S− p∆V + ∑
x

mx∆Nx . (3.20)

The temperature T, pressure p, and chemical potentials mx would be well-defned and
calculable. We could even use the standard notions of chemical, dynamical, and ther-
mal equilibrium and say that system A of spacetime regionMA is in chemical, dynam-
ical, and thermal equilibrium with system B of spacetime region MB if, respectively,
their chemical potentials are equal, their pressures are equal, and their temperatures
are equal.

Now, let us suppose we have a region large enough that spacetime curvature can no
longer be ignored. Probably, it would be a safe bet to say that the second law still ap-
plies; i.e., ∆S � 0. But, we are hard-pressed to employ the laboratory defnitions of
chemical, dynamical, and thermal equilibrium. Consequently, it is diffcult to imagine
a global frst law of thermodynamics for general relativistic multifuid systems similar
to that in eq. (3.20); again, the reason being that intensive parameters are spacetime de-
pendent, and an extensive parameter like total energy may not even be defnable. Still,
our task is to explore any possible link between parameters which require scales where
spacetime curvature is necessary (∆Nx and ∆S) to the local fuid variables (na

x and sa)
which enter the fuid feld equations. Fortunately, the divergence theorem provides
such a link.

Applying it to the divergence of both the particle and entropy fuxes gives

∆Nx =
Z
M

d4x
p
−g rana

x =
Z
M

d4x
p
−g Γx , (3.21a)

∆S =
Z
M

d4x
p
−g rasa =

Z
M

d4x
p
−g Γs . (3.21b)

These are not new results, but they serve the purpose here of establishing a direct link
between global and local variables, which we will use to formulate some aspects of the
non-dissipative limit of our formalism.
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Consider an idealized situation of a spacetime region M sub-divided into a region
MA for which ∆Nx

A < 0 and ∆SA < 0, and another regionMB for which ∆Nx
B > 0 and

∆SB > 0. The trick is that they are such that the total changes onM vanish:

∆Nx = ∆Nx
A + ∆Nx

B = 0 , ∆S = ∆SA + ∆SB = 0 . (3.22)

The point is that, even though Γx and Γs are not zero, this is an example of a global, fully
general relativistic, non-dissipative system since there is no net total particle number
or total entropy change. But is this realistic? Is this the kind of defnition of the non-
dissipative limit we are looking for? Probably not. What is more likely is that the non-
dissipative limit is better understood by breaking up M into many small spacetime
regions dM, with characteristic temporal and volume scales dt and (dl)3, respectively,
as illustrated in fg. 3.1.

Once again, let us imagine that dM is subdivided into two regions dMA and dMB. It
is conceivable that on these scales statistical fuctuations could lead to positive creation
rates in one region and negative in the other. If the regions are small enough, we can
assume that Γx and Γs vary slowly across them so that we can approximate the integrals
for dNx

dM and dSdM as11

dNx
dM � Γxdt (dl)3 , dSdM � Γsdt (dl)3 . (3.23)

However, the random nature of statistical fuctuations for a system purported to be
in equilibrium implies that any non-zero creation rates inside dMA and dMB must
balance on average so that

dNx
dM = dNx

dMA
+ dNx

dMB
�
�

ΓA
x + ΓB

x

�
dt (dl)3 = 0 =) Γx = ΓA

x + ΓB
x = 0 , (3.24a)

dSdM = dSdMA + dSdMB �
�

ΓA
s + ΓB

s

�
dt (dl)3 = 0 =) Γs = ΓA

s + ΓB
s = 0 . (3.24b)

One conclusion from this exercise is that the characteristic time and volume scales of
dMmust be large enough that statistical fuctuations will, on average, balance out for a
system in equilibrium. The second conclusion is that having dNx

dM = 0 (dSdM = 0) on
the one hand means Γx = 0 (Γs = 0) on the other, and vice versa. Putting both together
we will assume that the equilibrium state for multi-fuid systems must be such that
regions like dM set the scales for fuid elements and we have Γx = 0 and Γs = 0
everywhere inM.

11We are also assuming that the dM to be small enough that we can transform away gravity by means
of Riemann normal coordinates [155].
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3.2.4 Local analysis of the non-dissipative limit

This next step begins where the previous one left off; that is, a necessary condition
for a multi-fuid system to be in equilibrium is that the fux creation rates Γx (now
including the entropy) vanish everywhere. We will use the feld equations themselves
to investigate three different ways for the action-based system to have zero particle
creation rates: 1) The limit where the dissipation terms Rx

a and Dx
ab are zero, 2) the

limit where the dissipation terms are non-zero but the fuid motion is such that the
dissipative channels are dynamically suppressed, and 3) a combination of dynamical
suppression with constraints between the dissipation terms that lead to Killing vector
felds.

But before moving on with the analysis, it is advantageous to consider the simplest
non-dissipative fuid model which can be derived from the action above—the ordinary
perfect fuid, where all particle species and entropy fow together and the total particle
numbers and entropy are conserved individually. The calculation is straightforward
[67]. All the fuxes have the same four-velocity, say, ua, and so na

x = nxua. If each
particle number fux is conserved individually, then

rana
x = ra (nxua) = uaranx + nxraua = 0 =) uara ln nx = −raua . (3.25)

Obviously, the total particle fux na = ∑x na
x is also conserved and hence

uara ln n = −raua , n = ∑
x

nx . (3.26)

Therefore, we have

uara ln nx − uara ln n = 0 =) uara

�nx

n

�
= 0 . (3.27)

The upshot is that each species fraction nx/n must also be conserved along the fow, and
this includes the entropy as well. This implies that only one matter space is required.
In the action principle, this means that for each x—including the entropy—we have
xa

x = xa, and there is only one Euler equation of the form

∑
x

f x
a = 0 , (3.28)

where the f x
a are exactly as in eq. (2.44).

With this example in mind we can now proceed with the description of three differ-
ent non-dissipative limits consistent with the action-based model. Note that we will
also impose another condition which defnes the equilibrium. We will assume that all
distinct fuids are comoving, so that we are not considering systems with superfuid/-
superconducting phases, or a perfect heat-conducting limit [52]. This means that there



3.2. The non-dissipative limit 51

is a common four-velocity for all species, ua
x = ua. However, it is important to point out

a subtlety about this comoving limit: For a multi-fuid system each species has its own
evolution equation. Even in the comoving limit there are still x fuid equations. Now
consider the feld equations for a multi-species, single fuid system—as we see from
eq. (3.28), it has only one fuid evolution equation. Therefore, the comoving limit of the
multi-fuid system (x equations) is not equal to the single-fuid system (one equation).
This is not an error, rather, it is a consequence of the fact that the number of independent
feld equations of the system is fxed by the number of independent fuids chosen be-
fore the action principle is applied. Note also that we can use the common four-velocity
ua to introduce a spatial covariant derivative Da—acting in directions perpendicular to
ua—and a time derivative “ ˙ ” = uara. For a scalar A we have

Da A =?b
a rb A =

�
db

a + uaub
�
rb A = ra A + Ȧua , (3.29)

and for a vector
Da Ab =?c

a?d
b rc Ad . (3.30)

Dynamical suppression of dissipation

We start by considering the consequences of the non-dissipative limit if the fuid fow
is such that the dissipation mechanisms are not triggered. If we look at each species
creation rate we have

mxΓx = −Rx
a ua − Dx

abraub = 0 , (3.31)

so that, summing over all species

∑
x

mxΓx = −
 

∑
x

Rx
a

!
ua − Dabraub = −DabD(aub) = 0 , (3.32)

where we have used the identities ub
xDx

ab = 0, ∑x Rx
a = 0 and the fact that Dab is sym-

metric. Using the standard decomposition of the four velocity gradients it is easy to see
that eq. (3.32) implies

D(aub) =?c
(a?

d
b) rcud = r(aub) + u(au̇b) = sab +

1
3

q ?ab= 0 . (3.33)

In particular, this tells us that the (dynamically-suppressed) non-dissipative fow has
zero expansion q = 0, and zero shear sab = 0. What is left of the motion is captured by

raub = wab − u̇bua , (3.34)

which is consistent with rigid rotation.
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From the defnition of creation rates, we can now write

Γx = rana
x = ṅx + nxq = ṅx = 0 . (3.35)

Assuming a thermodynamical relation in the standard way, namely that the energy
functional of the system is12 # = #(nx), we see that the chemical potential of each species
is mx = mx(nx) and likewise for the pressure p. Therefore, we have ṁx = 0 and ṗ = 0,
as well. The proposed scenario is consistent with the minimum requirements for the
system being non-dissipative—as explained above. This is not, however, the situation
we will use as basis for the expansion.

The Euler limit

Later (in section 3.4) we will use thermodynamics arguments to show that the dissipa-
tive terms all vanish at equilibrium: Dx, e

ab and Rx, e
a = 0—where we have introduced

the superscript “e” to stress that the dissipative terms are evaluated at equilibrium,
consistently with the notation used later on. We now consider the non-dissipative limit
with these additional constraints and show its compatibility with the Euler equations.
Since the fuids are comoving at equilibrium we have for the fuxes na

x = nxua
e, and so

the four-momenta become

mx
a =

�
Bxnx + ∑

y 6=x
Axyny

�
ue

a = mxue
a . (3.36)

and the equation of motion for the x-species is

f x
a = 2nb

xr[bmx
a] = nxmxu̇e

a + nx

�
ub

eue
a + db

a

�
rbmx = nxmxu̇e

a + nxDamx = 0 . (3.37)

The frst term in f x
a then looks like the mass/energy per volume times the acceleration

while we can show that the second is a “pressure-like” term in the sense of being the
gradient of a thermodynamic scalar. In fact, we have

¶Λ
¶nx

= −
 
Bxnx − ∑

y 6=x
Axyna

yux
a

!
= −mx , (3.38)

and the sum of these terms provides the derivative of the total pressure Ψ:

∑
x

nxDamx = Da

�
∑
x

nxmx + Λ
�

= DaΨ . (3.39)

12Note that we are here using a compact notation, so that the chemical index x in #(nx) runs over all the
species/constituents in the sytem under consideration.
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It is important to note that each individual term cannot (in general) be considered as
the derivative of the x-species contribution to the total pressure. Partial pressures exist
only when the various species do not interact.

Even though the comoving limit of the multi-fuid system is not the same as the single
fuid, multi-species system, there is some overlap: Taking the sum over the chemical
species of eq. (3.37) we fnd13 the standard relativistic Euler equation we derived in
section 1.3. One can also show that eq. (3.28) can be written in this form. This is an
important self-consistency check, but because the multi-fuid comoving limit is not the
same as the single fuid limit, we need to go back to the individual fuid equations of
the multi-fuid system.

We can rewrite the individual equations of motion as

u̇e
b = −Db(log mx) ; (3.40)

thus, for each combination of x 6= y,

Da(log mx) = Da(log my) =) Da

�
log

mx

my

�
= 0 . (3.41)

This self-consistency therefore requires the various chemical potentials mx and my (as
functions on spacetime) to be proportional to each other by some factor Cx

y, which is
constant in the spatial directions; namely,

mx = Cx
ymy , DaCx

y = 0 . (3.42)

This is to be contrasted with the single-fuid case, where there is no such restriction—in
the sense of being forced by the evolution equations—between the chemical potentials.
Usually, one must provide additional information. For example, for neutron stars one
typically imposes that beta decay and inverse beta decay are in equilibrium. If we
combine this with the “dynamical suppression of dissipation”, the factor Cx

y is in fact
constant in all the space-time directions.

Dynamical suppression and Killing vectors

In a local region of spacetime, freely falling frames exist and the Killing equation will be
satisfed approximately. In these local regions having an equilibrium will be consistent
with the existence of Killing felds. However, local regions which are far removed from
each other will not be (on the relevant dynamical timescale) in equilibrium with each
other. This kind of “quasi-local” regression towards equilibrium has been discussed in
the work of Fukuma and Sakatani [85], explicitly introducing two different spacetime

13We have used the standard Euler relation ∑x nxmx = p + #, where p, # are the equilibrium pressure
and energy density, respectively.
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scales to describe the evolution of general relativistic dissipative systems. The hypoth-
esis of Local Thermodynamic Equilibrium applies on the smaller scale—which is of the
size of a fuid element—while the regression (in the sense of Onsager [166]) towards
equilibrium takes place on the larger one, which can still be smaller than the body size.

A relation between the perfect fuid four-velocity and Killing vectors, for stationary
axially symmetric rotating stars,14 has been discussed by Gourgoulhon [99]. A similar
discussion about thermodynamic equilibrium in General Relativity and the existence of
Killing vectors was provided by Becattini [37]. Specifcally, he showed that there must
be global Killing vector felds if the total entropy of the system is to be independent of
the spacelike hypersurface over which the integration is performed. As for the work
presented here, we will now show under what conditions the combination xa

x = m−1
x ua

e

can be turned into Killing vector felds.

From eq. (3.40) it can be seen that

raxx
b +rbxx

a =
1

mx

(
ue

(aue
b)

˙logmx + D(aue
b)

�
, (3.43)

so that, if dynamical suppression has worked, the right hand side becomes zero and
the xa

x will be a timelike Killing vector feld, along which the local thermodynamical
parameters nx, mx, #, and p become constants of motion. Put in different words, if we
want the system to be (at least quasi-locally) at equilibrium—i.e. stationary— we also
need to require rigid body motion.

3.2.5 A fnal comment on equilibrium

To conclude we will come full circle and consider again the change in total entropy
given by eq. (3.19). The result only references spacelike hypersurfaces as part of the
(ad hoc) choice of the boundary of the spacetime region for which the entropy change
is being determined. There are no restrictions placed on the spacetime geometry in
this construct; in particular, no requirement of global Killing vectors. As a matter of
practice, the change in entropy of a system is clearly dependent on the spatial size
and the amount of time the system has had to evolve. Coupling this with the fact
that a separation of space from time is always a choice—an arbitrary spacetime has no
preferred directions, no natural “moments-of-time”—we see that the ad hoc nature of
the boundary in eq. (3.19) is not a drawback. This is precisely the freedom needed in
order to incorporate a system’s spatial extent and evolution time, and the fact that a
separation of space from time in spacetime is always a choice.

The main reason why this is intriguing is that the second law of thermodynamics only
refers to the change in total entropy, not the value of entropy itself at specifc moments

14Note that Gourgoulhon [99] works with the enthalpy per particle instead of chemical potentials. How-
ever, this makes no difference for barotropic perfect fuids.
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of time (i.e. spacelike hypersurfaces). It may be that questions of equilibrium are not to
be settled by the “moment-to-moment” behaviour of three-dimensional integrals, but
rather by global statements of the type represented by eq. (3.19). This is something we
are currently investigating and hope to be able to give more detail on in a future work.

3.3 Perturbations with respect to equilibrium

With the equations of motion obtained from an action principle, we can consider per-
turbations away from equilibrium confgurations (of the kind described above) in a
way that is closely related—at least from the formal perspective—to standard hydrody-
namical perturbation theory. The general approach to Lagrangian perturbation theory
is perhaps best described by Friedman and Schutz [82]. Roughly speaking, the evo-
lution equations for the perturbed felds can be obtained by perturbing the equations
that follow from the action. It is also clear—at least in principle—how to construct a
Lagrangian whose variation gives the perturbed equations (see §2 of [82]). However,
since we are not focussing on a stability analysis of fuid oscillations we will not con-
sider this additional aspect here.

To set the stage for the perturbative expansion, we consider the family of worldlines
(not necessarily geodesics) that each constituent of a multifuid system traces out in
spacetime. Our defnition of equilibrium includes the assumption that all species are
comoving. Therefore, our fducial set of worldlines representing equilibrium are those
the system would have followed if it were comoving throughout its history. This then
allows us to view each of the “fnal” worldlines xa

f (t̄) as a curve in spacetime which is
close to the equilibrium one xa

e(t), with t̄ and t being the proper times of the respective
curves. See fg. 3.2 for an illustration of the idea. The unit four-velocities associated
with the two worldlines are

ua
f =

dxa
f

dt̄
, ua

e =
dxa

e
dt

. (3.44)

Obviously, ua
e represents the comoving frame introduced earlier.

We assume another family of curves xa
ef(l), where l is an affne parameter (say, the

proper length), that connects the equilibrium worldline to the actual one. This means
that for any point xa

e(te) on the equilibrium worldline, there is a unique point xa
f (t̄f ) on

the perturbed worldline, and a unique curve xa
ef(l) between them having two points

xa
ef (le) and xa

ef (lf) such that

xa
f (t̄f) = xa

ef (lf) , xa
e (te) = xa

ef (le) . (3.45)
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d
dτ

d
dλ xae (τe)

xaf (τ̄f)

FIGURE 3.2: An illustration of worldlines associated with the fuid elements (solid ver-
tical red lines, parameterized by t, t̄) and “Lagrangian displacements” which connect

fuid elements (dashed horizontal blue lines, parameterized by l).

Taylor expanding the perturbed worldline about the equilibrium up to second order,
we get

xa
f (t̄f) = xa

e(te) +
dxa

ef
dl

���
le

(lf − le) +
1
2

d2xa
ef

d2l

���
le

(lf − le)2

= xa
e(te) + za∆l +

1
2

�
zb¶bza

�
∆l2 , (3.46)

where we introduced the tangent vector

d
dl

=
dxa

ef
dl

���
le

¶

¶xa = za¶a . (3.47)

The frst objects we want to perturb are the fuid element “names”. That is, we attach a
label XA, where the index A = 1, 2, 3, to each of the worldlines used to cover the region
of spacetime occupied by the fuid. By defnition of the Lagrangian variation [82, 83]
we then have

∆XA =
�

f�XA(xf)
�

(xe)− X̄A(xe) = XA(xf)− X̄A(xe) = 0 , (3.48)

where f is the diffeomorphism that connects the perturbed and unperturbed world-
lines, via the fow lines xa

ef, and and f� denotes the pull-back from perturbed to equi-
librium manifold. The last equality then follows from the fact that the fuid label does
not change as we follow it. As a result we have, to frst order

dXA = −Lxx XA = −xa
xΨA

e a = −xA
x , (3.49)
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where we introduced the Lagrangian displacement vector xa
x = xa

f − xa
e.

It is important to note that these displacement vectors are different from the ones intro-
duced when obtaining the equations of motion from the action principle (see eq. (2.56)),
even though the mathematics appears the same. In the present case the displacement
vector connects two confgurations that are “close” in the space of physical solutions—
in feld-theory parlance they are both “on-shell”. We also note that, to compute the
second order variation we cannot rely on the simple relation that exists between La-
grangian and Eulerian variation (at frst order). We need to perform such calculations
explicitly.

At this point, it is worth pausing to consider what is behind the perturbation scheme
we are building. Since we assume the existence of a well defned equilibrium timelike
congruence xa

e with four velocity ua
e, we may imagine riding along with the equilibrium

fuid element observing the evolution of the system (towards equilibrium) from this
perspective. This means that the x-species four-velocity ua

x can be decomposed (in the
usual way) as

ua
x = gx

�
ua

e + wa
x

�
, where wa

xue
a = 0 , gx =

�
1− wa

xwx
a

�−1/2
. (3.50)

Moreover, since we are working up to frst order we have

gx = 1 +
1
2

w2
x � 1 +O(w2

x) =) ua
x = ua

e + wa
x . (3.51)

We note that this linear expansion in the relative velocities, although in a different spirit,
has also been discussed in the context of extensions to magneto-hydrodynamics [16, 24,
25].

Also, it is interesting in itself (and necessary for perturbing the full set of fuid equa-
tions) to understand the relation between the spatial velocity wa

x as measured by the
equilibrium observer and the Lagrangian displacement xa

x. We consider the displace-
ment to live in the local present of the equilibrium observer, i.e., to be such that xa

xue
a =

za
xue

a = 0.15 This implies that the vectors xa
x and za

x are spacelike non-null vector felds
in spacetime. As a result, if we consider the proper time of the perturbed worldline, we
have

− dt̄2 = gab dxa
f dxb

f = gab dxa
e dxb

e + gab

�
dxa

e zb∆l + dxb
e za∆l

�
= −dt2 , (3.52)

where we used the fact that

xa
e = xa

e(t) =) dxa
e = ua

edt . (3.53)

15This is essentially a gauge choice, see [21] for discussion.
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As a consequence, the proper time of the perturbed and equilibrium worldline is the
same, so we have

ua
x =

dxa
f

dt̄
� dxa

e
dt

+
d

dt
xa

x = ua
e + ẋa

x , (3.54)

where (again) the dot represents the covariant directional derivative in the direction of
the equilibrium four-velocity.16 We observe that from the construction we have wa

x = ẋa
x

and it is clear that when pushing the expansion to second order their relation will be-
come more involved—both because the difference between the proper times (t̄ versus
t) appears at second order and because the Taylor expansion gets more complicated.

We now aim to understand how to construct the expansion directly in matter space.
We start by noting that, since we are considering each displacement xa

x to be orthog-
onal to ua

e there is no loss of information in projecting the Lagrangian displacements
onto the equilibrium matter space and dealing with x A

x . The general picture is thus as
follows: in the general non-linear theory each matter space can be considered as an in-
dependent but interacting manifold, but this changes when we consider a perturbative
expansion. In fact, the fundamental assumption of perturbation theory is that the two
confgurations (perturbed and unperturbed) are related by some diffeomorphism. This
implies that the perturbed and unperturbed matter spaces17 are diffeomorphic, that is
they are the same abstract manifold. Therefore we can use the same chart on the two
manifolds XA (label the worldlines in the same way) and the difference will be only in
that XA

x (xa) 6= XA
e (xa). The difference between the two will be exactly what we found

above, namely −x A
x . We also note that, by our defnition of the unperturbed state, all

the perturbed matter spaces are diffeomorphic to the same unperturbed one, and thus
to each other.

Given this, we can work out how a general matter space tensor transforms under dif-
feomorphisms [50]. For instance, if we consider the projected metric gAB

x we have18

dgAB
x = −L−xx gAB

x = Lxx gAB
x = xC

x ¶CgAB
e − gCB

e ¶Cx A
x − gAC

e ¶CxB
x , (3.55)

where the partial derivatives are taken with respect to the equilibrium matter space
coordinates. We now observe that, considering xA

x as a scalar feld in spacetime we can
write

− gCB
e ¶CxA = −gabΨC

e aΨB
e b¶CxA

x = −ΨB
e brbx A

x . (3.56)

16To be more precise, one should distinguish between d
dt = ub

e¶b and D
Dt = ub

erb. Since we are intro-
ducing a decomposition of a vector as a sum of two, ẋa

x must be a vector as well so that the dot represents
a covariant directional derivative.

17Recall that the matter space is obtained by taking the quotient of the spacetime over the corresponding
worldline, i.e. identifying the worldline as a single point.

18For the Lie derivative we use the formula with partial derivatives in order to avoid the possible con-
fusion arising from the choice of the connection used on the matter space.
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We also note that, since19 ¶CΨA
e a = ¶adA

C = 0, we have

¶CgAB
e = 2 gab

 
¶

¶XC
e

ΨA
e a

!
ΨB

e b = 0 . (3.57)

As a result, the projected metrics transform as

dgAB
x = −ΨB

e arax A
x −ΨA

e araxB
x . (3.58)

This also tells us that building the variation of the metric tensor in this way, we are only
comparing the difference in the position of the particles, keeping fxed the spacetime
metric.

We can now use the defnition in eq. (3.29) to decompose the displacement gradients as

rax A
x = −wA

x ue
a + DaxA

x , (3.59)

and rewrite

dgAB
x = ΨB

e a(wA
x ua

e − Dax A
x ) + ΨA

e a(wB
x ua

e − DaxB
x )

= −DBxA
x − DAxB

x , (3.60)

where we introduced the short-hand notation DA = ΨA
e b gabDa. It is worth noting that

eq. (3.60) is not a strain-rate tensor of the type usually introduced in fuid dynamics,
because it involves gradients in the displacements instead of velocities. The usual strain
rate tensor is in fact20

ġAB
x = −2 ΨA

x (aΨB
x b)

�
− ub

xu̇a
x + vab

x + sab
x +

1
3

qx ?ab
x
�

=

= −2 ΨA
e (aΨB

e b)

(
sab

x +
1
3

qx ?ab
e
�

+O(2) = −2
(
sAB

x +
1
3

qxgAB
e
�

, (3.61)

We will comment on the implications of this difference later.

Even if it is not entirely obvious what kind of object the mixed projected metric gAB
xy

is in the general non-linear case, in the context of a perturbative expansion there is
no real difference between the various matter spaces (they are all diffeomorphic to the
equilibrium one). This means that we can use the same fundamental formula also for
gxy to get

dgAB
xy = gAB

xy − gAB
e = gab

�
dΨA

x aΨB
e b + dΨB

y bΨA
e a

�
=

= −ΨB
e arax A

x −ΨA
e araxB

y . (3.62)

19If this is not immediately convincing one can prove it by taking the explicit defnition of a derivative
on the coordinate functions XA(X̄) = dA

CX̄C = X̄A and using the linearity of the derivative.
20To see this one has to use Lux ΨA

x a = 0.
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It is interesting to note that since dgab = 0 we have

[d,ra] = [d, ¶a] = 0 . (3.63)

That is, the variation commutes with both partial and covariant derivatives. This will
become relevant when we need to work out the variation of the resistive terms that
stem from a dependence of the Nx on gAB

xy and gAB
y .

As there has been a number of recent efforts aimed at building frst-order dissipative
hydrodynamic models starting from a feld-theory perspective (cf. section 2.4), it makes
sense to point out the differences between the present expansion and the feld-theory-
based ones. In that context, the models are said to be of frst order if the constitutive
equations involve all permissible terms with just one derivative—as when the system
is close to equilibrium one can expect the gradients in temperature, chemical poten-
tial etc. . . to be small, so that terms with two or more derivatives are dominated by
frst-order ones. In contrast, we here assume the variables that defne the physical state
of the system to take values close to the equilibrium ones, and by “frst order” we
mean the deviations are expanded up to O(xx). It is therefore clear that the present ap-
proach differs from the feld-theory-based (gradient) expansions. The ultimate reason
is that the action-based model provides the exact equations, which we then approx-
imate, while in the feld-theory approach one is trying to build the full equations as
successive expansions.

3.4 Energy density is stationary at equilibrium

As discussed in section 2.1.2, in order to describe out-of-equilibrium systems with the
Extended Irreversible Thermodynamic (EIT) paradigm, one postulates the existence of
a generalized entropy—a function of a larger set of Degrees of Freedom than the corre-
sponding equilibrium ones—which is maximized at equilibrium. The starting point for
the formalism used here is a generalized energy where the only degrees of freedom are
the fuxes. The action-based model provides the total stress-energy-momentum tensor
Tab of the system, so that we can easily extract the total energy density # for some ob-
server having four-velocity ua via the projection # = uaubTab. We will now show that
requiring the local energy density to be at a minimum in equilibrium means the viscous
stress tensors have to be zero.

When specifc modeling is carried out, such as a numerical evolution, we would need to
provide an equation of state and specify values for the microphysical input parameters.
From the phenomenological point of view, this corresponds to assuming the existence
of a function—in our case, energy density—defned on some “thermodynamical mani-
fold” whose coordinates are the relevant degrees of freedom. Practically speaking, the
formalism developed here suggests we may identify the thermodynamical manifold



3.4. Energy density is stationary at equilibrium 61

with the matter space used in the variational model. As the general discussion gets
quite complex, we focus on the specifc example of a two-component system, with the
components representing matter and entropy (see [142, 22]).

Let us frst consider the non-dissipative limit. Thermodynamics of a single fuid is
described by some equilibrium energy #e(n, s) such that

d#e = Tds + mdn = ∑
x=n,s

mxdnx . (3.64)

On the other hand, the conservative variational model is built using a master function
Λ(n2

n, n2
s , n2

ns). Because of our assumption that all species are comoving in equilibrium
there is no heat fux relative to the matter and therefore n2

ns = −gabna
nnb

s = +nnns, and
the master function only depends on two variables, Λe = Λe(nn, ns). It is indeed easy
to see that the equilibrium energy density, as measured by the equilibrium observer, is

#e = Te
ab ua

eub
e =

�
Ψegab + (Ψe −Λe)ue

aue
b
�
ua

eub
e = −Λe . (3.65)

Since we have already identifed the matter space normalizations of the three-forms
with the rest frame densities Nx = nx, we can think of the thermodynamic energy as a
function defned on the matter space, and write

#e = #e(Nn,Ns) = −Λe(Nn,Ns) . (3.66)

The equilibrium case suggests that we could try to extend this identifcation to the non-
equilibrium setting, and “build” the thermodynamics on the matter space. This raises
the (diffcult) question of what the global matter space is in the full non-linear case. We
will not address that issue here. Instead, we focus on the near-equilibrium case, where
we only have to deal with the equilibrium matter space.

Because of the way we have built the expansion, it is natural to project tensor quantities
—fuxes, stress-energy-momentum tensor, etcetera—into the frame of the equilibrium
observer, as defned by the equilibrium worldlines congruence ua

e. Quantities measured
in this frame will be indicated by a “hat” in the following. Objects without a hat are
measured in fuid rest frames, which are defned by the ua

x. The equilibrium value of
a quantity in the equilibrium frame will be indicated with a “bar”. For instance, the
particle density measured in the equilibrium frame is n̂x = −ue

ana
x; in the x-fuid rest

frame it is nx = −ux
ana

x; and the equilibrium value in the equilibrium frame is n̄x = n̂x
��
e.

The “out-of-equilibrium” energy density #̂o.e. of the system as determined in the equi-
librium rest frame is given by

#̂o.e. =
(
Tab

n.d. + ∑
x

Dab
x
�
ue

aue
b = #̂n.d.

o.e. + Dabue
aue

b , (3.67)
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where we have separated the contribution from the viscous stress tensor Dab from those
having the “non-dissipative” form

Tab
n.d. =

�
Λ−∑

x
nc

xmx
c

�
gab + ∑

x
na

xmb
x = Ψ gab + ∑

x
na

xmb
x . (3.68)

The expression for #̂o.e. can be made more explicit by means of eq. (3.38), which leads
to Ψ = Λ + ∑x nxmx and

#̂n.d.
o.e. = ue

aue
bTab

n.d. = −Λ− ∑
x=n,s

(
nxmx − n̂xm̂x

�
. (3.69)

Because the fux is a vector, the two densities n̂x and nx are easily shown to be related
by

n̂x = −na
xua = −nxua

xua = (1− wa
xwx

a)−1/2nx =
�

1 +
1
2

w2
x

�
nx +O(w3

x) . (3.70)

Meanwhile, the corresponding momentum relation is a bit more involved because of
entrainment:

mx = −mx
bub

x = −gx(ub + wb
x)
(
Bxnxux

b + ∑
y 6=x
Axynyub

y
�

= gx

�
m̂x −Bxnxgxw2

x − ∑
y 6=x
Axynygywa

xwy
a

�
. (3.71)

We can rearrange this as

m̂x = mx −
1
2

m̄xw2
x + B̄xn̄xw2

x + ∑
y 6=x
Āxyn̄ywa

xwy
a , (3.72)

and, wrapping up, we get

#̂n.d.
o.e. = −Λ + B̄nn̄2

nw2
n + B̄sn̄2

s w2
s + 2Ānsn̄sn̄nwa

nws
a

= −Λ + m̄nn̄nw2
n + m̄sn̄sw2

s −Ansn̄nn̄sw2
ns , (3.73)

where
w2

xy = gab
(
wa

x − wa
y
�(

wb
x − wb

y
�

. (3.74)

It is now clear that, in order to proceed, we need an expansion for the master function,
Λ.

Note that the dissipative action model assumes Λ depends on (XA
n , XA

s , gAB
n , gAB

s , gAB
ns )

through the scalar product of the fuxes n2
n, n2

s , n2
ns. Therefore, we can expand Λ up to
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second order in the standard way (see [21]). We thus have

Λ = Λe −
1
2 ∑

x=n,s
Bxdn2

x −Ansdn2
ns −

1
4 ∑

x=n,s

¶Bx

¶n2
x

(dn2
x)2 − 1

2
¶Ans

¶n2
ns

(dn2
ns)

2

− 1
2

¶Bn

¶n2
s

(dn2
n)(dn2

s)− ¶Ans

¶n2
n

(dn2
n)(dn2

ns)−
¶Ans

¶n2
s

(dn2
s)(dnns)

2 . (3.75)

To make contact with the previous expansion on the matter space we need explicit
expressions for dn2

x and all other similar terms that appear in this expression.

For the four-current we have

dna
x = na

x − n̄a
x = (n̄x + dnx)

h(
1 +

1
2

w2
x
�
ua + wa

x

i
− n̄xua

=
1
2

n̄xw2
xua + n̄xwa

x + dnxua + dnxwa
x , (3.76)

and we see that it—quite intuitively—changes both as the density and the four-velocity
change. By means of eq. (3.76) we get

dn2
x = −

(
2n̄a

xdnx
a + dna

xdnx
a
�

= 2n̄xdnx + (dnx)2 . (3.77)

Similarly, we have

dn2
xy = −

�
n̄a

xdny
a + n̄a

ydnx
a + dna

xdny
a

�
= n̄xdny + n̄ydnx + dnxdny +

1
2

n̄xn̄yw2
xy . (3.78)

In order to complete the second order expansion of Λ we also need the products (for
every possible combination) of eq. (3.77) and eq. (3.78). These are found to be

(
dn2

x
�2

= 4n̄2
x(dnx)2 , (3.79a)

(dn2
xy)2 = n̄2

x(dny)2 + n̄2
y(dnx)2 + 2n̄xn̄ydnxdny , (3.79b)

(dn2
x)(dn2

y) = 4n̄xn̄ydnxdny , (3.79c)

(dn2
xy)(dn2

x) = 2n̄x(dnx)
(
n̄ydnx + n̄xdny

�
. (3.79d)

Plugging these expressions into eq. (3.75) we fnd (up to second order)

#̂n.d.
o.e. = #e(n̄n, n̄s) + m̄ndnn + m̄sdns +

1
2
(
B̄nc̄2

n − Ānn
uu
�
(dnn)2

+
1
2
(
B̄sc̄2

s − Āss
uu
�
(dns)

2 −
(
c̄sn

uu + Āns
uu
�
(dnn)(dns) + m̄nn̄nw2

n

+ m̄sn̄sw2
s −

1
2
Ānsn̄nn̄sw2

ns , (3.80)
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where we have made use of eq. (3.73) and defned (see Andersson and Comer [21])

c̄2
x = 1 + 2

n̄2
x

B̄x

¶B̄x

¶n2
x

, (3.81a)

Āxx
ab = −

�
n̄2

y
¶Āxy

¶n2
xy

+ 4n̄xn̄y
¶Āxy

¶n2
x

�
ue

aue
b

.
= Āxx

uuue
aue

b , (3.81b)

Āns
ab = Āns ?ab −

�
Āns + 2n̄2

n
¶Āns

¶n2
n

+ 2n̄2
s

¶Āns

¶n2
s

+ n̄nn̄s
¶Āns

¶n2
ns

�
ue

aue
b

.
= Āns ?ab +Āns

uuue
aue

b , (3.81c)

c̄ns
uu = −2n̄nn̄s

¶B̄n

¶n2
s

= −2n̄nn̄s
¶B̄s

¶n2
n

. (3.81d)

Noting that the quantity dnx is the variation of the rest frame density, we can relate it
to a variation of Nx and “close the loop”. Since the Nx are functions on matter space
of the variables (Xn, Xs, gAB

n , gAB
s , gAB

ns ) the expression for the energy is actually a
second order expansion in terms of those variables. We note also that, because of the
“two-layer structure”, the dnx above contain second-order terms.

A priori, the expression in eq. (3.80) does not provide the total out-of-equilibrium en-
ergy because we also need to account for the dissipative terms. However, we will now
show that these actually do not contribute. To do this, we assume an expansion for all
the viscous stress tensors of form

SAB = Se
AB + S1

AB + S2
AB +O(x3) , (3.82)

without providing (for now) the explicit expressions. Recalling ΨA
e aua

e = 0, we can
write

Sabua
eub

e = SAB(XA
e + dXA),a(XB

e + dXB),bua
eub

e = Se
AB dXA

,a dXB
,bua

eub
e , (3.83)

where the expansion is up to second order. It is clear that this argument is valid for
each viscous stress tensor, and for Dabua

eub
e as well, so that the dissipative contributions

to the off-equilibrium energy are, at least, of second order. Assuming that the energy is
stationary, that is

#̂n.d.
o.e. − #e(n̄n, n̄s) = O(x2) , (3.84)

we then have
m̄ndnn + m̄sdns = O(x2) , (3.85)

which has a clear thermodynamical interpretation and is consistent with the EIT pic-
ture, since, up to frst order, the generalized energy is a function of the nx only.

We want to translate the above result into conditions for the matter space functionsNx.
We start by observing that in the conservative case, the three-form nx

ABC is a function
of the XA

x coordinates only. Therefore, N̄x is just a function of XA
x , while, becauseNx =
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N̄x
p

gx, the latter depends also on the projected metric

¶Nx

¶gAB
x

=
1
2
p

gxN̄xgx
AB =

1
2
Nxgx

AB . (3.86)

When considering the expansion of nx (and hence Nx) we assume that we can write

Nx = N e
x +N d

x , (3.87)

where N e
x is the same as in the non-dissipative limit while the dissipative contribution

N d
x is a function also of the additional variables that encode the dissipation. Given the

separation ofNx into two pieces it is natural to assume thatN d
x , but not its derivatives,

vanishes at equilibrium.

Since the equilibrium evolves in a conservative fashion, we can write

dnx � Nx −N e
x = N d

x = N d
x −N d

x

���
e

=
¶N d

x

¶XA
x

dXA
x +

¶N d
x

¶XA
y

dXA
y +

¶N d
x

¶gAB
x

dgAB
x +

¶N d
x

¶gAB
y

dgAB
y +

¶N d
x

¶gAB
xy

dgAB
xy +O(2) , (3.88)

where here, and in similar expansions below, each quantity is to be evaluated at equi-
librium. With this assumption it is easy to read off from eq. (3.85) the frst order relation

MndN d
n +MsdN d

s = 0 . (3.89)

This leads to

Mn
¶N d

n

¶XA
n

+Ms
¶N d

s

¶XA
n

= 0 , (3.90)

and analogous results for variations with respect to XA
s , gAB

n , gAB
s and gAB

ns follow im-
mediately. In particular, this shows that the total viscous stress tensor, acting on each
component Dx

ab, vanishes when the energy is stationary.

To see this explicitly we note that (see eqs. (3.14) and (3.15))

Sxy, e
AB � 2Mx

¶Nx

¶gAB
xy

= −2My
¶Ny

¶gAB
xy

= −Syx, e
BA , (3.91)

where we made use of the symmetry property of the mixed metric, namely gAB
xy = gBA

yx .
Similarly,

Sx, e
AB � 2Mx

� ¶Nx

¶gAB
x
− 1

2
Nxgx

AB

�
= 2Mx

h ¶N d
x

¶gAB
x
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2
(
Nx −N e

x
�

gx
AB

i
= 2Mx

¶N d
x

¶gAB
x

= −2My
¶N d

y

¶gAB
x

= −syx, e
AB . (3.92)
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It is now clear that, by means of eq. (3.91) and eq. (3.92), the x-species viscous stress
tensor vanishes:

Dx, e
AB = Sx, e

AB + syx, e
AB +

1
2

(Sxy, e
AB + Syx, e

BA ) = 0 . (3.93)

We have considered the fully general case with all the additional dependences in Nx

and all the viscous tensors Sx
ab, Sxy

ab and sxy
ab . The same result—that is, each Dx, e

ab vanishes
—holds even in a less rich situation when the model is built from fewer viscous tensors.
In that case we have to go back to eq. (3.89) and modify the argument accordingly. It
is important to stress that we have shown that the full stress-energy-momentum tensor
at equilibrium is made out of just the non-dissipative part, and that the dissipative
parts of the total stress-energy-momentum tensor do not contribute to the total energy
density at second order.

However, we note that the energy minimum conditions in eq. (3.89) do not set the
purely resistive terms to zero (eq. (3.13)). In fact, it only leads to

Mn
¶N d

n

¶XA
n

= −Rsn, e
A , (3.94a)

Ms
¶N d

s

¶XA
s

= −Rns, e
A . (3.94b)

The reason for this is pretty clear as these terms do not enter the expression for the
energy density. We nonetheless might want to consider the case where the equilibrium
equations are exactly as the conservative ones. The motivation for this can be found in
the derivation of the purely resistive terms. If the different species are comoving at the
action level, there is no distinction between the different XA

x and no resistive term of
this form would appear. We can enforce consistency with this observation in two ways:
either we assume that we use the complete dependence on XA

x in the conservative part,
in which case

¶N d
x

¶XA
x

���
e

= 0 =) Rxy, e
A = 0 , (3.95)

or, we just set the terms Rx
a to zero, so that

Mn
¶N d

n

¶XA
n

���
e

=Ms
¶N d

s

¶XA
s

���
e

. (3.96)

The latter, less restrictive assumption reminds us of the dynamical nature of chemical
equilibrium in nature. Reactions happen also at equilibrium, although they do so in
such a way that there is no net particle production.

Finally, it is quite easy to see that if we choose a different observer, such as the ones
associated with the Eckart or Landau frame, the differences in the energy density will
be of second order. Crucially, the equilibrium conditions in eq. (3.89) do not depend on
the choice of frame.
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3.5 The last piece of the puzzle

In order to work out the perturbative expressions we need to expand the various dissi-
pative terms. It should now be clear that for the viscous stress tensors we can write21

dsxy
AB = 2

¶N d
x

¶gAB
y

dMx + 2Mxd

 
¶N d

x

¶gAB
y

!
, (3.97a)

dSxy
AB = 2

¶N d
x

¶gAB
xy

dMx + 2Mxd

 
¶N d

x

¶gAB
xy

!
, (3.97b)

dSx
AB = 2

¶N d
x

¶gAB
x

dMx + 2Mxd

 
¶N d
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x

!
−Mx(dN d

x )ge
AB , (3.97c)

where we recall that

sxy
AB = 2Mx

¶N d
x

¶gAB
y

, (3.98a)

Sxy
AB = 2Mx

¶N d
x

¶gAB
xy

, (3.98b)

Sx
AB = 2
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x
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2
MxN d

x gx
AB

!
. (3.98c)

Similarly, for the “purely resistive” terms we have

dRxy
A =

¶N d
x

¶XA
y

dMx +Mxd

 
¶N d

x
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y

!
. (3.99)

SinceN d
x is a function of (Xx, Xy, gAB

x , gAB
y , gAB

xy ), its derivatives are as well, so that we
have

d
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!
=

¶2N d
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x ¶XA

y
dXB
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x ¶XA
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+
¶2N d

x

¶gBC
y ¶XA

y
dgBC

y +
¶2N d

x

¶gBC
xy ¶XA

y
dgBC

xy . (3.100)

Similar results hold for the other variations that were not explicitly written in eq. (3.97)
and eq. (3.99).

Concerning the purely resistive term we note that ua
xRyx

a = 0 by construction. Because
we are doing an expansion with undetermined coeffcients, we need to impose this by

21All the derivatives are intended to be evaluated at equilibrium.
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hand at every order; specifcally, at the linear level. This then leads to

d
�

ua
xRyx

a

�
= Ryx, e

A

�
wA

x − ẋ A
x

�
= 0 , (3.101)

so that not only do we have wa
x = ẋa

x but also wA
x = ẋA

x . This then means that we must
have22 ua

exb
xXD

e ;ba = 0, which in turn implies that the orthogonality conditions for the
viscous stress tensors

Sx
abua

x = Sxy
ab ua

x = sxy
ab ua

y = 0 , (3.102)

are automatically satisfed at linear order.

From eq. (3.97) we can fnd the expansion for the spacetime viscous tensors through

dSx
ab = dSx

DEΨD
e aΨE

e b − Sx
DE

�
xD

x ,aΨE
e b + ΨD

e axE
x ,b

�
, (3.103a)

dsxy
ab = dsxy

DEΨD
e aΨE

e b − sxy
DE

�
xD

y ,aΨE
e b + ΨD

e axE
y ,b

�
, (3.103b)

dSxy
ab = dSxy

DEΨD
e aΨE

e b − S
xy
DE

�
xD

x,aΨE
e b + ΨD

e axE
y ,b

�
, (3.103c)

while for the resistive terms associated with sxy
ab and Sxy

ab we have

drxy
a =

1
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dsxy
DEragDE

e −
1
2

sxy
DE¶a

�
gbc(xD

y ,bΨE
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, (3.104a)

dRxy
a =

1
4

dSxy
DEragDE

e −
1
2
Sxy

DEgbc
�

xD
x ,braΨE

e c + ΨD
e braxE

y ,c

�
, (3.104b)

where we made use of the fact that [d,ra] = 0 because of dgab = 0 (see the discussion
at the end of section 3.3).

Having “understood” how we may perturb the terms Rx
a and Dx

ab, let us focus on the
remaining pieces of the equation of motion. A quick look back at eq. (2.70) reveals that
the only terms we still have to discuss are dΓx and dmx

a . For the particle creation rate we
have (see eq. (3.76))

dΓx = radna
x = ˙dnx +ra(n̄xwa

x) , (3.105)

while for the x-species momentum, we get

dmx
a = d(Bxnx)ue

b + B̄xn̄xwx
b + ∑

y 6=x
d(Axyny)ue

b + Āxyn̄ywy
b . (3.106)

Using the fact that we identifedMx with mx we have

dMx = d
(
− ma

xux
a
�

= −
(
m̄x

awa
x + dma

xue
a
�

= d
�
Bxnx + ∑

y 6=x
Axyny

�
, (3.107)

22Here the semicolon is, as usual, a short-hand notation for covariant derivative A;a = ra A.
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and since Bx and Axy are ultimately functions of n2
x and n2

xy, we may use

dBx =

 
2nx

¶Bx

¶n2
x

+ ny
¶Bx

¶n2
xy

!
dnx +

 
2ny

¶Bx

¶n2
y

+ nx
¶Bx

¶n2
xy

!
dny , (3.108a)

dAxy =

 
2nx

¶Axy

¶n2
x

+ ny
¶Axy

¶n2
xy

!
dnx +

 
2ny

¶Axy

¶n2
y

+ nx
¶Axy

¶n2
xy

!
dny , (3.108b)

in eq. (3.107). This way, making use of defnitions in eq. (3.81), we arrive at

dMx =
(
B̄xc2

x − Āxx
uu
�
dnx −

(
Āns

uu + c̄ns
uu
�
dny , (3.109)

and we see that the parameters that enter the dissipative fuid equations are the entrain-
ment coeffcients (and frst derivatives; that is, second order derivatives of Λ(n2

x, n2
xy))

and the (up to second order) derivatives of the function Nx(Xx, Xy, gAB
x , gAB

y , gAB
xy ).

Having outlined the perturbative framework, it is natural to ask how many dissipative
channels the (general) model contains. Or, to be more specifc, how many “dissipa-
tion coeffcients” would have to be determined from microphysics? According to the
expansion scheme we have developed so far, the perturbative expressions for the dis-
sipative terms will ultimately involve all second and frst order derivatives of the N d

x

when considered as functions of Xx, Xy, gAB
x , gAB

y , gAB
xy . Also, to make use of the model

we need to specify the entrainment coeffcients and their derivatives in the combina-
tions from eq. (3.81). This means that the most general model one can think of contains
a large number of coeffcients. However, they should be, in general, known once a spe-
cifc model is chosen; that is, once the explicit functional forms of Λ and the N d

x have
been provided. For example, if nuclear physics calculations are used to determine these
explicit forms, they must be done in such a way that the constraints which arise from re-
quiring a meaningful equilibrium confguration are taken into account, and they must
ensure that the second law of thermodynamics is obeyed. If Onsager-type reasoning is
invoked to ensure Γs is positive (up to second order), then explicit use of

TΓs = −Ds
barbua

s − ua
sRs

a , (3.110)

where T = −ua
sms

a is the temperature, would have to be made.

3.6 Model comparison

As an intuitive application of the formalism we have developed, it is useful to make
contact with existing models for general relativistic dissipative fuids, in particular,
the classic work of Landau-Lifschitz and Eckart and the second-order Müller-Israel-
Stewart model. Specifcally, we want to understand how standard quantities (like shear
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and bulk viscosity) enter the present formalism. Therefore, we need to see if the dis-
sipative terms of the existing models can be matched with terms in the action-based
description. This procedure is fairly straightforward.

The action-based model provides the total fuid stress-energy-momentum tensor, so we
only have to decompose it in the usual way (cf. eq. (2.15)):

Tab = ( p̄ + c) ?ab +#uaub + 2q(aub) + cab , (3.111)

In this expression, the fuxes are defned with respect to some observer with four-
velocity ua. In order to be consistent with the perturbative expansion outlined above,
we take this observer to be associated with the thermodynamical equilibrium, i.e. ua =

ua
e. Finally, we have split the isotropic pressure into an equilibrium contribution (de-

noted as p̄ as discussed above) and a non-equilibrium one.

3.6.1 Equating the fux currents

Let us frst consider the heat. We can read off the heat fux from the total stress-energy-
momentum tensor as

qa = −#ua
e − Tabue

b = − ?a
b Tbcue

c . (3.112)

First, let us note that there is no contribution at linear order coming from the dissipative
part of the stress-energy-momentum tensor Dab. In fact, making use of eqs. (3.91), (3.92)
and (3.103), it is easy to show that Dabue

a = (dDab)ue
a = O(2). Let us therefore consider

the non-dissipative part of Tab. For the generalized pressure we have to frst order

Ψ = Λ + ∑
x

nxmx = −#̄e + m̄n̄ + T̄s̄ + ∑
x=n,s

n̄xdmx = p̄ + ∑
x=n,s

n̄xdmx , (3.113)

where we have used the minimum energy condition (eq. (3.85)) and the equilibrium
Euler relation. Using

∑
x

na
xm̂x = ∑

x
na

xmx +O(2) �∑
x

h
n̄xm̄xua

e + n̄xdmxua
e + m̄x

(
dnxua

e + n̄xwa
x
�i

, (3.114)

we then identify the heat fux as

qa = ∑
x

m̄xdna
x = m̄n̄ wa

n + T̄s̄ wa
s . (3.115)

Here, we have repeatedly used the Euler relation and the minimum energy condition
eq. (3.85). We note that this quantity is consistent with the defnition used in the classic
models, see [21].
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Let us now move on to the other fuxes and, as before, frst focus on the non-dissipative
contribution. It is easy to check that

Tab
n.d. =

�
p̄ + ∑

x
n̄xdmx

�
gab + ( p̄ + #̄e)ua

eub
e

+ ∑
x

h
m̄xn̄xub

ewa
x + n̄xua

e
(
dmxub

e + Bxn̄xwb
x + ∑

y 6=x
Axyn̄ywb

y
�i

, (3.116)

so that, using the standard decomposition above one arrives at

( p̄ + c) ?ab +cab =?a
c?b

d Tcd = Tab + Tadue
dub

e + Tcbue
cua

e + #ua
eub

e . (3.117)

If we now use the non-dissipative contribution Tab
n.d. in this equation, we get

( p̄ + c) ?ab +cab = ( p̄ + ∑
x

n̄x dmx) ?ab= ( p̄ + dΨ) ?ab . (3.118)

That is, there may be a frst-order correction in the pressure coming from Tab
n.d.. Next,

let us consider the contribution due to the non-dissipative part. From eq. (3.103) we see
that

?a
c?b

d Dcd = Dab = dDab . (3.119)

Putting everything together, we have identifed

ĉ = dΨ +
1
3

gabdDab , (3.120a)

ĉab = dDhabi , (3.120b)

q̂a = m̄n̄wa
n + T̄s̄wa

s , (3.120c)

where we reintroduced the “hat” to stress that these fuxes are measured by the equi-
librium observer while the angle brackets mean that we are taking the trace-free sym-
metric part of the tensor.

3.6.2 Example: A viscous single fuid

We now consider the specifc example of a two-component, single viscous fuid. The
two species are matter, with non-equilibrium fux na = nua

f , and entropy, with non-
equilibrium fux sa = sua

f . In this simple case, we assume that the non-equilibrium
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fuxes remain parallel23, meaning wa
n = wa

s = wa and therefore

na
n = nua

f = n(ua
e + wa) , (3.121a)

na
s = sua

f = s(ua
e + wa) , (3.121b)

where again ua
e is the equilibrium fow. In this case we do not have resistive terms

because the two fuids are locked together from the beginning. Dissipation enters by
assuming both currents depend on the (single) projected metric

Nn = Nn(XA, gAB) , (3.122a)

Ns = Ns(XA, gAB) . (3.122b)

In practice, this means that we will have additional terms due to Ss
ab and Sn

ab in the
equations of motion.

Also, the creation rate Γn has to vanish24; this implies

Γn = − 1
mn

Sn
abraub

f = 0 =) Sn
ab = 0 , (3.123)

as, by construction, the viscous stress tensor Sn
ab must be orthogonal to ua

f (see eq. (3.15)
and [20] for further details). As a result, the fnal form of the non-linear equation of
motion is

2na
nr[amn

b] + 2na
sr[ams

b] + Γsms
b = −raSs

ab . (3.124)

Note that, when we linearize, the term involving Γs will not appear in the equations,
because Γs has no linear contributions—entropy is expanded around a maximum, leav-
ing only second-order terms.

Our next step is to use the expansion formalism developed in the previous sections to
determine the explicit form of the viscous stress tensor Ss

ab. Let us start by considering
the equilibrium (minimum energy) conditions. Clearly, we should have

Ss, e
AB = 2Ms

¶N d
s

¶gAB = 0 =) ¶N d
s

¶gAB = 0 . (3.125)

23We note that a “real” two-fuid model would involve two independent fuid degrees of freedom
na

n, na
s . By forcing them to move together we are imposing quite strong constraints on the model. Ba-

sically, we are assuming that the timescale over which the entropy current relaxes to the particle fow is
short enough that it may be neglected.

24The matter particle fux na
n is conserved as it is identifed with the baryon current.
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It also makes sense to assume ¶N d
s /¶XA = 0. To see why, let us forget for the moment

that the two species are locked together and consider:

Rs
A =Mn

¶N d
n

¶XA
s
−Ms

¶N d
s

¶XA
n

= −Ms
¶N d

s

¶XA
s
−Ms

¶N d
s

¶XA
n

= −2Ms
¶N d

s

¶XA
s

= −2Ms
¶N d

s

¶XA = 0 , (3.126)

where we initially distinguished between the two constituents’ matter-space coordi-
nates, and used the equilibrium condition. The condition ¶N d

x /¶XA = 0 is thus mo-
tivated by the fact that the resistive term vanishes (because the two currents are effec-
tively locked).

As a result of these constraints we have dN d
x = O(2), dΨ = O(2) and the viscous stress

tensor becomes (see eqs. (3.97) and (3.103))

dSs
ab =

"
2Msd

�
¶N d

s

¶gAB

�#
ΨA

e aΨB
e b

= 2T̄

"
¶N d

s

¶XC¶gAB dXC + 2
¶N d

s

¶gDE¶gAB dgDE

#
ΨA

e aΨB
e b , (3.127)

Let us now rewrite the terms within the square brackets as

ACAB = 2
¶N d

s

¶XC¶gAB , (3.128a)

ΣDEAB = 4
¶N d

s

¶gDE¶gAB . (3.128b)

We further assume that ACAB is zero as this involves degrees of freedom we do not
need to recover Navier-Stokes equations.

Before moving on with the model specifcation, let us introduce a slight generaliza-
tion to the original model from [20]. The idea is to take the normalizations N d

x as
functionals—instead of functions—of the additional variables. This does not constitute
a major difference as the equations of motion, and particle production rate formulae,
remain unchanged. Still, the step can be taken subject to the following caveat: The
(functional) integration should extend (at most) to the spacetime region that is causally
connected with each point. Here, we will assume that the analysis is done locally in
space but not necessarily in time, i.e. on the world-tube formed by the spatial part of
the region dM in fg. 3.1. In the present example this would mean

N d
x [gAB] =N d

x [gAB
e ] +

Z
dN d

x

dgAB(x)
dgAB(x)d4x+

+
1
2

Z
d2N d

x

dgAB(x)dgCD(y)
dgAB(x)dgCD(y)d4xd4y (3.129)
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where the frst two terms vanish because (i) N d
x vanishes at equilibrium, and (ii) the

minimum energy condition. The key step then is to replace the ordinary partial deriva-
tives with functional derivatives in the various expressions we have discussed, so that
the viscous stress tensor will be

Ss
AB(x) = 2T̄d

 
dN d

s

dgAB

!
(x) = 2T̄

Z
d2N d

s

dgAB(x)dgCD(y)
dgCD(y)d4y . (3.130)

We can now formally introduce a set of spatial coordinates x̄ comoving with the equi-
librium observer and attached to the world-tube, and take the time coordinate to be the
equilibrium worldline’s proper time t. Also, to enforce locality in space we let

d2N d
s

dgAB(x)dgCD(y)
=

1
4

ΣABCD(x̄, tx − ty) d3(x̄− ȳ) . (3.131)

where the causality condition tx − ty � 0 is assumed to be encoded within ΣABCD.

Let us frst of all, as a consistency check, show that the formula for the particle produc-
tion rate remains unaltered by these modifcations. We have (see eq. (3.12))

mxΓx =
1
3!

mABC
x

dnx
ABC

dtx
= M̄x

d
dtx

(
N̄ e

x + N̄ d
x
�

=Mx

 
dN d

x
dtx

+
1
2
N d

x gx
AB

dgAB
x

dtx

!
. (3.132)

where, for a single viscous fuid the result simplifes to

Γx =
dN d

x
dt

+O(3) . (3.133)

If in particular we consider the entropy production rate Γs we have

N d
s =

1
8

Z
ΣABCD(x̄, t − t0)dgAB(x̄, t)dgCD(x̄, t0)d3 x̄ dt dt0 , (3.134)

To compute the entropy creation rate we have to use the chain rule (generalized to
functionals) on N d

s [gAB(x)]

dN d
s

dt
=
Z

dNd
s

dgAB(y)

dgAB(y)

dt(x)
d4y . (3.135)

But, because gAB is a “normal” function of the spacetime coordinates

dgAB(y)

dt(x)
= −2d4(x− y)D(AwB)(x) , (3.136)
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so that we are left with

Γs = − 1
T̄

SAB(x̄, t)D(AwB)(x̄, t) . (3.137)

We can now make use of this “functional generalization” to recover the Navier-Stokes
model for a bulk- and shear viscous fuid. To focus on the key point, let us consider
frst the purely bulk-viscous case

S(t) =
Z

K(t − t0)A(t0)dt0 , (3.138)

where S represents the trace of the viscous-stress tensor while A stands for the trace
tr dgAB. Because of the difference between dgAB and ġAB—the former involves gradi-
ents in the displacement while the latter depends on the velocity—in order to recover
a Navier-Stokes model we need to take

K(t − t0) = −Tz¶t0d(t − t0) , (3.139)

since this would give

S(t) = Tz
Z

[−¶t0d(t − t0)]A(t0)dt0 = Tz
Z

d(t − t0)¶t0A(t0)dt0 = Tz
dA
dt

, (3.140)

as desired. We now implement this for the bulk- and shear model. We can do this using
the standard decomposition of the bulk and shear response as

ΣABCD = Σb
ABCD + Σs

ABCD , (3.141)

with

Σb
ABCD =

z(x)

T̄
ge

ABge
CDd3(x̄− ȳ) qb(tx − ty) , (3.142a)

Σs
ABCD = 2

h(x)

T̄

�
ge

A(Cge
B)D −

2
3

ge
ABge

CD

�
d3(x̄− ȳ) qs(tx − ty) , (3.142b)

where the two kernels would be25 the same qb = qs = −¶ty d(tx − ty). It then follows
that the only viscosity tensor of the model is

Ss
ab = cab + c ?ab=

1
3

z q ?ab +h sab . (3.143)

25Note that we have chosen to separate the bulk- and shear channels as usual, even though the present
construction allows for anisotropic response in the velocity gradients to viscosity relation. We have also
introduced two independent kernels to allow for different response to bulk and shear strain rates.
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It is also easy to check that we can enforce compatibility with the second law by fxing
the sign of the bulk-and shear viscosity coeffcients. In fact,

Γs =
z

T̄
q2 +

h

T̄
sabsab � 0 . (3.144)

where z, h � 0. With these relations we have recovered the usual relativistic Navier-
Stokes equations (the Landau-Lifschitz-Eckart model for a viscous fuid).

Let us conclude by pointing out that, to write down the full set of equations one should
also expand the “Euler part” of the equation of motion, i.e. the left-hand-side of eq. (3.124).
We have provided all the ingredients necessary for the explicit calculation, but leave it
out here—and point to [21] for further details—as the result is not new and not key to
the present discussion.

3.7 Cattaneo-type equations

As a practical example of the frst-order expansion we outlined the model for a sin-
gle (bulk and shear) viscous fuid, and showed how this leads to the expected form of
the relativistic Navier-Stokes equations. The derivation shows that the action-based
formalism encodes the previous models. It is also clear that the formalism allows
us to consider much more complicated settings, should we need to do so. However,
the discussion of the frst-order results is clearly not complete, because the fnal set of
equations is widely known to suffer from causality/stability issues (see discussion in
section 2.2) and it is then natural to wonder how we may fx this. When it comes to
heat-conducting systems, the way forward has been discussed in [142, 22], where it is
demonstrated that one can resolve the stability/causality issues at frst order by prop-
erly accounting for the entrainment between matter and entropy currents—retaining
the compatibility with the second law. However, for the single viscous fuid under
consideration, the problem must be addressed in a different way, as the key ingredient
used to solve the heat-fux case accounting for the entropy inertia, will not work for
the present case as our model setting does not involve relative fows. We now show
how we can make progress in the single viscous fuid case by using a functional form
that is different from eq. (3.142). Notably, the argument stresses the importance of the
“principle of memory or heredity” (see [121]).

Let us frst focus on the bulk viscosity case, and then extend the results to the bulk- and
shear viscous model. Recalling eq. (3.138), the frst step would again be to assume

K(t − t0) = −¶t0g(t − t0) , (3.145)

so that
S(t) =

Z
K(t − t0)A(t0)dt0 =

Z
g(t − t0)

dA(t0)

dt0
dt0 . (3.146)
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We can then look for the convolution kernel g such that the bulk-viscous scalar S satis-
fes an equation of the Cattaneo type

tbṠ = −S− z
dA
dt

, (3.147)

where tb is the relaxation time-scale of the bulk-viscosity response. In terms of the
convolution kernel g this would mean

g(t − t0) = − z

tb
e−(t−t0)/tb q(t − t0) , (3.148)

and one can check by direct computation this leads to eq. (3.147) as

tb¶tg(t − t0) + g(t − t0) = −zd(t − t0) . (3.149)

By inspecting the last expression, we also see that in the “fast relaxation limit” tb ! 0
we recover a Navier-Stokes-type response as we would intuitively expect. We also
point to chapter 6 where this fast relaxation limit is discussed in light of the (perhaps
inevitable) resolution limitations faced in numerical implementations.

We are now ready to go back to the full bulk- and shear viscous model. We will retain
the structure and symmetries from before (see eqs. (3.141) and (3.142)), but introduce
two different convolutions qb and qs to account for retarded response to bulk and shear
strain rates. In essence, we have shown how we can implement a retarded response of
the Cattaneo type in the action-based model by assuming that SAB (and therefore Dab

as well) is an integral function of gAB. The question then is, does this mean that the
fnal fuid equations are integro-differential equations? Fortunately the answer is no.
In fact, we have shown that, by a suitable choice of the response function q(t − t0),
the fuxes satisfy an equation of the Cattaneo-type. Therefore, instead of solving an
integro-differential equation, one should treat Ss

ab = c ?ab +cab as an unknown in
eq. (3.124), and add two equations to the system

c + tb ċ = −z q , (3.150a)

cab + ts ċab = −h sab . (3.150b)

This means that, at the end of the day, to actually solve a set of differential dissipa-
tive equations at frst order, we have to treat the fuxes as additional unknowns, for
which one has to provide equations that are not given by the stress-energy-momentum
conservation law raTab = 0. This is reminiscent of the EIT paradigm, where one pos-
tulates from the beginning an entropy function that depends on an additional set of
quantities—the thermodynamical fuxes. The difference is that the microphysical ori-
gin of the equation for the fuxes is now more clear. It is also worth noting that equa-
tions of the Cattaneo-type for the fuxes cannot be obtained in the feld-theory-based



78 Chapter 3. Linearizing an action-based formalism for dissipative (multi-)fuids

models, as the constitutive equations are given in terms of the usual equilibrium vari-
ables (like m, T) and their derivatives—so that terms with derivatives of the fuxes (like
ċ) do not appear.

Equations 3.150 are (formally) the same as in the linearized version of Müeller-Israel-
Stewart model, which has been shown to be stable and causal. In theory, nothing pre-
vents us from choosing a different form for the retarded response q which could lead to
acausal/unstable behaviour. However, the form of q suggested above has a clear phys-
ical interpretation and is microphysically motivated. If one wants to come up with an
alternative, this would need to be motivated by microphysical arguments, as well.

Let us now consider the implications of the Cattaneo laws for the entropy production
rate. As in the Navier-Stokes model sketched above we have

Γs =
Z

ΣABCD(x, t − t0)D(CwD)(x̄, t0)D(AwB)(x̄, t)dt0 =

=
1
T̄

SAB(x̄, t)D(AwB)(x̄, t) . (3.151)

Again, let us use the bulk-viscous case to highlight the relevant features. We then have

Γs =
z

tb

Z t

−∞
e−(t−t0)/tb q(t)q(t0) dt0 , (3.152)

where q is the expansion rate. It is clear that, because the expansion rate is evaluated at
different times, we cannot guarantee the positivity of the entropy production rate just
by fxing the sign of the bulk-viscosity coeffcient as in the previous Navier-Stokes case.
However, we will argue this result is not as dramatic as it may appear at frst sight—at
least not in the regimes relevant for physical predictions. Because of the exponential
in the integral, we can assume that the values for the expansion at times t0 can be
neglected for t0 that is a few tb away from t. As a result we can expand q(t0) as

q(t0) = q(t) +
dq(t)

dt
(t0 − t) = q(t) + q̇(t)(t0 − t) , (3.153)

so that we obtain
Γs = z

�
q2(t)− tbq(t)q̇(t)

�
. (3.154)

Again, because of the product of the expansion rate with its time derivative, the en-
tropy production rate cannot be made generally positive simply by fxing the sign of
the bulk-viscosity coeffcient z. However, as discussed in [90, 140], physical fuid states
relax—on a timescale characteristic of the microscopic particle interactions—to ones
that are essentially indistinguishable from the simple relativistic Navier-Stokes descrip-
tion. Translated to the present context this would mean

tbq̇(t) � tb
∆q

thydro
! 0 . (3.155)
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because the ratio between the relaxation timescale tb and the hydrodynamical timescale
thydro is effectively negligible. As a result, for actual physical applications we can ne-
glect the second term in the entropy production rate and compatibility with thermo-
dynamic second law is restored. In a way, this would mean that for bulk- and shear
viscous fuids, we can introduce Cattaneo laws for the fuxes—to fx the causality and
stability issues of the Navier-Stokes model—while the physical content will be precisely
that of Navier-Stokes.

3.8 Summary and outlook

We have considered the close-to-equilibrium regime of the action-based model of An-
dersson and Comer [20] for dissipative multi-fuid systems. In particular, we have
shown that, starting from a set of fully non-linear dynamical equations with only the
fuxes as the degrees of freedom, an expansion with respect to (a self-consistently de-
fned) equilibrium can be introduced in a clear fashion, with the line of reasoning being
similar to that of usual hydrodynamical perturbation theory.

After discussing the aspects of equilibrium which can be inferred from the action-based
model itself, we established how to construct an expansion in deviations away from
equilibrium in a general setting, so that the framework is of wider relevance. In the
process we demonstrated the importance of the frame-of-reference of the equilibrium
observer. We also noted that the construction promotes the role of the matter space:
Instead of it being a mathematical “trick” to facilitate a constrained variation, it might
well be the arena where the microphysical details are encoded. This is a novel perspec-
tive that needs further discussion and consideration.

We then focused on a particular frst-order viscous fuid model, with shear- and bulk-
viscosity, paying particular attention to the key causality issues. We showed that causal
behaviour can be linked to a retarded response function that keeps track of a system’s
history. The specifc form of the response function can be modelled in a phenomeno-
logical way—as we did—but should ideally be provided by specifc microphysical cal-
culations, for instance by means of the fuctuation-dissipation theorem (see [181] for a
general discussion and [121] for comments on its role from the EIT perspective).26 In a
sense, the action-based model provides the “context”, determining the geometric struc-
ture and form of the equations of motion, while the detailed microphysics is encoded
in the specifc response function.

Building the frst-order expansion we made this connection clear, and showed how and
where the microphysics enters the discussion. An interesting outcome of this analysis

26We also note that there have been recent efforts to make explicit use of the fuctuation-dissipation
theorem to compute response coeffcients through Green-Kubo-like formulae, see [156, 157]—although in
a special relativistic setting. Nevertheless, there are similarities with the way we deal with causality issues
here.
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is that we showed that there is no need to go to second order in deviations from equilib-
rium to implement a causal response in the model. This has already been demonstrated
for the heat-fux problem (see [22, 142]), where the Cattaneo-type equation for the heat
fux is ultimately related to the multi-fuid nature of the problem. The entrainment
effect (through which the entropy current gains an effective mass [19]) results in an
inertial heat response. The case of a single viscous fuid is different since its retarded
response cannot be associated with the multifuid nature of the problem.

As the variational model is designed for dealing with multi-fuids, the route to further
extensions is—at least at the formal level—quite clear. A natural next step would be
the modelling of a viscous fuid allowing for the heat to fow differently from the mat-
ter. This application should be fairly straightforward since the two main issues of the
problem have now been studied separately. A more challenging step will be the inclu-
sion of superfuidity. The presence of currents that persist for very long times changes
drastically the non-dissipative limit. The model would require the use of more than
one equilibrium worldline congruence [20, 87], one for each “superfuid condensate”
and one for all the remaining constituents.
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Part II

A covariant approach to large-eddy
fltering



Chapter 4

Filtering relativistic hydrodynamics

In the frst part of this thesis we focused on modelling dissipative fuids in relativity,
presenting the different ideas/schemes currently on the market, and then focusing on
the only scheme that naturally lends itself to multi-fuid extensions. However, any
discussion of dissipative relativistic fuids, would not be complete unless it touches
upon (at the very least) the issues that arise when modelling turbulent fows. Turbulent
fows are not only ubiquitous in the real-world—as turbulence is a manifestation of
highly non-linear behaviour intrinsic to hydrodynamic equations—but also known to
transport quantities like energy and momentum at a much faster rate than we would
expect from microphysical transport mechanisms.

We start with a brief introduction to hydrodynamic turbulence in section 4.1, whilst the
rest of this chapter is devoted to address some of the issues that arise when modelling
turbulent fows in relativity. We focus on the formal aspects associated with averag-
ing/fltering the fuid dynamics which enter most of the recent developments/discus-
sions. To make progress, we develop a new covariant framework for fltering/averag-
ing based on the fbration of spacetime associated with fuid elements and the use of
Fermi coordinates to facilitate a meaningful local analysis. We demonstrate how “effec-
tive” dissipative terms arise because of the coarse-graining, paying particular attention
to the thermodynamical interpretation of the resolved quantities. In particular, as the
smoothing of the fuid dynamics inevitably leads to a closure problem, we discuss a
new closure scheme inspired by the recent progress in modelling dissipative relativis-
tic fuids that we briefy touched upon in section 2.4. The results presented in this
chapter have been published in Celora et al. [58].

We continue in chapter 5 by discussing the frst steps towards extending the frame-
work to charged multi-fuids mixtures. In particular, we argue it is somewhat natural
to begin with a discussion of magneto-hydrodynamics (MHD). We will do so after hav-
ing introduced and discussed the main differences between hydrodynamics and MHD
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turbulence. There we will also derive the relativistic MHD equations, given that elec-
tromagnetic aspects have not been discussed in the earlier parts of this thesis.

4.1 A brief introduction to hydrodynamic turbulence

As a warm up, we begin with a very brief introduction to hydrodynamic turbulence,
while referring to monographs such as [138] for an exhaustive discussion. Everyday
life gives an intuitive understanding of hydrodynamic turbulence: the fow of a river
downstream of an obstacle or atmospheric/oceanic currents are just two examples. Tur-
bulence typically involves an abrupt change in, say, the velocity feld (or better, changes
over very small scales) and is often driven by the development of fuid instabilities. A
turbulent fow is also often associated with chaotic behaviour and a lack of predictabil-
ity. While “chaos” can be precisely defned for simple mechanical systems—and tur-
bulent fows are not necessarily chaotic in this sense—it is true nonetheless that uncer-
tainties in the observation of the initial state forbid a precise prediction at later times.
This is, in fact the reason why turbulent fows appear chaotic. On the other hand, there
is ample evidence that Navier-Stokes equations describe well turbulent fows. An im-
portant quantity in the characterization of turbulence is the Reynolds number

Re =
r L2/h

L/V
=

L V r

h
, (4.1)

where L and V are the characteristic length and velocity of the fow, while r, h are
the mass density and (dynamic) shear-viscosity coeffcient—which has units (in cgs) of
g cm−1s−1. The Reynolds number is formed as the ratio of the timescales over which
fow properties are transferred by molecular diffusion as compared to macroscopic con-
vection. It then quantifes the importance of inertial over viscous effects1. As viscosity
tends to make neighbouring fuid elements move together, it is intuitively clear that for
high Reynolds numbers we expect the fuid fow to change over very small scales.

From these considerations, we can conclude that fuid turbulence is (or can be described
as) a deterministic phenomenon, although the evolution in time is very much compli-
cated by the non-linearities in the fuid equations. Having said that, while a precise
defnition of turbulence does not exist, we will try to defne it anyway pointing out
some of the common properties of turbulent fows. First, a turbulent fow is disor-
dered in (space and time) and often presents well-organized structures such as vor-
tices. Second, turbulent fows are able to mix transported quantities—like energy and
momentum—much faster than if only molecular diffusion processes were involved.
Thirdly, it involves a wide range of spatial wavelengths. The latter are typically di-
vided into three broad ranges (see fg. 4.1) :

1Similarly one can defne the Peclet number Pe = L V/k for turbulent heat diffusion, where k is the
heat conductivity.
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FIGURE 4.1: Cartoon of the scales of the turbulent energy spectrum. Figure adapted
from McDonough [151].

� the large scale is defned by the problem domain geometry.

� the integral scale is a fraction of the large scale, often associated with a single wave-
length k I . It is defned as the maximum of the energy spectrum, and often associ-
ated with the scale at which energy is put into the system to sustain turbulence.

� the inertial range, which covers a wider range of length scales, is characterized by
the fact that viscous effects are negligible.

� the dissipation range, typically associated with the Kolmogorov scale kK, where
viscosity effects are dominant over inertial ones.

Because of the complexity of turbulent fows, a deterministic analytical description is
practically excluded. One option, not further developed in the present work, is to re-
sort to statistical analysis. A very important result in this direction was obtained by
Kolmogorov in 1941 (see [128, 129, 130] and the more recent discussion by Frisch [84]).
Assuming statistical isotropy and homogeneity, Kolmogorov derived a simple set of
scaling laws that are in very good agreement with observations—the most famous be-
ing the “5/3 law”. Using simple dimensional arguments he showed that

E(k) = CK#2/3k−5/3 , (4.2)

where E(k) is the energy spectrum, # is the rate with which energy is pumped into the
system at large scales, and CK is a constant—the Kolmogorov constant. For stationary,
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homogeneous and isotropic turbulence # is also the constant energy fux from scale to
scale, and hence the rate at which energy is dissipated once we hit the Kolmogorov
scale.

An alternative option, which is often preferred, especially with the increase of comput-
ing power, is to rely on numerical simulations. For relatively simple fows one can try
to evolve directly the Navier-Stokes equations. However, it has been shown that the
number of grid points needed to fully resolve the fow scale as2 Re9/4. This means that
most of the interesting turbulent fows, characterized by very high Reynolds numbers
of the order of 104 or bigger, are in fact out of reach for direct numerical simulations—
now and in the not so near future. Then, what do we do? The strategy, which moti-
vates the analysis in the rest of this chapter, is to use mean fow models or large-eddy-
simulations. This boils down to averaging/smoothing the fuid dynamics, and resolv-
ing scales only up to some value in the inertial sub-range, while taking into account the
smaller scales through sub-grid models.

4.2 Averaging turbulent fows

Fluid models inevitably involve aspects of averaging—we have to average over a large
number of particles in order to describe a fuid system in terms of a small number of
macroscopic quantities (in the thermodynamic sense). However, in the simplest set-
tings we do not have to worry (too much) about the actual process of averaging. For
example, the transition from particle kinetic theory to a fuid model follows intuitively
when the momentum distribution develops a well-defned peak. Similarly, the notion
of a fuid element enters naturally on scales much larger than the individual particle
mean-free paths (cf. discussion in section 3.1.1). However, the story changes when
we turn to dynamical simulations and problems involving, for example, turbulence.
When we consider the problem from a simulation point of view, we have to consider
the scale associated with the numerical resolution. This numerical scale tends to be
vast compared to (say) the size of a fuid element. For example, in the high-density
core of a neutron star we would typically deal with mean-free paths of a fraction of
a millimeter, while the best current large-scale numerical simulations of neutron-star
mergers involve a resolution of order 10 meters (see [126]). This scale discrepancy has
“uncomfortable” implications. In a highly dynamical situation we may not be able to
resolve the full range of scales involved. Quite a lot of action can be hidden inside each
computational cell. As we discussed in section 4.1, this is a well-known fact that moti-
vates the (considerable) effort going into developing “large-eddy” simulations schemes
in computational fuid dynamics (the subject of numerous textbooks, see for example
[136, 151, 138]).

2This is for the three dimensional case, the two dimensional scaling is Re2 [136].
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The astrophysical signifcance of the problem is obvious given that many relevant sit-
uations involve/require the modelling of hydro(-magnetic) turbulence. Again, the dy-
namics of neutron stars comes to mind. A topical example is the turbulent fow caused
by the Kelvin-Helmholtz instability, which in turn drives the amplifcation of the mag-
netic feld (through the dynamo effect) in binary neutron star mergers ([173, 125, 15,
229]). Traditionally—in the context of Newtonian theory—turbulent fows have been
studied in terms of Reynolds averaged equations, which, roughly speaking, are ob-
tained via time-averaging the fuid dynamics. This smoothing requires the modelling
of features that are not captured by the resolved fow, bringing in the need to introduce
suitable “closure conditions” (necessary as the averaged scheme introduces more de-
grees of freedom than there are equations of motion). Most recent work replaces the
averaging with spatial fltering, leading to what is known as Large Eddy Simulations
(LES). This strategy is often preferred because it involves less modelling [151], although
Reynolds-type averaging is still widely used in the context of magnetic dynamos, see
the reviews by Brandenburg and Subramanian [47] and Rincon [187].

Because of the relevance for, in particular, binary neutron-star merger simulations,
there have been several recent efforts to extend the “familiar logic” from the Newto-
nian setting to relativity. These range from the more formal discussion in [77] to the
actual simulations in [176, 177]. Also worth noting is the recent work in [72] in which
the results from [176] are contrasted with those obtained modelling the turbulent fow
as effectively viscous on a larger scale (see e.g. [202]). The general relativistic magneto-
hydrodynamics (MHD) merger simulations of [94] are another relevant example. Most
of these results are based on spatial averaging, with subgrid models tailored to account
for small-scale dynamo action. Recently, a more refned gradient subgrid-scale model
for general relativistic simulations was developed in [219, 49, 220] and applied to binary
neutron-star mergers with impressive results [4, 169, 5].

In short, while there has been notable effort to carry out large-eddy simulations in
relativity, the formal underpinnings for this effort are not as frmly established as one
might like—the exception being the discussion in [77]. This is the gap we are trying to
bridge here. Starting from the beginning, we bring to the fore the fundamental issues
associated with any effort to “average” or “flter” in a curved spacetime.

We want to consider the problem from a covariant spacetime point of view, a key point
being that the underlying principles—for both time-averaging and space fltering—
should be the same (or at least “similar”). Both strategies combine “smoothing” with
suitable closure relations to determine contributions that may not be “directly” calcu-
lable (i.e. represented on the resolved scale). The issues we are interested in can be
approached at the level of an “effective theory” based on fairly simple rules, avoiding a
detailed discussion of the underlying averaging/fltering process. This is a useful strat-
egy as it leads to a relatively straightforward derivation of the dynamical equations. At
the same time, one has to pay attention to the details as a number of issues come into
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play when we consider the problem from the covariant perspective of General Relativ-
ity. In essence, we want to establish what a consistent spacetime scheme for averaging
or fltering should look like, and highlight issues relating to the formulation of such
a scheme. As the fnal aim is to develop a consistent set-up for simulations, there are
important numerical issues to be discussed; e.g. the implicit fltering associated with
numerical discretisation. In order not to confuse these with the foundational issues, we
leave them out of the present discussion.

As we need to keep track of the relevant scales and quantities associated with different
“observers”, the notation easily gets somewhat messy. This may be inevitable, but let
us try to ease the pain by explaining the notation used in this chapter from the out-
set. First of all, we need to distinguish between fne-scale and coarse-scale quantities.
To do so, we use bars and angle brackets—i.e. A and hAi—for averaged and fltered
quantities (respectively), obtained from the fne-scale one, A. However, as we will see,
these quantities are not necessarily the most natural to evolve. Thus, we use tildes,
e.g. Ã, to identify the evolved/resolved quantities. Finally, while discussing the linear
stability of the proposed closure scheme (section 4.8.1), we drop the tilde notation—
as all the quantities are then assumed to be evolved and there is no need to make the
distinction—and use instead sub/superscripts to represent quantities evaluated on the
background, like A0. This subscript should not be confused with the spacetime indices,
which are represented by latin letters a, b, c . . . = 0, 1, 2, 3 throughout.

4.3 Averaging vs fltering

In order to provide the appropriate context and establish the general strategy, it is use-
ful to briefy summarise the standard approach for (typically incompressible) fuid dy-
namics in Newtonian gravity. Traditionally, small scale fuctuations are considered in
terms of averaging, following the pioneering work of Reynolds and others (see [136]).
In effect, this means that we have A = A + dA, with the fuctuations represented by dA
at each spacetime point. Introducing this formal split has the advantage of providing
a straightforward derivation of the dynamical equations and a relatively clear inter-
pretation of the involved quantities. One may also resort to an expansion for “small”
dA (see [72] for a relevant example of this). Typically, progress is made by assuming
that the average of the linear fuctuations vanishes, which may not be a faithful rep-
resentation of the physics the model aims to describe (see [151] for a more extensive
discussion). Noting this, the typical strategy for spatial fltering—forming the basis
for modern large-eddy simulations—is different. In particular, the fltered fuctuations
are not taken to vanish, nor does the argument involve expanding in the fuctuations.
Instead, one typically proceeds by introducing a new set of variables to represent the
fltered dynamics. From the conceptual point of view, each of the two strategies has
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attractive features and—as we are interested in the formal aspects of the problem—we
will consider both of them in the following.

Let us frst consider the standard averaging problem. The standard strategy is to derive
the averaged equations by applying a simple set of rules. In essence, one would assume
that (using a bar over quantities to represent averaging)

c = c , for constants , (4.3a)

A + B = A + B , linearity of the procedure , (4.3b)

¶a A = ¶a A , averaging commutes with derivatives . (4.3c)

It is immediately clear that, while the last of these relations is intuitive for a time
average in Newtonian physics, we need to tread carefully when we turn to the rela-
tivistic setting. First of all, we need to face the fact that we do not have an observer-
independent space-time split. Secondly, the derivatives we need to consider will be
covariant, and hence we must consider the spacetime curvature. Simply noting these
reservations for the moment (they will be discussed in section 4.4), the stated rules
imply that

cA = c A . (4.4)

Moreover—and this is where the main distinction from large-eddy models comes in—it
is common to further assume that the average of the fuctuations vanishes so we have

dA = 0 . (4.5)

It then follows that
A = A , (4.6)

which means that the feld A remains unchanged after the averaging. In effect, this
additional rule leads to

AB = A B . (4.7)

This simplifes the discussion considerably as we can ignore all linear fuctuation terms
in the averaged equations.

Time averaging is the (conceptually) simplest approach to the problem, but (strictly
speaking) it removes dynamical features associated with the fuctuations3, which is
unlikely to be realistic. A faithful representation of the physics may require a different
prescription. One option would be to not introduce the assumption from (4.5). The typ-
ical description then involves (spatial) fltering, using some specifed kernel to defne
the separation of scales (see [136]). This (effectively) leads to the same kind of rules as
before—with the exception of eqs. (4.5) and (4.6)—although we now have (indicating

3The averaged quantity is strictly speaking not time dependent, even though the time derivative term
is usually retained in the evolution of Reynolds-Averaged Navier-Stokes equations (see [151]).
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fltering by angle brackets)
hhAiBi 6= hAihBi , (4.8)

which means that fltered fuctuations do not have to vanish. That is, in general we
have hdAi 6= 0.

4.4 The spacetime view: Fermi Coordinates

As a frst—and essential—step towards a relativistic model for averaging/fltering, we
have to consider the spacetime aspects of the problem. In particular, we need to intro-
duce an unambiguous space-time decomposition—otherwise we cannot meaningfully
consider “time” averages or “space” fltering. This is more than semantics [77]. An in-
teresting discussion of the problem (mainly from the cosmology perspective) has been
provided by Ellis [75], and it is evident that the issue is conceptually problematic since
the notions of time and space are observer dependent. The problem is particularly
vexing for a foliation based approach to spacetime (as assumed in numerical relativ-
ity [72], where the spacetime foliation is manifestly gauge dependent). However, for
a fuid there does exist a natural fbration of spacetime [21]. If we take the associated
fuid frame as our starting point, we can introduce a meaningful “local analysis” which
allows us to make progress. Moreover, it is natural to use the fuid frame to make
the all-important connection with the microphysics and the equation of state [21]. The
strategy also allows us to consider thermodynamical aspects of the averaging/fltering
scheme.

Let us explore the steps involved in an averaging/fltering procedure based on a space-
time fbration. In particular, we want to establish under which conditions we may as-
sume that the covariant derivative commutes with the averaging/fltering procedure.
Intuitively, we need to assume from the outset that there is a separation of scales be-
tween the metric fuctuations and the fuid fuctuations. The natural approach to the
problem then involves Fermi-type coordinates (cf. appendix A). In order to establish
the logic, consider the following situation: The fuid four-velocity (and other physical
properties) varies over a resolved spacetime region (this can be thought of as a numer-
ical cell, even though such numerical cells would typically be defned in terms of a
foliation). However, we assume that it is still possible to identify a family of observers
associated with a four-velocity vector feld Ua which can be taken to be constant over
the resolved region and which is “close enough” to the actual fuid four-velocity. (The
latter assumption is not strictly required for the defnition of an averaging procedure,
nor for the spacetime decomposition, but it helps develop the logic). Then we can use
the worldlines with tangent Ua to construct Fermi-type coordinates and explore the
details of a given averaging/fltering procedure.



90 Chapter 4. Filtering relativistic hydrodynamics

Fermi coordinates were frst introduced by Fermi in 1922 [78, 79] and then developed
by, in particular, Manasse and Misner [148] (see also, for example, [208, 179]). We will
not dwell on the construction itself here as this is not a new result (we point to ap-
pendix A for more details). Instead, we focus on the properties and region of validity
of the associated coordinate system. The set of coordinates is essentially built from a
spacetime tetrad transported along a central worldline (naturally taken to be timelike
in our case). This is convenient because the metric and the Christoffel symbols take a
very simple form along the central curve.

Let us introduce Fermi coordinates xâ = fx0̂, x1̂, x2̂, x3̂g (distinguished by hats on the
indices) such that, on the central worldline G, the metric reduces to the Minkowski
form gâb̂ = hâb̂ while its frst derivatives can be obtained from the Christoffel symbols
(see [155])

gâb̂,0̂ = 0 , (4.9a)

g0̂0̂, ĵ = −2a ĵ , (4.9b)

g0̂ ĵ,k̂ = 0 , (4.9c)

g ĵk̂,m̂ = 0 , (4.9d)

where the commas represent partial derivatives. We have introduced the non-vanishing
piece of the four acceleration, a ĵ, of the worldline4 and chosen to construct the tetrad
in such a way that the associated observer is non-rotating (which seems natural). With
this construction we can formulate an expansion of the metric in the neighbourhood of
the worldline. This leads to

g0̂0̂ = g0̂0̂

��
G + g0̂0̂,âxâ = −(1 + 2a ĵx

ĵ) +O(x ĵ)2 , (4.10a)

g0̂ ĵ = g0̂ ĵ

��
G + g0̂ ĵ,âxâ = O(x ĵ)2 , (4.10b)

gî ĵ = gî ĵ

��
G + gî ĵ,âxâ = hî ĵ +O(x ĵ)2 , (4.10c)

where jG indicates that the quantity is evaluated on the worldline. This is just a Taylor
expansion for the metric where the “small parameter”, s (say), is taken to be the proper
distance from the central curve. That is, we have s2 = (x1̂)2 + (x2̂)2 + (x3̂)2. We see that,
if the worldline is a geodesic then a ĵ = 0 and there are no corrections up to second order
in the metric. However, there will always be corrections at second order due to the
spacetime curvature. These corrections can be expressed in terms of the Riemann tensor
(again evaluated on the worldline G), but we will not need the explicit results here.
Because we are assuming that the metric fuctuations happen on a larger scale (with
respect to the fuid variations), we can make use of these expansions in the following.

Next, we can use the coordinates we have introduced to defne a formal averaging or
fltering procedure. Focusing on time-averaging frst, we may use the spacetime split

4That is, the four acceleration is ab = UaraUb here.
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associated with the coordinates and defne the procedure as

A(x̂) = lim
T!∞

1
T

Z T

0
dt̂A(x̂, t̂) . (4.11)

That is, given a point on the fuid element trajectory we average in the proper time
associated with the worldline. In terms of the Fermi coordinates, the time coordinate
is exactly the proper time of the central curve. Note that there is no problem in tak-
ing the limit T ! ∞ since the Fermi coordinates are formally defned over the entire
worldline. The region of validity is only limited in the spatial directions orthogonal
to the central curve. From the defnition, it is clear that time-averaged quantities must
be time-independent, and it immediately follows that A = A (making contact with
(4.6)). We stress that this property follows if and only if we take the limit T ! ∞ in
the defnition, exactly as in the Newtonian case. As such, this implies that we should
(strictly) neglect time derivatives in the averaged equations. The upshot is that the
time-averaging strategy is (formally) valid for stationary fows only. The same is true
in the Newtonian context—even though time derivatives are typically retained in the
equations5. In fact, this is one of the main motivations in favour of spatial fltering and
large-eddy models. In the following, we follow the “tradition” and retain terms involv-
ing time derivatives, as the main point of our discussion of the time-averaging case is
pedagogical.

As an application, let us consider the averaged metric. From the metric expansion
above, we immediately see that the “time-time” component gains a correction due to
the acceleration, which does depend on the proper time. However, we only need to
integrate over points on the central worldline, where we have the Minkowski metric
(in Cartesian coordinates) by construction. The situation is similar for all the remaining
components.

As a result, each component of the averaged metric takes the non-averaged value from
the central worldline. That is, the metric is constant (in the sense described in sec-
tion 4.3), and we have

gâb̂ = gâb̂ . (4.12)

Similarly, Ua is constant under averaging. To see this it is suffcient to note that (in
terms of the Fermi coordinates) we have U â = (1, 0, 0, 0)> so that Ua

= Ua.

Analogously, we can use the spacetime split to defne a space-fltering. We frst have
to assume that the width L of the region over which we are fltering—the “resolved
box”—is small enough (in terms of the distance l) that the Fermi coordinates are well
defned on it. For instance, one such condition is L < 1/a where a is the magnitude

5See [151] for a more extensive discussion on this.
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of a ĵ (see [163] for a detailed discussion). In this case, the fltering procedure may be
defned through

hAi(x̂, t̂) =
Z

dV A(x̂ + ŷ, t̂) f (ŷ) , (4.13)

where we introduced the flter f (normalised over the resolved box). The expression
simplifes further if we note that, by construction, the spacetime point (x̂, t̂) lies on the
central worldline (x0̂ = t̂ = t, xî = 0) where t is the relevant proper time. Also, in
terms of the Fermi coordinates, the volume element is

dV = U0̂p−gdy1̂dy2̂dy3̂ = (1 + 2a ĵy
ĵ)1/2dy1̂dy2̂dy3̂ � (1 + a ĵy

ĵ)d3ŷ . (4.14)

Note that we have not specifed the exact flter to be used. This is not required at this
stage, but we will assume the flter to be an even function (noting that this is the case
for the three most common flters used in large-eddy models, see [136] for instance)
and normalized over the resolved box such that we have6

Z
d3ŷ f (ŷ) = 1 ,

Z
d3ŷ y ĵ f (ŷ) = 0 . (4.15)

Again, let us frst apply this to the fltered metric. Since there are no frst-order correc-
tions in the expansion in eq. (4.10), g0̂î and gî ĵ are constant over the box, and we have

hg0̂îi = 0 = g0̂î

��
G , (4.16a)

hgî ĵi =
Z

d3ŷ(1 + a ĵy
ĵ) f (ŷ)hî ĵ = hî ĵ = gî ĵ

��
G . (4.16b)

We also have

hg0̂0̂i = −
Z

d3ŷ(1 + 2aîy
î)3/2 f (ŷ)

= −1− 3aî

Z
d3ŷ yî f (ŷ) = −1 = g0̂0̂

��
G , (4.17)

where the last integral vanishes because of the assumed symmetry of the kernel. Once
again, each component of the fltered metric takes the non-averaged value from the
central worldline throughout the region under consideration. That is, the metric is
constant

hgâb̂i = gâb̂. (4.18)

We also note that, by construction Ua is constant over the box so we have hUai = Ua.

Finally, since we have shown that the metric can (effectively) be taken to be constant
under both averaging and fltering, it is easy to show that partial derivatives commute

6If the flter has a sharp boundary—i.e. vanishes at the boundary of the resolved box—the argument
does not involve extending the spatial integral to infnity. However, one can think of flters with no sharp
boundary, like a Gaussian flter (see [151]), which may give rise to formal issues. In practice though, the
exponential tail of the Gaussian should suppress anything beyond the Fermi coordinate boundary.
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with each procedure. That is (obviously connecting with (4.3))

¶ahAi = h¶a Ai and ¶a A = ¶a A. (4.19)

We now show that these relations hold given the defnitions of the average/flter above.
Let us start with the time-averaging case. When we consider the partial derivative
with respect to the spatial coordinates the argument is straightforward, as the partial
derivative (in the spatial direction) can be brought inside the integral. For the time
derivative, we have

¶t̂ A(x̂, t̂) = lim
T!∞

Z T

0
dt̂¶t̂ A(x̂, t̂) = lim

T!∞

A(T)− A(0)

T
= 0 . (4.20)

On the other hand, if we take the time derivative of the averaged quantity, this trivially
vanishes as it is time-independent.

The argument for the time derivative in the fltering case is similarly straightforward.
For spatial derivatives, we have on the one hand

h¶î Ai(x̂, t̂) =
Z

dV
(
¶î A
�

(x̂ + ŷ, t̂) f (ŷ) , (4.21)

while, on the other hand,

¶

¶xî
hAi(x̂, t̂)

��
x̂0

=
Z

dV
¶

¶xî
A(x̂ + ŷ, t̂)

��
x̂0

f (ŷ) . (4.22)

Using the chain-rule in the last equation, we see that

¶

¶xî
A(x̂ + ŷ)

��
x̂0

=
¶A(ẑ)

¶zî

��
ẑ=x̂0+ŷ , (4.23)

and it is clear that the two relations lead to the same result.

We now have all the ingredients we need to prove that covariant derivatives commute
with the averaging/fltering procedure. In fact, given that the metric is constant (in the
sense of eq. (4.3)), we have

h¶cgabi = ¶chgabi = ¶cgab , (4.24a)

¶cgab = ¶cgab = ¶cgab . (4.24b)

As a result, the Christoffel symbols—which are obtained from combinations of frst
derivatives of the metric—are (locally) constant under the procedure, as well. There-
fore, we have

hra Abi = ¶ahAbi+ Γb
achAci = rahAbi , (4.25)

with an analogous result for the time-averaging case. At the end of the day, the argu-
ment is quite intuitive.
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4.4.1 On covariance and the Einstein equations

It makes sense now, before we move on, to spell out the covariance of the proposed
averaging/fltering procedure, and comment on its compatibility with the feld equa-
tions of General Relativity. It is, in fact, clear that the integrals we used to defne the
averaging/fltering procedure are not of the usual type. We have to defne each pro-
cedure in such a way that the integration preserves the tensorial nature of the input7.
Given this, we defne the procedure for scalar quantities and then apply it to each com-
ponent8 of, say, the metric tensor. We then require the averaged/fltered quantity to
transform as a tensor on the resolved scale. The proposed defnition reduces to the
one of [77] in the special relativity context and it also leads back to the Newtonian
ones [136, 151]. The main difference is that, in special relativity such integrals are chart
independent—as long as the integration is performed on each component using a fxed
basis (see [101])—while this is not the case in General Relativity. However, even though
the special relativistic integrals are chart independent, the results are not, because the
notions of length- and time scales are observer dependent. We also note that, as shown
in [77], the observer-dependence cannot be resolved by the introduction of some kind
of “spacetime” flter. However, we are setting up the averaging/fltering using Fermi
coordinates defned from the fbration. As this is naturally associated with the fuid
motion, the “gauge” dependence of the procedure is more physical. We execute the
smoothing in “some” local frame Ua which we can choose to “associate” to the “micro-
scale” fuid motion.

Let us now discuss the averaging/fltering of the Einstein equations, focusing on the
geometry. First of all, consider the Einstein tensor Gab. From eqs. (4.19) and (4.24) it
follows that

hgab,cdi = gab,cd , (4.26a)

gab,cd = gab,cd . (4.26b)

Since the Einstein tensor is ultimately a combination of the metric and its (up-to-second
order) derivatives G = G(g, ¶g, ¶2g), this implies that we must have

G(g, ¶g, ¶2g) = G(g, ¶g, ¶2g) = G(g, ¶g, ¶2g) , (4.27)

and analogously for the fltering case. The net result is that the coarse-grained theory
remains consistent with General Relativity. In particular, the Einstein equations become

7Recall that the usual integral on a (sub-)manifold of dimension p takes a p-form as input and outputs
a scalar [101].

8Intuitively, because the procedures are based on the Fermi-coordinates construction in terms of a non-
rotating tetrad with respect to Ua, we can effectively think of the components as scalars.
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Gab = 8pTab , (4.28a)

Gab = 8phTabi . (4.28b)

These results follow from the Fermi-coordinate construction, and the assumed separa-
tion of scales in the metric fuctuations with respect to the fuid variables. This should
be a safe assumption for binary neutron star merger applications, but not necessar-
ily for problems relating to the very early universe (where quantum fuctuations in
the gravitational feld may play an important role). In this sense the Fermi-coordinate
construction should be regarded as a pragmatic argument rather than a mathematical
proof. Having said that, we can now focus the discussion on the matter side, i.e. the
stress-energy-momentum tensor Tab.

4.5 Averaging in the fuid frame

Backed up by the Fermi-coordinate argument, let us frst explore the problem of space-
time averaging. We start by introducing a fne-grained congruence of wordlines with
tangent vector feld ua, e.g. associated with individual fuid elements. Then, working
on a slightly larger (coarse grained) scale, we introduce another vector feld Ua—the
one used to defne Fermi coordinates—such that small scale features are smoothed. In
effect, we can then use the decomposition

ua = g(Ua + dva) , (4.29)

with
Uadva = 0 , (4.30)

and
g =

(
1− dv2�−1/2 � 1 +

1
2

gabdvadvb . (4.31)

At this point we take the view that it is natural to assume dv � 1 (the speed of the
fuctuations is well below that of light) as this should be a safe assumption for the
problems we are interested in [72]. This allows us to develop the logic more explicitly,
even though we will drop this assumption later. One may view the linear assumption
as an additional constraint (alongside the assumptions of the Fermi frame) on the size
of the region we average over, although we will not try to make this statement precise.
Finally, let us assume that it makes sense to work with an ordered expansion in the
fuctuations. Working to second order—throughout the discussion of averaging but
not in the fltering case that follows, where the expressions are not expanded in this
sense—we then have

ua �
�

1 +
1
2

gbcdvbdvc
�

Ua + dva . (4.32)
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Let us now consider the average of this four velocity. Given the set-up we have Ua
= Ua

and one might expect to have ua = Ua, as well. However, the problem turns out to be
a little bit more intricate than that. First of all, from the discussion of time-averaging in
section 4.3 we assume

dva = 0 . (4.33)

It is also worth noting that the averaging procedure preserves directionality; that is

Uadva = 0 =) Uadva = 0 , (4.34)

This holds as long as we satisfy the conditions laid out in section 4.4—not because of
eq. (4.33). We also get (to second order)

g = 1 +
1
2

gabdvadvb , (4.35)

and it follows that
ua =

�
1 +

1
2

gbcdvbdvc
�

Ua = gUa . (4.36)

At this point we reach an impasse. It is clear that ua is not (automatically) normalised
and therefore can not serve as a four velocity. We would have to re-calibrate co-moving
clocks to depend on the averaged fuctuations. This is problematic as we need a pro-
jection to effect the space-time split and one would expect this to involve the fuid four
velocity. There seems to be two ways to proceed. First, we could (perhaps pragmati-
cally) opt to work with Ua as the variable representing the fow. Alternatively, we may
constrain the fuctuations to ensure that the averaging procedure returns ua = Ua. This
would follow if we were to assume the fuctuations to be such that

gabdvadvb = 0 =) g = 1 . (4.37)

This allows us to move on, working with ua to represent the fow, which might seem
the natural generalisation of the Newtonian logic. However, considering the expected
nature of small-scale turbulence, condition (4.37) seems too restrictive. By assuming
that the variance of the velocity fuctuations vanishes, we effectively remove the small
scale kinetic energy that links to large-scale features in standard eddy-based models for
turbulence. The kinetic energy (per particle) of the fuctuations is defned as

k =
1
2

gabdvadvb , (4.38)

which clearly vanishes if we impose (4.37). The second of the suggested approaches
thus seems unattractive and we will not pursue it further. A third—indeed, likely
preferred—possibility will become apparent when we consider the equation for the
conserved matter fux.
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4.5.1 Baryon number conservation

Having discussed the issues associated with averaging the four-velocity, the natural
next step is to consider baryon number conservation. Letting n = n + dn represent the
baryon number, the matter fux takes the form

na = nua � (n + dn) (gUa + dva) , (4.39)

such that (since dn = 0 from the averaging)

na = n g Ua + dndva . (4.40)

The number density measured by an observer moving along with Ua is then given by

n0 = −Uana = n g , (4.41)

and we can write the averaged fux as

na = n0Ua + dndva . (4.42)

The continuity equation then becomes

rana = rana = ra(n0Ua) +ra
(
dndva

�
= 0 , (4.43)

or
Uaran0 + n0raUa = −radndva . (4.44)

This last equation shows that there is particle diffusion at second order (relative to Ua).
Fluctuations lead to drift from large scale elements to their neighbours.

While nothing prevents us from taking this as given and moving on to the stress-
energy-momentum tensor, the other equations of motion and the equation of state, it
is useful to consider a density-weighted velocity, now starting from the fux na. The
advantage of this is that we can arrange things in such a way that the new four velocity
is normalised, while the non-linear fuctuations are hidden in its defnition. In essence,
we use the weighting with the number density to adjust the co-moving clocks in the
desired way. Suppose we defne

na = ñũa , (4.45)

while insisting that ũaũa = −1. This immediately leads to9

ñ = n g , (4.46)

9From eqs. (4.45) and (4.46) we see that this density-weighted average corresponds to the Favre-type
averaging often used in the Newtonian context (see, for instance, [138, 193, 70]).
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and
ũa = Ua +

1
ñ

dndva . (4.47)

It is easy to see that this retains the required normalisation as long as we ignore terms
beyond second order. Crucially, this would remain true (by construction) if we did not
expand in small fuctuations. We can now meaningfully introduce the projection with
respect to the “Favre”-fltered observer ũa, namely

?̃a
b = da

b + ũaũb . (4.48)

As anticipated, it also follows that

ñ = −ũana , (4.49)

and the continuity equation takes the form

ra(ñũa) = ˙̃n + ñraũa = 0 , (4.50)

where the “dot” represent the covariant derivative with respect to ũa, i.e. ˙̃n = ũarañ.
This is attractive because—as the fuctuations are “hidden”—we are left with a conser-
vation law of the pre-averaged form. Note that we can remove the need of a closure
in this equation, but this forces us to use the ũa observer. One can imagine making a
different choice, which would lead to drift terms entering the continuity equation, as
in (4.44).

4.5.2 Averaged matter dynamics

Next, consider the perfect fuid stress-energy-momentum tensor (derived in section 1.3).
Starting from

Tab = (p + #)uaub + pgab , (4.51)

we make use of (4.32) (noting that, to second order in the fuctuations, we have g2 =

g2), then after averaging we introduce ũa according to (4.47). This leads to

Tab
= (p + #)g2ũaũb + pgab + 2ũ(aqb) + sab , (4.52)

with
qa = − p + #

n
dndva + (dp + d#)dva , (4.53)

and
sab = (p + #)dvadvb . (4.54)
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It is convenient to work with the energy density measured by an observer moving
along with ũa. This follows from

#̃ = ũaũbTab
= g2# +

(
g2 − 1

�
p . (4.55)

As a result, we have
p + #̃ = (p + #)g2 , (4.56)

which means that we can rewrite the stress-energy-momentum tensor as

Tab
= (p + #̃)ũaũb + pgab + 2ũ(aqb) + sab . (4.57)

The equations of motion
raTab

= 0 , (4.58)

then lead to the energy equation;

˙̃# + (p + #̃)raũa = ũbũaraqb −raqa + ũbrasab , (4.59)

and the momentum equation;

(p + #̃) ãb + ?̃abra p = −?̃b
cũaraqc − qbraũa − qaraũb − ?̃b

crasac , (4.60)

where ãb = ũaraũb. It is worth remarking that with this choice of resolved variables,
the fnal equations of motion resemble those of a general dissipative fuid with viscosity
and heat-fux (cf. discussion in chapter 2).

4.5.3 The equation of state

A key step of any fuid model involves the connection to the microphysics as repre-
sented by the equation of state. As a frst stab at this, let us outline the logic for the
simple barotropic case (and then return to the issue in section 4.7, with a more realistic
model in mind). In a barotropic model the starting point is a one-parameter energy
density # = #(n), which leads to the thermodynamical (Gibbs) relation

p + # = nm , (4.61)

where the chemical potential is defned as

m =
d#

dn
. (4.62)

Introducing fuctuations in all the scalars, as before (eg. p = p + dp), we have

p + dp + # + d# = (n + dn)(m + dm) = n m + ndm + mdn + dndm . (4.63)
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Since the average of linear fuctuations are all taken to vanish in the present case, this
leads to

p + # = n m + dndm , (4.64)

which shows that the number density fuctuations impact on the equation of state in-
version required to evolve the system. In order to proceed, we need to provide a closure
relation for dndm.

Noting that the energy was assumed to depend only on the number density, the fuc-
tuations in (4.64) should not be independent. In order to take a closer look at this, we
may Taylor expand for small fuctuations dn (recalling that we have already considered
expanding the Lorentz factor in this way). This then leads to

m � m(n) + m0(n)dn +
1
2

m00(n)dn2 . (4.65)

That is, we identify

m = m(n) +
1
2

m00(n)dn2 , (4.66)

and
dm = m0(n)dn . (4.67)

The averaged Gibbs relation then becomes

p + # = nm(n) +

�
n
2

m00(n) + m0(n)

�
dn2 , (4.68)

showing that—in addition to the derivatives of the chemical potential— we need to
provide a (closure) relation for dn2. The other fuctuations are similarly slaved to dn.
We get

#(n) � #(n) + #0(n)dn +
1
2

#00(n)dn2 , (4.69)

which leads to
# = #(n) +

1
2

#00(n)dn2 , (4.70)

and
d# = #0(n)dn = m(n)dn . (4.71)

In summary, we have equations describing the (proper time) evolution of ñ, #̃ and ũa,
represented by equations (4.50), (4.59) and (4.60). In order to be able to solve these
equations, we need to provide closure relations for the fuctuations involved in g, qa

and sab, that is dndva and dvadvb. Once these, and dn2, are provided, we can work
out n from ñ and—assuming that we have access to the derivatives of the chemical
potential—then we have #, as well. Using either (4.68) or (4.56) we can then rewrite p in
terms of resolved variables and the closure terms, which completes the set of quantities
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we need to close the system and carry on the evolution. In principle, the fbration based
averaging model is complete.

4.6 Fluid element fltering

Having established a workable procedure for averaging in the spacetime setting, let us
turn to the issue of fltering. This is important because most actual numerical simula-
tions assume fltering rather than averaging. Formally, we expect the two problems to
be similar, but we know from section 4.3 that the fltering problem involves a slightly
different logic. In particular, it is less natural—and also not desirable since the fltered
fuctuations are unlikely to vanish—to consider an expansion in terms of the fuctua-
tions. This is an important difference, so we need to carefully consider the steps in the
analysis.

The natural way to proceed is to use a weighted average, in the spirit of (4.47). We
would then start from10

hnai � ñũa , (4.72)

with (by construction) ũaũa = −1, leading to

ñ = −ũahnai . (4.73)

As in the averaging case, it is easy to see that the continuity equation then becomes

hranai = rahnai = 0 =) ˙̃n + ñraũa = 0 . (4.74)

The main lesson is that, formally, the equation we arrive at takes the same form as in the
averaging case; equation (4.50). Still, there are differences relating to i) the nonlinear
quantities that have to be provided by a closure model and ii) the interpretation of the
resolved/evolved variables.

Deferring the discussion of more general aspects of the equation of state for a moment
(these will be discussed in section 4.7), let us move on to write down the equations of
motion consistent with (4.74). The fltered version of the perfect fuid stress-energy-
momentum tensor can be written as

hTabi = (hpi+ h#i)ũaũb + hpigab + tab , (4.75)

where
tab = h(p + #)uaubi − (hpi+ h#i)ũaũb , (4.76)

10It is important to note that quantities like ñ are not the same in the averaging and fltering cases. Still,
we are using the same notation because they play the same role in each evolution scheme. Note also that
our defnition does not mean that hũai = ũa.
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requires a closure relation.

Introducing, as before, the energy density measured by ũa:

#̃ = ũaũbhTabi = h#i+ ũaũbtab , (4.77)

we can rewrite the fltered stress-energy-momentum tensor as

hTabi = (hpi+ #̃)ũaũb + hpigab + 2ũ(aqb) + sab , (4.78)

with
qa = −?̃a

bũctcb = −?̃a
bũc h(p + #)uaubi , (4.79)

and
sab = ?̃a

c?̃
b
dtcd = ?̃a

c?̃
b
d h(p + #)uaubi . (4.80)

It is easy to see that the energy and momentum equations take exactly the same form
(once we change hpi ! p) as in the averaged case (cf. equations (4.59) and (4.60)). As
in that case, the equations of motion provide all the information we need to solve the
system once the relevant closure relations are provided. The key to a workable model
is to provide appropriate closure relations, so it is important to understand what this
involves.

4.7 Filtered Thermodynamics

So far we have only outlined the argument for the simple case of a barotropic fuid.
As the equation of state is a central issue for any realistic model—and, obviously, any
numerical simulation—let us rethink this. A quick look back at eq. (4.64) shows that,
even if we start from a barotropic Gibbs relation at the fne scale, the averaged/fltered
result is effectively “non-barotropic”. In fact, the dndm closure term could be interpreted
as an “entropy-like” contribution associated with the fuctuations. This suggests that
it makes sense to start straight away from a non-barotropic model, i.e. with a Gibbs
relation of the form

p + # = mn + Ts , (4.81)

where s is the entropy density and T is the associated temperature.

The barotropic example also shows that the “effective” term that stems from the aver-
aging or fltering procedure does not relate to the actual entropy, in the sense that it
is not associated with some dissipative process and/or entropy production rate. This
is evident from the fact that we have freedom in the choice of the averaging/fltering
observer, and therefore in the variables to be evolved, and one might choose to frame
the model in such a way that the fuctuation terms are reabsorbed in the defnition of
the variables themselves, just like we did for the weighted four-velocity ũa in eq. (4.47).
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Let us try to make these points more concrete, by considering a model that is non-
barotropic from the get-go. Because there is no formal difference in the resulting equa-
tions, we will do this without distinguishing between the averaging and fltering cases
(although, as we are now familiar with the logic, using the slightly more abstract nota-
tion from the latter).

We start by discussing some subtleties of the barotropic example that we previously left
aside. The energy density of a barotropic fuid is a function of the matter density only,
which means there is no need to evolve both quantities separately. On the fne-scale,
the energy equation contains the same information as the continuity equation:

d#

dt
+ (p + #)raua = m

dn
dt

+ mnraua = m(rana) = 0 , (4.82)

where t is the proper time associated with the “actual” fuid worldlines with tangent
ua. Note that the Gibbs relation eq. (4.61) is crucial for this argument. However, the sit-
uation changes on the coarse-grained scale. The link between the micro-scale equation
of state and the resolved energy is not trivial—it may have to be established by a set
of high resolution simulations, even though this may not be practical/feasible. In ef-
fect, the equation of state we are working with here is not the one you get from nuclear
physics. This is, in fact, true also in the simpler case where we set to zero the contribu-
tion coming from the tab residual as the evolved density is not obtained by averaging
the fne-scale one ñ 6= hni. The net result is that we have to treat the resolved energy #̃

and the resolved density ñ as independent variables, and evolve both of them.

4.7.1 The effective entropy

This subtle difference in the counting of independent variables between the fne- and
coarse scale models obviously no longer exists for a non-barotropic fuid. For a two-
parameter equation of state, the energy and particle density can be taken as indepen-
dent variables already at the fne scale. This is, indeed, standard practice in numeri-
cal relativity simulations. Let us also recall that, if the fuid is ideal there is no addi-
tional information gained from evolving the entropy current. In fact, we have seen in
section 1.3 that the entropy current is automatically advected as a consequence of the
perfect fuid equations, provided this is a function of the energy and particle number
densities, s = s(n, #).

To complete the model set-up, however, we still have to clarify how the fltered pres-
sure relates to the evolved variables. The barotropic model has been discussed in sec-
tion 4.5.3 for the averaging case, and the fltering case would work analogously. We
now look at the non-barotropic fuid case. We can work with a resolved entropy de-
fned as the usual thermodynamic potential s̃ .

= s(#̃, ñ). The resolved temperature and
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chemical potential then follow from the standard defnitions

1
T̃

.
=
�¶s̃

¶#̃

�
ñ
(#̃, ñ) , (4.83a)

− m̃

T̃
.
=
� ¶s̃

¶ñ

�
#̃
(#̃, ñ) . (4.83b)

We stress that we chose to use as thermodynamic potential the entropy, as it is a func-
tion of the chosen independent variables in the equations of motion, ñ and #̃. Note also
that, s̃ does not represent the true entropy and T̃ is not the actual temperature, either.
We are simply assuming that the usual thermodynamical defnitions “make sense” at
the fltering scale. Then, following the same logic we used for the barotropic case (see
section 4.5.3) we flter eq. (4.81) and rewrite it as

hpi = −#̃ + m̃ñ + T̃s̃ + M , (4.84)

with

M =
�
hTsi − T̃s̃

�
+
�
hmni − m̃ñ

�
−
�
h#i − #̃

�
. (4.85a)

The argument is now complete. We have explained how to express the averaged/fl-
tered pressure that enters the equations of motion in terms of the resolved variables
#̃, ñ and the (new) residual M.

Having considered the resolved thermodynamics, we can turn to the “entropy pro-
duction” associated with the averaging/fltering procedure. The fnal equations (i.e.
eqs. (4.59) and (4.60)) clearly remind us of the result for a dissipative fuid (see [21])
so we are motivated to consider possible constraints stemming from the second law of
thermodynamics. To do this we can work through steps analogous to eq. (1.12) to es-
tablish the impact of the averaging/fltering procedure. Because the resolved entropy
s̃ is taken to be a function of the resolved energy #̃ and the number density ñ we have

T̃ra(s̃ũa) = T̃s̃raũa + T̃ ˙̃s = T̃s̃raũa + ˙̃#− m̃ ˙̃n . (4.86)

Now, by means of eqs. (4.50) and (4.59) we obtain

T̃ra(s̃ũa) =
(
T̃s̃ + m̃ñ− hpi − #̃

�
raũa − qa ãa −raqa − sabraũb

= −Mraũa − qa ãa −raqa − sabraũb . (4.87)

This shows that the entropy is no longer advected at the coarse scale, as a result of the
averaging/fltering procedure. However, the fne scale (“exact”) theory is ideal, so the
actual entropy is advected. For this reason, the model is not constrained by the second
law at the coarse-grained scale. This is a very important point as it impacts on the
closure relations (see below), which (evidently) can be discussed without considering
the thermodynamical restrictions for “real” dissipative fuids. Effectively, the heat-fux
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term in eq. (4.53) or eq. (4.79) is associated with energy transfer from large eddies to
small ones (or vice versa) rather than being a faithful heat transfer. We also note that
this would not change even if we started from a fuid that is dissipative already at the
fne scale. Restrictions stemming from the second law of thermodynamics apply only
at the fne-scale level, not at the coarse one.

4.7.2 Energy cascade argument

Having discussed the thermodynamical interpretation of the quantities that enter the
equations of motion, it makes sense to consider the involved energy cascade. This is
relevant because an analogous argument is used in standard work on turbulence (see,
for instance, [139, 137]) to motivate the closure of the fuid equations. It is useful to
spell out the relativistic analogue of the classical argument.

The starting point is the energy equation (see eq. (4.59)) rewritten as

˙̃# + (hpi+ #̃)raũa| {z }
macro

=

mixedz }| {
−qb ãb +raqa + ũbrasab . (4.88)

Here, we have highlighted that the terms on the left-hand side can be considered as
macroscopic, in the sense that they involve only resolved quantities and describe an
ideal evolution—intended to correctly capture the large-scale dynamics. In contrast,
the terms on the right-hand side are “mixed” as they involve unresolved quantities—
the residuals—and couple macro- and micro-scale terms. In effect, they can be thought
of as transferring energy from one scale to another.

To see this, we may, for a moment, assume a steady state evolution. As a consequence
of the matter continuity equation, we then have raũa = 0 and therefore rewrite the
energy equation as (setting to zero terms involving time derivatives with respect to ũa)

raqa = sabraũb . (4.89)

In this relation, the term on the left-hand side should represent the energy sink (source)
due to the (inverse) energy cascade—subtracting energy from the macro-scale into the
micro one (or vice versa). In analogy with Newton’s law of viscosity, Boussinesq sug-
gested that one should relate the turbulent stress to the mean shear fow (see, e.g.,
[151]). In our case, this leads to

sab ∝ s̃ab , (4.90)

where the shear rate s̃ab is defned in the usual way but in terms of the fltered four
velocity, namely

s̃ab =

�
?̃c

(a?̃
d
b) −

1
3
?̃cd?̃ab

�
rcũd. (4.91)
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Motivated by this argument we move on to develop a closure scheme to complete the
“fbration framework” we are proposing.

4.8 An explicit closure model

Our ultimate aim is to develop a consistent scheme for large-eddy simulations in rel-
ativity. Even though this involves numerical aspects which we will not touch upon
here, we need to provide a strategy for closing the system of equations already at the
fbration level. This is the problem we focus on now.

As we have seen, in order to carry out an evolution we need to provide some pre-
scription for the residual terms, that is tab, M in the fltering case or, equivalently,
dndn, dndva, dvadvb in the averaging one. In classical computational fuid dynamics,
one of the earliest closures proposed—still widely used—is due to Smagorinsky [205].
This model effectively boils down to retaining only the sab term and modelling it as a
traceless tensor proportional to the (resolved) shear-fow. Such a closure is motivated
by arguments of the kind we provided in the previous section. However, this model
may be too simplistic to capture all relevant features of a turbulent fow11. In view of
this, we aim to set up a scheme that can be used to describe turbulent fows for which
the Smagorinsky model gives unsatisfactory results. Finally, it is important to note that
the Smagorinsky model is typically implemented—both in recent relativistic numeri-
cal work as well as in the Newtonian context—in the Eulerian frame associated with a
foliation. The simple fact that the translation between fbration and foliation leads to
a “mixing” of the different terms in the stress-energy-momentum tensor, suggests that
we need to consider a more general closure model.

In effect, we propose to model the residuals in terms of a general expansion in deriva-
tives of the resolved variables, ñ, ũa and #̃. For practical reasons we halt the derivative
expansion at frst order, and decompose the gradients of the resolved quantities as

rañ = ?̃b
arbñ− ũa ˙̃n , (4.92a)

ra #̃ = ?̃b
arb #̃− ũa ˙̃# , (4.92b)

raũb = −ãbũa + w̃ab + s̃ab +
1
3

q̃?̃ab , (4.92c)

where, as before, ˙̃n = ũarañ (similarly for ˙̃#) and the fltered four velocity gradients
raũb are decomposed as usual. This closure scheme is analogous, although in a differ-
ent spirit, to the most general constitutive relations discussed for dissipative hydrody-
namics (at the linear level), see section 2.4.

11We do not want to comment on the validity of the Boussinesq hypothesis here, so simply refer to [151]
where it is discussed, albeit in a non-relativistic setting.
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Because there is no formal difference in the modelling of the sub-flter scale terms be-
tween the averaging and fltering cases, let us set up the closure scheme for the fltering
case. We also immediately consider the case of a two-parameter equation of state, as
the barotropic limit can be easily recovered from the more general results. We then
have to model the residuals qa and sab. Recalling the defnitions eqs. (4.79) and (4.80)
we express these as

sab = −hs̃ab + (p1q̃ + p2 ˙̃n + p3 ˙̃#)?̃ab , (4.93a)

qa = q1 ãa + q2?̃
a
brbñ + q3?̃

a
brb #̃ . (4.93b)

In order to evolve the system, we also need to express hpi in terms of the resolved
variables. To do so, we have to provide M. As this is a scalar, we model it as (see
eq. (4.85))

M = c1q̃ + c2 ˙̃n + c3 ˙̃# , (4.94a)

and the fltered pressure then takes the form

hpi = −#̃ + T̃s̃ + ñm + M . (4.95)

We have now introduced a total of 10 parameters to be used in the actual large-eddy
model. These parameters—potentially validated/calibrated through high-resolution
simulations—can be considered as functions of the resolved energy, density etcetera.
Therefore, when we focus on a small region of the fuid they can be treated as simple
constants.

4.8.1 Stability Analysis

Let us turn to the issue of linear stability, as this is a necessary condition for the system
of equations to be (numerically) solved. Moreover, the fact that the “effective” theory
we arrive at the resolved scale resembles that of a dissipative fuid further motivates
this analysis. After all, it is well known that the standard/textbook relativistic viscous
hydrodynamics equations are unstable (cf. chapter 2).

The linear stability of the effective theory obviously depends on the closure used, so let
us focus on the specifc relations proposed above. However, the aim is not to discuss the
stability of the closure model in full generality, only to provide a “proof of principle”
argument.

As the averaging/fltering residuals have been expressed in terms of gradients of the
evolved variables and we are considering a local region, it makes sense to assume that
the background confguration—the stability of which we want to study—is that of a
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homogeneous fuid at rest. We will also consider, as usual, a fat background space-
time and ignore metric perturbations. This is justifed—even in the general relativistic
context—since the stability analysis is intended to be local, so that the effects of grav-
ity can be transformed away (using a local inertial frame argument, in the spirit of the
Fermi frame logic). Finally, we simplify the notation in order not to clutter up the equa-
tions. We drop the “tildes” used to identify the resolved variables, as we no longer
need to make the distinction. Instead, we identify background quantities with a sub-
script (0). For instance, we write the background four-velocity as ua

0 and the chemical
potential in the background confguration as m0.

Let us start by expanding the perturbed felds (indicated by a d) in Fourier modes

dua = Baeikdxd
, (4.96a)

dn = Aeikdxd
, (4.96b)

d# = E eikdxd
. (4.96c)

where Ba is orthogonal to ua
0 because ua

0dua = 0 as a result of the four-velocity normal-
ization. We also decompose the wave-vector ka as

ka = wua
0 + kk̂a , (4.97)

where w is the frequency, k is the wavelength and k̂a is a unit four-vector orthogonal
to ua

0 which describes each mode’s direction. Because of the metric signature conven-
tion (+2), the system will be linearly stable (in time) if all solutions to the dispersion
relation—written as w = w(k)—have a negative (or vanishing) imaginary part. We
will also use k̂a k̂b and12 dab − k̂a k̂b to decompose the momentum equation as well as
Ba = (0, BL, BT1, BT2)> into its longitudinal and transverse part (with respect to wave
direction).

In order to write the linearized equations in terms of the perturbed felds, we have to
clarify how to perturb the pressure. As can be seen from eq. (4.95), its explicit expres-
sion depends on M. Let us frst focus on the non-residual contribution and come back
to M later:

dp = (CA+DE)eikdxd
+ M , (4.98)

where we have defned

C =
�¶p

¶n

�
#
(n0, #0) , (4.99a)

D =
�¶p

¶#

�
n
(n0, #0) , (4.99b)

to simplify the expressions that follow.

12Recall the defnition of orthogonal projection with respect to a time-like vector. The sign difference
stems from k̂a being a unit space-like vector.
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Let us start by linearizing frst the non-residual part of the equations of motion. The
result is

− iwA+ ikn0BL = 0 , (4.100a)

− iwE + ih0kBL = 0 , (4.100b)

− ih0wBL + ik(CA+DE) = 0 , (4.100c)

− ih0wBT1 = 0 , (4.100d)

− ih0wBT2 = 0 , (4.100e)

where we have introduced the usual enthalpy density, h0 = p0 + #0. To work out the
full linearized system of equations, let us consider each residual at a time. We start by
looking at the trace-free part of sab, as this would correspond to the (fbration version
of the) model proposed by Smagorinsky in the Newtonian context. A straightforward
calculation leads to

dsab = d
(
?ac

0 ?bd
0 ¶(cud) − 1

3
(¶cuc) ?ab

0
�

= ik
(
k̂(aBb) − 1

3
BL ?ab

0
�
eikdxd

, (4.101)

where ?ab
0 = hab + ua

0ub
0 is the projection orthogonal to the background velocity and hab

is the Minkowski metric. As for the trace part of sab we have

d
h(

p1¶cuc + p2uc¶cn + p3uc¶c#
�
?ab

0

i
=

=
(
ip1kBL − ip2wA− ip3wE

�
?ab

0 , (4.102)

and it is easy to see that these additional terms only affect the longitudinal projection of
the momentum equation. Next we have the heat-fux qa. It is fairly easy to see that only
two (out of fve) terms will contribute to the linearized equations. These terms lead to

d(¶aqa) = q1wkBL − q2k2A− q3k2E , (4.103)

which enters the energy equation, while

d(?b
c ua¶aqc) = −q1w2Bb + q2wkk̂bA+ q3wkk̂bE , (4.104)

affects the momentum equation. We note that the last two terms in the expression
above affect only the longitudinal projection, while the frst term modifes both the
longitudinal and transverse components. Last but not least, we consider the residuals
that arise from the Gibbs relation:

M = c1q + c2ṅ + c3 #̇ . (4.105)
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It is easy to see that this residual will not affect the (linearized) energy equation, while
it contributes to the longitudinal momentum equation as

d
(
?ab ¶a M

�
=
�
− c1k2BL + c2kwA+ c3kwE

�
k̂b . (4.106)

Collecting everything together, we can write the linearized equations13 as 
LLL 000
000 TTT

!
�
�
A E BL BT1 BT2

�>
= 0 , (4.107)

where

LLL =

0B@ −iw 0 in0k
−q2k2 −iw− q3k2 ih0k + q1kw

ikC + (z2 + q2)kw iDk + (z3 + q3)kw −
(
ih0w− 2

3 hk2 + z1k2 + q1w2�
1CA ,

(4.108)
and

TTT =

 
−
(
ih0w− h

2 k2 + q1w2� 0
0 −

(
ih0w− h

2 k2 + q1w2�
!

, (4.109)

and we have introduced zi = ci + pi with i = 1, 2, 3. A similar analysis is carried out,
for instance, in [133]. However, the different gradient expansions (cf. eq. (2.77) and
eqs. (4.93) and (4.94)) lead to slightly different results.

The stability analysis for the general case is perhaps best considered numerically. We
also stress (again) that, because the entropy s̃ does not represent the true one, we are
allowed to violate the second law of thermodynamics. This will give us more freedom
(with respect to faithful dissipative fuids) to control the stability of the closure.

4.8.2 Smagorinsky model

As a frst step, let us consider the simple case where the only non-vanishing parameter
in eqs. (4.93) and (4.94) is h. This would correspond to the (fbration version of the)
model proposed by Smagorinsky in the Newtonian context. Starting from eq. (4.107)
we easily obtain the linearized equations for this case0BBBBBB@
−iw 0 in0k 0 0

0 −iw ih0k 0 0
ikC iDk −ih0w + 2

3 hk2 0 0
0 0 0 −ih0w + h

2 k2 0
0 0 0 0 −ih0w + h

2 k2

1CCCCCCA �
0BBBBBB@
A
E
BL

BT1

BT2

1CCCCCCA = 0 . (4.110)

13Note that the coeffcient matrix depends only on w = −uaka and k2 = kaka + w2, in accordance with
Lorentz invariance.
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The required dispersion relations are obtained by setting to zero the determinant of the
coeffcient matrix. Working this out, we fnd that the transverse modes decouple, and
the corresponding dispersion relation is

w = −i
h

2h0
k2 . (4.111)

The other non-trivial modes are longitudinal, with dispersion relation

h0w2 + i
2
3

hk2w− (h0D + Cn0)k2 = 0 . (4.112)

Solving this equation we obtain

w = �csk− i
h

3h0
k2 +O(k3) , (4.113)

where
c2

s = (D + Cn0/h0) , (4.114)

is the usual sound speed. The longitudinal modes represent sound waves, while the
transverse modes are not propagating. Both sets of modes are stable for h > 0. As
a simple consistency check, it is easy to see that in the ideal limit, when h = 0, one
obtains a single non-trivial solution representing an undamped sound wave.

The result demonstrates that the simple Smagorinsky model is stable according to the
fbration observer. This is a key conclusion for cosmological applications, as these tend
to involve a cosmological time associated with a co-moving observer; in essence, a
fbration. The situation is different for numerical relativity simulations, which tend to
be based on a spacetime foliation. The matter description (formally) involves a fbration
associated with fuid element worldlines, but the evolution is carried out in a different
frame. Our stability demonstration does not (yet) cover this case. In order to complete
the argument, we have to consider the stability issue in a different frame. We therefore
introduce (as usual) the Eulerian observer Na as

ua = W (Na + va) , with W = (1− v2)−1/2 , (4.115)

and note that the two frames are related by a Lorentz boost. This turns out to cause
trouble. The simple Smagorinsky model, while stable in the fbration frame, becomes
unstable in the boosted frame.

In order to demonstrate this result, we start by noting that (using primes to indicate
boosted quantities)

¶0a#0 = Λb
a¶b# = 0 , (4.116a)

¶0an0 = Λb
a¶bn = 0 , (4.116b)

¶0au0b = Λc
aΛd

b¶cud = 0 , (4.116c)
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where Λ is the Lorentz boost matrix. As we are linearizing with respect to a homoge-
neous (in spacetime) background this confrms that the gradient-based closure scheme
we are proposing still makes sense. We have to work out the dispersion relations in
a non-comoving frame, but because these are expressed in terms of w = −kaua and
k2 = kaka + w2, we just have to boost these quantities. We can then take (without loss
of generality) va to be in the x-direction, while k̂ lies in the x − y plane. Then we in-
troduce the angle f between the wave-vector and va as k̂ava = v cos f and write the
Lorentz boost as:

w = W(w0 − vk0 cos f) , (4.117a)

kx = W(k0 cos f− vw0) , (4.117b)

ky = k0 sin f = k0y , (4.117c)

kz = 0 = k0z . (4.117d)

Applying this to the transverse dispersion relation in eq. (4.111) we obtain (dropping
the primes for clarity)

(
hW2v2�w2 − 2

(
ih0W − hW2vk cos f

�
w−

−
(
hW2k2 cos2 f + hk2 sin2 f− 2ih0 cos fWvk

�
= 0 . (4.118)

We note that eq. (4.111) was a frst order polynomial, while the boost made it second
order, thus generating an additional solution. For long wavelengths, the two solutions
are

w = vk cos f− i
h

2h0W3

(
cos2 f + W−2 sin2 f

�
k2 +O(k3) (4.119a)

w = i
2h0

hWv2 +O(k) . (4.119b)

The frst solution is the boosted version of the mode we obtained in the fbration. It is
stable for h > 0 (as in the comoving frame), propagating with phase velocity v cos f

and the decay rate reduces to the original value as v ! 0, W ! 1. There is, however,
an additional solution which is non-vanishing for k = 0 (in [133, 117] these are referred
to as “gapped” modes). This second mode is evidently unstable for h > 0.

This result demonstrates that the simple Smagorinsky model is unstable when “ob-
served” from a non-comoving frame. This is a well-known problem of Eckart-Landau
models for dissipative fuids (cf. chapter 2). As we are not dealing with a dissipative
model that describes linear deviation from a thermodynamical equilibrium state, this is
not intrinsically problematic. For real dissipative systems, stability of equilibrium is not
only required for numerical implementations, but also guided by intrinsic consistency.
A system slightly out of equilibrium must evolve, “by defnition,” toward thermody-
namical equilibrium, no matter if the fuid in equilibrium is at rest or not. Our case is
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different. However, because we are setting up the fltering scheme in the fbration—in
order to retain consistency with the covariance of General Relativity, as discussed in
section 4.4.1—while the simulations will be carried out in the foliation, we have to en-
sure that the model is “covariantly” stable. The LES model of [176] gets away with a
simple Smagorinsky closure because it is directly implemented in the foliation frame,
where the simulation is then performed.

4.8.3 Fixing the Smagorinsky instability

The aim now is to show how we can fx the instability problem (in the boosted frame)
by introducing more parameters in the closure. Focusing frst on the transverse modes,
we see from eq. (4.109) that the only way to fx the problem is by considering a non-zero
q1. The co-moving transverse dispersion relation then becomes

2ih0w− hk2 + q1w2 = 0 , (4.120)

with solutions for long wavelengths (i.e. small k):

w+ = −i
h

2h0
k2 +O(k4) , (4.121a)

w− = −2i
h0

q1
+O(k2) . (4.121b)

Because the dispersion relation is now quadratic we obtain two solutions: the “un-
gapped” mode from the Smagorinsky model, and an additional gapped mode that
appears already in the co-moving frame. The (long wavelength) stability in the un-
boosted frame is guaranteed by taking h > 0 (as before) alongside q1 > 0. We can
further check the stability in the co-moving frame at all wavelengths by means of the
Routh-Hurwitz criterion (cf. appendix E and [131]). In order to do so we introduce
∆ = −iw (to deal with real algebraic equations) and rewrite the dispersion relation as

q1∆2 + 2h0∆ + hk2 = 0 . (4.122)

Stability requires the solutions to have negative real part Re∆ < 0. The Routh-Hurwitz
criterion then guarantees the stability (at all wavelengths) as long as q1 > 0 and h > 0.
These conditions are identical to the ones obtained at long wavelengths.

In order to check the stability in the boosted frame, we boost the transverse modes
dispersion relation (as before) to get

(
q1 − hv2�W2w2 + 2

(
ih0W + (h + q1)W2vk cos f

�
w−

−
(
hW2k2 cos2 f + hk2 sin2 f + 2ih0Wvk− q1W2v2k2 cos2 f

�
= 0 . (4.123)
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To work out the long wavelength stability conditions, we may solve this equation per-
turbatively. This means that we introduce

w = w0 + w1k + w2k2 + w3k3 , (4.124a)

w2 = w2
0 + 2w0w1k + (w2

1 + 2w0w2)k2 + (2w1w2 + 2w0w3)k3 , (4.124b)

w3 = w3
0 + 3w2

0w1k + (3w0w2
1 + 3w2

0w2)k2 + (w3
1 + 6w0w1w2 + 3w2

0w3)k3 , (4.124c)

and solve order by order. Solving eq. (4.123) to lowest order we fnd two solutions: the
frst is the un-gapped mode (w0 = 0) while the second is given by

w0 = −i
2h0W−1

q1 − hv2 . (4.125)

We may focus on the un-gapped mode as we already have the imaginary part (to lowest
order) for the gapped mode. Working to frst order we obtain the phase velocity, while
at second order we get the damping rate. Collecting the results, the small k solutions to
the boosted dispersion relation can be written

w = −i
2h0W−1

q1 − hv2 +O(k) , (4.126a)

w = vk cos f + i
h

2h0W3

(
cos2 f + W−2 sin2 f

�
+O(k3) . (4.126b)

We see that stability in the boosted frame requires h > 0 and q1 > hv2. To the best
of our knowledge, stability at all wavelengths cannot be studied analytically in the
boosted case. This is because the Routh-Hurwitz criterion applies to real polynomials
only. The stability is then perhaps best studied numerically, once a specifc equation of
state model has been chosen. However, our demonstration shows that the LES model
passes the key stability tests.

Next, we turn our attention to the longitudinal modes, assuming again that the only
non-vanishing parameters in eq. (4.108) are h and q1. The (comoving) longitudinal
modes dispersion relation is then

w

�
q1w3 + ih0w2 −

�
2h

3
+ q1D

�
k2w− ih0c2

s k2
�

= 0 . (4.127)

As before, we can work out the non-trivial longitudinal modes using eq. (4.124). Again,
working to lowest order we fnd that one mode is “gapped” and two are not. These
long wavelength modes are

w = −i
h0

q1
+O(k2) , (4.128a)

w = �csk−
i

3h0

�
h − 3

2
(c2

s −D)q1

�
k2 +O(k3) . (4.128b)
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In order to make sure the longitudinal modes are also stable we have to take q1 >

0, h > 0 and
3
2

(c2
s −D) <

h

q1
<

1
v2 . (4.129)

We can then study the stability condition at all wavelengths using the Routh-Hurwitz
criterion. To do so, we again introduce ∆ = −iw in eq. (4.127) to make it a real algebraic
equation:

q1∆3 + h0∆2 + A∆k2 + h0c2
s k2 = 0 , (4.130)

where A = 2/3h + q1D. From this it is easy to see that the Routh-Hurwitz criterion
guarantees stability for eq. (4.129). Again, the general k case does not change the stabil-
ity requirements.

As in the case of transverse modes, the story does not end here. We still have to estab-
lish the stability in the boosted frame. To do so, we “boost” eq. (4.127) using eq. (4.117)
to obtain

a w3 + b w2 + c w + d = 0 , (4.131)

where

a = W3 (q1 − A v2� , (4.132a)

b = −W2 �(3q1 − 2A)Wvk cos f− ih0 −WAv3k cos f + ih0c2
s v2� , (4.132b)

c = W
h
(3q1 − 2A)W2v2k2 cos2 f− Ak2 (1 + W2v2 cos2 f

�
− 2ih0Wvk(1− c2

s ) cos f
i

,

(4.132c)

d = −
h
q1v3W3 cos3 f−WAvk3 cos3 f−W3v3Ak3 cos3 f

− ih0k2 (W2(v2 − c2
s ) cos2 f− c2

s (1− cos2 f)
� i

.

(4.132d)

Again we solve the problem using the expansion in eq. (4.124). At lowest order we fnd
two “un-gapped” modes and one “gapped” solution. The latter is given by

w = −i
h0(1− c2

s v2)

(q1 − Av2)W
+O(k) , (4.133)

which is stable for

h <
3
2

q1
1−Dv2

v2 . (4.134)

As in the case of the “un-gapped” modes, working to O(k2) (as the O(k) problem is
trivial) we obtain the boosted sound speed w1 = Cs. This is found by solving

W2(1− v2c2
s )C2

s − 2W2v cos f(1− c2
s )Cs + W2(v2 − c2

s ) cos2 f− c2
s sin2 f = 0 . (4.135)
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FIGURE 4.2: Left: shaded region resulting from combining the stability constraints ob-
tained for the i) transverse modes (gapped, un-gapped, boosted, un-boosted), ii) lon-
gitudinal un-boosted modes (gapped and un-gapped), and iii) longitudinal boosted
gapped modes. Right: sound speeds (solid) and damping rates (dashed) for the un-
gapped longitudinal modes in the boosted frame. Colours match sound speeds with
the corresponding damping rates. For illustrative purposes we used: cs = 0.16, v =

0.4, h = 1.2, q1 = 0.5 and a barotropic equation of state (both fgures).

To see that this result actually makes sense, we provide the solution for the two cases
where va is parallel/orthogonal to k̂a (respectively)

Cs =
v� cs

1� v cs
, (4.136a)

Cs = �
p

1− v2p
1− v2c2

s
cs . (4.136b)

The solution for different values of f is best understood by considering specifc exam-
ples, see fg. 4.2, noting that it only depends on the thermodynamic speed of sound cs

and the relative velocity v.

In order to work out the longitudinal mode damping we work at O(k3). This leads to
a purely imaginary w2 = Γ(f). The solution involves the boosted sound speed Cs, and
it is not particularly illuminating, so it is also best understood by specifc examples, see
fg. 4.2.

As we see from the illustrations in fg. 4.2 and fg. 4.2 there are regions of the (h, q) pa-
rameter space where all modes are stable. As we are only aiming at a proof of principle
(not a comprehensive stability analysis) this concludes the argument. The stability con-
ditions depend on the equation of state (which enters through cs, D, C) and the relative
velocity v. Therefore, an exhaustive study of the stability in the general case is best
done once a specifc equation of state has been chosen, following the logic outlined
here.
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4.9 Summary

Averaging and fltering are the standard strategies for dealing with the problem of sim-
ulating (computationally demanding) turbulent fows. Both approaches are compli-
cated by the covariance of General Relativity, where the split between space and time is
an observer-dependent notion. As the problem is beginning to be considered from the
point of view of numerical relativity (relevant examples are [94, 176, 177, 4, 220, 72]) , it
is important to understand the underpinning theory. Hence, we decided to start from
the beginning and considered how the different strategies should be implemented in
the curved spacetime setting relevant for, say, binary neutron-star mergers.

After clarifying the sense in which consistency with the principles of General Rela-
tivity poses interesting foundational questions, we argued that it is natural to set up
the analysis in the “fbration” associated with individual fuid elements. This then
allowed us to introduce a meaningful local analysis via the use of Fermi coordinates
([78, 79]), which defnes the covariant averaging/fltering procedure. Building on this,
we worked out the coarse-grained fuid dynamics, and considered the impact aver-
aging/fltering has on the (thermodynamical) interpretation of the resolved variables.
Finally, because smoothing the fuid dynamics inevitably introduces a closure issue, we
proposed a closure scheme and discussed its linear stability. This completed the formal
development of the fbration-based model. In order for this work to have practical rel-
evance, however, we need to make contact with actual simulations. Whilst this goes
beyond the scope of this thesis, we will go back to (briefy) comment on this at the end
of chapter 5.



Chapter 5

Filtering relativistic
magneto-hydrodynamics

In this chapter we take the frst steps towards extending the covariant fltering scheme
discussed in chapter 4 to charged multi-fuids. The relevance of this effort is clear in
the context of neutron star astrophysics, as the discussion in the previous chapter left
out aspects that are important for (if not crucial to) neutron stars modelling—from elec-
tromagnetism to superfuidity/superconductivity. Keeping in mind the bigger picture
and fnal aim, it is natural to start by focusing on magneto-hydrodynamics (MHD),
which can be derived as the single-fuid limit of an underlying two-fuid plasma model.

We will start in section 5.1 with a brief introduction to magneto-hydrodynamics tur-
bulence, mainly focusing on the differences with hydrodynamics. The discussion is
based on the recent reviews by Schekochihin [192] and Beresnyak [44], which we refer
to for more details (and references to the relevant original papers). We then introduce
the relativistic magneto-hydrodynamics equations in section 5.2. As anticipated, these
can be derived starting from a two-fuid plasma model, but we here take a shortcut,
namely we start from the Euler-Maxwell system instead. We conclude this chapter
(and this part) by discussing in section 5.3 the frst steps towards a covariant fltering
scheme for magneto-hydrodynamics based, as the approach discussed in chapter 4, on
the fbration associated with individual fuid elements.
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5.1 A brief introduction to magneto-hydrodynamic turbulence

In a similar fashion as for hydrodynamic turbulence—discussed in section 4.1—useful
quantities in the characterization of MHD turbulence are the magnetic Reynolds num-
ber Rem and the Lundquist number S. These are defned as

Rem =
rVL

b
, S =

LB
p

m0rb
=

LvA

b
, (5.1)

where b is the magnetic diffusivity (or resistivity, proportional to the inverse of the con-
ductivity) and vA is the Alfvén velocity, whilst r, V, L are characteristic values for the
density, velocity and lengthscale of the fow (as in section 4.1). The magnetic Reynolds
number measures the importance of fuid convection over resistive diffusion, while the
Lundquist number has a similar interpretation, but compares the Alfvén wave cross-
ing time to the timescale of resistive diffusion. When these numbers1 (together with
the Reynolds number defned in eq. (4.1)) are very large, we expect the MHD fow to
be turbulent.

MHD turbulence, however, is expected to be substantially different from hydrodynam-
ics. This is intuitive, as we can eliminate a mean fow by a proper choice of frame, while
a mean magnetic feld cannot be removed by such a transformation. In essence, we may
say that the magnetic feld is the only large-scale feature that does not “go away” at
small scales. This simple fact is what makes MHD turbulence a priori different from hy-
drodynamics: the large-scale mean magnetic feld makes the system anisotropic. This
simple fact means we should expect MHD turbulence to be “more complicated”, as it
would not be possible to, for example, justify scaling laws of the form in eq. (4.2)—
which assume (statistical) homogeneity and isotropy.

Dynamically, we expect transport along the magnetic feld lines (on a scale l//) to be
associated with Alfvén wave, while transport across the feld lines (on a scale l) to
be associated with non-linear interactions. This leads us to a key feature of MHD tur-
bulence, the so-called critical balance. Originally conjectured by Goldreich and Sridhar
[96, 97], critical balance boils down to postulating a balance between parallel and per-
pendicular transport in the inertial range. To see where this brings us, we introduce the
Alfvén time and the non-linear time

tA =
l//

vA
, tnl =

l

dul
, (5.2)

where dul is the typical velocity increment between points separated by l, and assume
the two timescales are of the same order tA � tnl � tc—where tc is the cascade time,
that is the typical time it takes to transfer energy from one (perpendicular) scale to

1One can also defne the magnetic Prandtl number Pm = Rem/Re = h/b, quantifying the importance
of fuid viscosity over magnetic diffusivity.
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the next. Considering perpendicular transport frst, and noting that on dimensional
grounds we expect the energy spectrum E � du2

ll, we have on the one hand,

# �
du2

l

tc
�

du2
l

tnl
=) dul � (#l)1/3 =) E(k?) � #2/3k−5/3

? . (5.3)

that is, the Kolmogorov spectrum. If we focus instead on transport along the magnetic
feld, a similar logic leads to

# �
du2

l//

tc
�

du2
l//

tA
=) dul// � (#tA)1/2 =) E(k//) � #

vA
k−2

// . (5.4)

In essence, we fnd that critical balance leads to an anisotropic spectrum, with a Kol-
mogorov type spectrum in the perpendicular directions.

Critical balance can be justifed as follows. On the one hand we have the observation
(based on theoretical arguments and numerical evidence) that weak MHD turbulence—
where perturbation amplitudes are small enough that non-linear interactions are neg-
ligible (tnl � tA) and the perpendicular spectrum presents the same scaling as the
parallel one—leads naturally to the strong turbulence regime where tnl � tA. On the
other hand, the opposite regime with tA � tnl is unsustainable as information in MHD
propagates predominantly along the magnetic feld lines with velocity vA (the Alfvén
waves) and hence no structure with l// larger than vAtnl can be kept coherent and will
break up. In fact, critical balance appears to be a robust property of MHD turbulence.

Whilst the parallel spectrum, with scaling k−2
// , appears to be robust, there is currently

no defnitive consensus in the community with regards to the perpendicular spec-
trum. Initially, in fact, solar wind observations favoured the −5/3 Kolmogorov scal-
ing, but then sets of (direct) numerical simulations started to suggest a different scaling
E(k?) � k−3/2

? —although issues with such results have been raised and some authors
claim to see a better convergence with the Kolmogorov scaling (e.g. Beresnyak [43]).
This leads us to another important feature of MHD turbulence, dynamic alignment, ac-
cording to which the velocity and magnetic feld tend to shear each other into alignment
(in the plane perpendicular to the mangetic feld) and hence form sheet-like structures
as we approach smaller scales. Phenomenological models based on dynamic align-
ment (and critical balance) can, in fact, reproduce both the parallel spectrum we found
above and the −3/2 scaling in the perpendicular spectrum. The key point, however,
is that such sheet-like confgurations are not sustainable asymptotically at ever smaller
scales due to different known instabilities—including, for example, a magnetized ver-
sion of the Kelvin-Helmoltz instability (cf. chapter 7)—and other non-ideal processes
like magnetic reconnection, thus eventually leading to the break up of these sheets into
islands. When enough of these islands form the fow becomes isotropic, and the cas-
cade starts up again in Kolmogorov form. This isotropic-to-sheet-to-islands transition
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FIGURE 5.1: Cartoon of the perpendicular MHD turbulence spectrum. At scales larger
than critical balance (i.e. k < kCB) is shown the same scaling as in weak turbulence
(i.e. ∝ k−2

? ). At scales smaller than critical balance is shown the aligned cascade (i.e.
∝ k−3/2
? ) periodically interrupted at k1, k2 and so on, while kD represents the scale at

which dissipative/resistive effects begin to prevail over inertial ones. Figure adapted
from Schekochihin [192].

is expected to repeat, giving a periodically interrupted, or intermittent, turbulent cas-
cade (cf. fg. 5.1).

In essence, it appears that a complete theory of MHD turbulence should contain (to
some degree) a theory of reconnection, thus making the story even more complicated2.
As for what matters for the present discussion, it is fair to say that sub-grid models of
MHD turbulence constitute a very challenging problem because of the local anisotropy
and complicated dissipative processes like reconnection [193].

2Not to mention the fact that we have here discussed the so-called balanced MHD turbulence regime—
where the averaged/total cross helicity v �B, where v is the velocity and B is the magnetic feld, vanishes—
and did not touch upon the link between turbulence and dynamo processes leading to the amplifcation
of the magnetic feld [47, 187].
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5.2 Magneto-hydrodynamics in the fbration: a shortcut

We argued that, from a theory perspective, it would be natural to start the discussion at
the level of a charged multi-fuid model, and derive the magneto-hydrodynamics equa-
tions as the single-fuid limit of a two-fuid plasma model. The underlying multi-fuid
nature is, in fact, also important for the development of consistent models beyond ideal.
This motivates several discussions in the literature, both connecting to the variational
(dissipative) multi-fuid framework discussed in section 2.3 (see [16, 23, 24]) as well as
linking to “3+1 formulations” geared towards numerical implementations (see [25, 26]).
Our aim here is, however, less ambitious. We aim to provide a streamlined derivation
of the magneto-hydrodynamics equations to set the stage for discussing extensions of
the covariant fltering scheme developed in chapter 4. With this aim in mind, we will
start from the Euler-Maxwell system as a proxy for magneto-hydrodynamics. We will
mainly focus on the electromagnetic degrees of freedom, while the fuid equations are
obtained from the stress-energy-momentum conservation law (as before).

The total stress-energy-momentum tensor is written as the sum of a perfect fuid part

Tab
p.f. = #uaub + p(gab + uaub) , (5.5)

where ua is the fuid four-velocity, p is the pressure and # is the energy density (not to be
confused with the energy fux from scale to scale in the previous section), augmented
with the Maxwell stress-energy-momentum tensor

Tab
EM =

1
m0

�
FadFb

d −
1
4

gabFcdFcd

�
, (5.6)

where Fab is the Faraday tensor. The fuid equations are then obtained from3

raTab
p.f. = −raTab

EM = −jaFab , (5.7)

where the term on the right-hand side is the Lorentz four-force and ja is the charge four-
current. We consider the pressure to be a function of two thermodynamic variables—
recall the discussion in section 4.7 to see why barotropic models are of lesser interest
for the present discussion—which we conveniently take as the energy # and the baryon
density n. As such, we also need an equation for n, given by the continuity equation

uaran + nraua = 0. (5.8)

Before we move on to focus on the electromagnetic degrees of freedom, let us stress
that there is a formal inconsistency in the fuid equations we wrote down. Deriving
the equations of magneto-hydrodynamic as the single fuid limit of a two-fuid plasma

3The last step here involves using the Maxwell equations, eq. (5.9).
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model, one can show that a perfect fuid form for the matter stress-energy-momentum
tensor holds in the “centre of momentum” frame—the analogue of Landau frame in
this context—but this would lead to a continuity equation for the baryon current with
drift terms4. As discussed in detail in [26], working with eqs. (5.7) and (5.8) involves ad-
ditional steps such as assuming that the electron mass is much smaller than the baryon
mass. This assumption may or may not apply depending on the physical system under
consideration. It is certainly well motivated for non-relativistic systems, but less obvi-
ous for a neutron star core model where the electron effective mass may be up to ten
per cent of baryon rest mass [66]. Let us further note that an evolution equation (or a
constraint) for the charge four-current is missing from the fuid equations obtained—
although the charge current is intuitively associated with a drift velocity between the
two species constituting the plasma. Simply noting these reservations here, we will
work with eqs. (5.7) and (5.8) as the fuid equations, and move on to focus on the elec-
tromagnetic degrees of freedom.

Assuming we want to work with the electric and magnetic felds, and because the flter-
ing scheme of chapter 4 is tied to the fuid, it is natural to write down the Maxwell equa-
tions in the “fuid frame” [21]—leading to a (fbration) formulation commonly used in
cosmology [35]. We start from Maxwell equations in covariant form5

raFba = m0 jb , r[aFbc] = 0 , (5.9)

and introduce a four-velocity Ua associated with a generic observer. We decompose the
Faraday tensor and the charge current as

Fab = 2U[aeb] + #abcbc , ja = sUa + Ja . (5.10)

where the electric and magnetic feld (as measured by Ua) are defned as

ea = FabUb , ba =
1
2

#abcFbc , and #abc = #dabcUd . (5.11)

4To get rid of drift terms we would have to work in the (analogue of) Eckart frame [16, 24], but this in
turn would lead to momentum fux terms in the fuid stress-energy-momentum tensor.

5Here we are working using a “mixture” of SI units and geometric units. In the SI system, the elec-
tric constant (or vacuum permittivity) is given by #0 = 1/m0c2—where c is the speed of light and m0 is
the magnetic constant (or vacuum permeability)—and the electric and magnetic feld have different units.
This would appear to be in contrast with eq. (5.10) as ea and ba seem to have the same dimension. How-
ever, this is due to the fact that we are also using (at the same time) geometric units, where the speed of
light c = 1 and suppressed, so that #0 = 1/m0. This detail is however irrelevant for the present discussion.
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With these defnitions we can work out the parallel and orthogonal projections—with
respect to Ua—of eq. (5.9) and rewrite the Maxwell equations as [74, 16, 21]

?a
b raeb − m0s = 2Waba , (5.12a)

?a
b rabb = −2Waea , (5.12b)

?ab ėb − #abcrbbc + m0 Ja = eb
�

sba + wba −
2
3

q ?ba

�
+ #abcabbc , (5.12c)

?ab ḃb + #abcrbec = bb
�

sba + wba −
2
3

q ?ba

�
− #abcabec , (5.12d)

where dots—which stand for co-moving time derivatives—and the projection operator
refer to the observer6 Ua. In eq. (5.12), the terms on the left-hand side should be fa-
miliar, while those on the right-hand side are associated with gradients of the observer
four-velocity. As such, they vanish identically for an inertial observer, and hence do
not appear in most textbook discussions. We also note that the system of eqs. (5.7), (5.8)
and (5.12) is not closed. We need an additional equation linking the charge four-current
to the other quantities. This can be derived starting from a two-fuid model [16, 24, 26].
For ideal models, however, this additional equation is often given by a phenomeno-
logical Ohm’s law based on the standard argument that in a perfect conductor—where
charges easily fow—one would expect the electric feld to “short out” as the matter
becomes locally charge neutral [38]. Although this is suffcient for getting to a work-
able (i.e. closed) set of equations [93, 65], we here want to tread a bit more carefully.
We do so for two reasons: First, our discussion will allow us to better appreciate the
assumptions involved as it connects directly to the Newtonian argument for dropping
the displacement current. Second, we will derive the induction equation according to
a general (i.e. non inertial) observer, which will be used later in chapter 7.

While both the electric and magnetic felds are dynamical degrees of freedom at the
level of Maxwell equations, in textbook magneto-hydrodynamics the electric feld is
demoted to a lesser role and the magnetic feld evolution is described by the induction
equation. The Newtonian argument (see, for example, [39]) for deriving the induction
equation from Maxwell involves assuming that the dynamics is associated with char-
acteristic length- and timescales, L and T, leading to an associated velocity V � L/T
which is much smaller than the speed of light. With this in mind, we can “massage”
the Faraday equation in the form

?ab ḃb − bb
�

sba + wba −
2
3

q ?ba

�
| {z }

�b/T

+ #abc

�
rbec + abec

�
| {z }

�e/L

= 0 , (5.13)

to see that e � Lb/T � Vb. As long as the electric and magnetic felds are slowly
evolving, a similar dimensional analysis then leads us to neglecting terms involving

6The same is true for the observer four velocity gradients, and we also note for clarity that Wa is the
vorticity vector, defned as Wa = 1

2 #abcwbc.
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the electric feld (i.e. the displacement current) in the Ampère law, so that

Ja =
1
m0

�
#abcrbbc + #abcabbc

�
. (5.14)

We then immediately see where this is going to take us. By effectively working with
the pre-Maxwell form of Ampère law (leaving out the displacement current) the charge
current is slaved to the magnetic feld. At the same time, we no longer have an evo-
lution equation for the electric feld ea, so we need an additional relation between the
electric and magnetic felds. This is where the issue of (infnite) conductivity enters the
discussion. Connecting the local fuid four-velocity ua to the observer Ua as7

ua = g(Ua + va) , Uava = 0 , g = (1− vava)
−1/2 , (5.15)

where va is the spatial fuid velocity as measured by the observer Ua, we see that the
electric feld as measured by the fuid is linked to ea, ba (measured by Ua) as

Fabub = g
h
ea + #abcvbbc + Ua(vbeb)

i
. (5.16)

Assuming this vanishes yields

ea + #abcvbbc = 0 . (5.17)

With this constraint, we can derive the induction equation from Faraday’s law. To do
so, note that

#abc#cde = U f Ug# f abc#gdec = −3!U f Ugd
[g
f dd

a d
e]
b

=
�

dd
a de

b − de
adb

d

�
−
�

//d
ade

b − //e
add

b

�
−
�

dd
a //e

b − de
a//b

d

�
, (5.18)

where we introduced the parallel projection //a
b = −UaUb. When this is contracted

with a spatial tensor (with respect to Ua) the last two terms in eq. (5.18) can be dropped.
It follows that

#abc#cde
�

abvdbe

�
=
�

abbb

�
va −

�
abvb

�
ba . (5.19)

We also need to take care of the curl of ea term in the Faraday equation. This can be
written

− #abcrb
�

#cdevdbe

�
=
h
−#abc

�
rb#cde

�
vdbe

i
−
h
#abc#cderb (vdbe)

i
, (5.20)

where it is convenient to consider the two terms separately. We start from the second
term and, even if Ua is not necessarily surface forming (i.e. has non-vanishing vortic-
ity), we introduce a “spatial” covariant derivative D in the usual way (projecting each

7It would seem natural, in writing down the Maxwell equations in the fbration formulation, to identify
the fbration observer as the local fuid four-velocity [35, 21]. However, as we want here to make contact
with the discussion in chapter 4, it is natural to distinguish the two (cf. discussion in section 4.5).
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index in the sub-space orthogonal to Ua). Then, it is easy to see that

#abc#cdeDb (vdbe)
.
= #abc#cde

�
?b

f?
g
d?

h
e

�
r f (vgbh

�
= #abc#cderb (vdbe) , (5.21)

and hence
− #abc#cderb (vdbe) = Db (vbba)− Db (vabb) . (5.22)

As for the other term, writing it it as

− #abc

�
rb#cde

�
vdbe = −Ug#gabc# f cde

�
rbU f

�
vdbe

= −Ugd
[ f
g dd

a d
e]
b g f h

�
−Ubah + wbh + sbh +

1
3

q ?bh
�

vdbe , (5.23)

we see that—given the anti-symmetrization—it vanishes identically. In summary, the
induction equation according to a generic observer8 can be written as

?ab ḃb + Db(vbba)− Db(vabb) =

�
sab −wab − 2

3
q ?ab

�
bb + va(abbb)− ba(abvb) ,

(5.24)
where the terms on the left should be familiar, while those on the right vanish for an
inertial observer.

Let us now pause for a second, and ponder the implications of the argument we put
forward—which is the intuitive extension to the curved spacetime setting of the Newto-
nian one. Clearly, the argument is non-controversial at the Newtonian/non-relativistic
level. At the relativistic level, however, dropping the displacement current might not
be fully justifed, at least not in general. Whilst this may be seen as a faw in the logic,
it is actually the reason why we derived the induction equation this way. We could
have, in fact, argued for a relation of the form in eq. (5.17) from the beginning, thus ar-
riving at the same induction equation but “sweeping under the rug” the controversial
issue of dropping the displacement current. The derivation provided suggests that, in a
sense, magneto-hydrodynamics is intrinsically—with a slight abuse of nomenclature—
a “post Newtonian” theory as it necessarily involves a low-frequency/low-velocity ap-
proximation (the timescale over which the local electric feld shorts out is tiny but not
zero). In essence, we have to apply the magneto-hydrodynamics approximation with
some level of caution. We also point to the discussion in [26] where the same argu-
ment is detailed in the so-called “3+1 formulation”—thus showing in which sense the
approximation may still be used (on a case by case basis) and how gauge issues (in the
choice of lapse and shift) play a key role for the validity of the approximation.

We conclude this section by showing how the derived equation further simplifes in
the Newtonian limit. On dimensional grounds, we observe that the last two terms on

8The worldlines of the generic observer Ua constitute a fbration of the spacetime, hence we may call
this the ideal induction equation in the fbration framework, as opposed to the corresponding “3+1 form”
derived by, for example, Andersson et al. [26].
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the right hand side of eq. (5.24) contain an extra factor of 1/c2 (with respect to the rest,
where c is the speed of light), and will as a result be negligible in the non-relativistic
limit (c2 ! ∞). Similarly, let us consider the absence of monopoles constraint. From
eq. (5.12) and eq. (5.17) we immediately obtain

?a
b rabb = 2Wa#abcvbbc , (5.25)

and we observe that the term on the left hand side is � b/L while that on the right is
� bL/T2. Dimensional consistency implies the term on the right-hand side contains
an extra factor of 1/c2 and should be neglected in the Newtonian limit. In essence,
non-inertial effects do not affect the absence of monopoles constraint at the Newtonian
level. When it comes to the Lorentz force, we expect it not to change at the Newtonian
level, but let us nonetheless check this for consistency. The Lorentz four-force can be
written

− jbFba = − (sUb + Jb)
�

Ubea + Uaeb + #bacdUcbd

�
= −Ua

�
Jb#bcdvcbd

�
+ #abc (Jb − svb) bc , (5.26)

where we used the ideal magneto-hydrodynamics relation (5.17) in the last step. The
Lorentz three force corresponds to the second term, where the charge density is mea-
sured by the observer, hence does not (in general) vanish. However, if we insist on the
local charge density to be zero (consistently with (5.17)), then we have

− ua ja = W(s− va Ja) = 0 =) Jb − svb = (ga
b − vavb) Ja . (5.27)

Re-inserting the factor of 1/c2 we see that the second term is negligible with respect to
the frst. As also the second term in eq. (5.14) is negligible in the Newtonian limit, we
see that the Lorentz force in the Euler equation is unchanged (as expected).

5.3 MHD covariant fltering: frst steps

We now want to make contact with the fltering strategy developed in chapter 4. Whilst
this is very much unfnished business, we discuss some of the issues that arise along
the way, and what seems to be the right strategy to make progress.

First of all, we note that it does not seem to make much sense to take the MHD-
approximation—that is, neglecting the displacement current—frst and then applying
the fltering procedure. The main reason for this has to do with the choice of fltering
observer—recall the discussion of the normalization issue in section 4.5—and the sim-
ple fact that electric and magnetic felds are observer dependent quantities. That such
a strategy would be problematic can also be appreciated by considering the fltered
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charge current, noting that the issue of local charge neutrality and vanishing electric
feld are intrinsically linked [26]. Using the fltering notation introduced in chapter 4,
we can consider the fltered charge four-current and decompose it as

hjai = s̃ũa + J̃a , s̃ = ũahjai and J̃a = ?̃a
bhjbi , (5.28)

where ũa is the fltered four-velocity (say, the Favre-fltered velocity). Using an analo-
gous decomposition of the fne-scale charge-current with respect to the fne-scale fuid
velocity we get

s̃ = ũa (hsuai+ hJai) . (5.29)

The upshot is that even if we assume the system to be charge neutral at the fne-scale
(i.e. s = 0), we are left with

s̃ = ũahJai , (5.30)

which clearly does not have to vanish. Conversely, if we impose charge neutrality on
the fltered fow then this condition may not hold on the small scale (which might be
an issue for equation of state inversion in numerical relativity simulations).

The upshot is that the correct strategy seems to involve a fltering at the level of the
Maxwell equations. We can then use the fact that the fltering procedure defned in
chapter 4 commutes with partial derivatives to arrive at

rahFbai = m0hjbi . (5.31)

These equations can then be written in terms of the coarse-grained electromagnetic
felds—defned decomposing hFabi as in eq. (5.10), now in terms of the fltered velocity
ũa. The net result is that the fltered Maxwell equations retain the usual form (as the
Maxwell system is linear). In particular, the fltered electric and magnetic feld are given
in terms of the fne scale ones as

Ẽa = ũbhuaebi − ũbhubeai − #̃abchubbci , (5.32)

and
B̃a = ũbhuabbi − ũbhubbai+ #̃abchubeci . (5.33)

From this, we immediately see that even if we take the fne-scale electric feld to vanish
(due to the assumption on local charge neutrality) we would still have a non-vanishing
coarse grained electric feld:

Ẽa = −#̃abchubbci , B̃a = ũb (huabbi − hubbai) . (5.34)

Nonetheless, we may, pragmatically, move on and take the MHD-approximation at
the fltered level (i.e. neglecting the displacement current in the fltered equations) and
provide a closure relation for the fltered electric feld. For example, we could model the
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fltered electric feld using an algebraic decomposition in terms of the fltered variables
as

Ẽa = g1B̃a + g2 J̃a + g3 #̃abcB̃b J̃c . (5.35)

Whilst this is a very simple closure scheme, it is attractive as it allows for an immediate
physical interpretation of the expansion coeffcients. It is, in fact natural to interpret the
second term as an effective resistivity and the third one as an effective Hall term. The
frst term instead reminds us of the “classic” alpha-dynamo term, which enters many
mean-feld-dynamo models [48, 47, 187].

We conclude this section by commenting on the fltering of the fuid equations. When
it comes to the baryon continuity equation, it is natural to work with the Favre-fltered
four-velocity as in section 4.6 so that it retains the pre-flter form. As for the (fuid
part of the) stress-energy-momentum tensor, we know already from the hydrodynamic
analysis in chapter 4 that fltering will introduce additional terms in the equations that
can be interpreted as effective dissipative terms. In addition to these, we also have
terms coming from fltering the Lorentz four-force

F a = hjbFbai − hjbihFbai . (5.36)

This contribution also requires modelling.

5.4 Outlook

As anticipated at the end of the previous chapter, an important point missing from the
current discussion is the link with actual numerical relativity simulations. These tend
to involve a foliation of spacetime and the associated “3+1” spacetime split [100, 184],
thus adding a new observer (the “Eulerian” observer) to the game. In principle, one
might make progress simply by “translating” our results to the foliation picture, but it
is by no means clear that this is the most sensible way to proceed. Moreover, any discus-
sion of numerical simulations should consider a number of additional issues, such as
the role of numerical discretization errors. Models developed directly in the foliation—
such as the gradient sub-grid model developed in [219, 49]—appear to be more suited
for dealing with issues like the lack of numerical resolution. At the same time, the
fbration scheme we developed provides a clear link with the underlying thermody-
namics and the equation of state information we would like to extract from numerical
simulations. Moreover, the covariance of our framework, as well as the fact that the
fltering observer acquires a clear physical meaning, allow us to “lift” the results of box
simulations to any space-time (at least in principle).

In essence, the scheme we have discussed suggests that the large-eddy strategy can
be enhanced to a tool for linking models valid at “mesoscopic” and “macroscopic”
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scales. This is relevant as it appears that large-eddy simulations based on gradient sub-
grid models need to minimally resolve the relevant physical effects in order to describe
turbulence at even smaller scales—as demonstrated by Miravet-Tenés et al. [154] for
the specifc case of the magneto-rotational instability (cf. chapter 7). The (although
minimal and incomplete) discussion provided here is a frst step in this direction.



131

Part III

Binary neutron-star merger
applications



Chapter 6

Formulating bulk-viscosity for
neutron star simulations

In the previous parts of this thesis, we focused on modelling dissipation and turbu-
lence in general relativistic fuids. This part is instead dedicated to neutron star merger
applications. In particular, we will consider in this chapter the role of bulk viscosity as-
sociated with nuclear reactions—which may, or may not, leave an observable imprint
on (say) the gravitational-wave signal [158, 105, 159, 178, 227]—and ask how this mech-
anism can be implemented in nonlinear simulations. We highlight the formal aspects
of the problem and establish how the inevitable “limitations” of a numerical simulation
(in terms of resolution) enter the discussion. The aim is to establish to what extent sim-
ulations based on an effective bulk viscosity are viable and (perhaps more importantly)
when they are not. This understanding will be crucial for future numerical implemen-
tations. The results discussed in this chapter have been published in [59].

In the following chapter we discuss the magneto-rotational instability (MRI) using a
(Newtonian) local analysis. We do so as the MRI is thought to play a key role in the de-
velopment of (MHD) turbulence in the outer envelope of a merger remnant. In particu-
lar, the discussion we provide is suited for highly-dynamical systems such as mergers,
highlighting the importance of global properties for the standard results (and criteria)
to be valid.

6.1 Simplifcations must be made

The underlying physical model of a neutron star merger is expected to be a system of
multiple interacting “fuids” of different charged particle species, coupled to an elec-
tromagnetic feld and radiation through, for example, neutrinos, all evolving on a dy-
namical relativistic spacetime [21]. The complexity of this model makes it impractical
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for use in either theoretical calculations or numerical simulations. Instead, simplifca-
tions must be made, with heuristic arguments needed to justify each assumption that
is introduced.

To illustrate the key argument with a simple toy model, consider the problem of heat
propagation. When the underlying model is required to be causal, the starting point is
often taken to be the Cattaneo equation (see section 2.1.2)

t
¶q
¶t

+ q = −k
¶T
¶x

. (6.1)

In the “fast relaxation limit”, when the relaxation time t ! 0, we recover Fourier’s law,
relating the heat fux to temperature gradients, and leading to the familiar heat equa-
tion. While the underlying model is hyperbolic, the fast relaxation limit is parabolic
and hence not causal. Specifcally, working out the characteristic velocities in the prob-
lem1 one fnds that the Cattaneo equation (6.1) is causal with fnite propagation speeds
bounded by �(k/t)1/2. At the same time, there is a critical wavenumber & (kt)−1/2

below which the behaviour is purely parabolic and the solution is diffused away. An
illustration of the transition from second sound to diffusion can be found in Figure 16
of [21].

From a theory point of view it would be natural to argue that we should base our
models on the Cattaneo formulation, but from a numerical perspective this may be
problematic. We would need to resolve the (presumably fast) relaxation towards equi-
librium and this may not be possible/practical. In this sense, the parabolic prescription
may be preferable.

A heuristic argument for using the parabolic heat equation within a relativistic model—
for which causality would be a prerequisite—would be as follows. We assume that on
the length scales L relevant for our model we have t � L/c, where c is the speed of
light. By causality there can be no (propagating!) scales of physical relevance faster
than c, hence with timescales smaller than t or (equivalently) frequency scales larger
than t−1. Therefore the only relevant behaviour for heat propagation is the purely
parabolic case where heat fuctuations are rapidly damped, which is well modelled by
the standard heat equation. It is possible to use the internal consistency of the underly-
ing model to check when this heuristic argument is valid. For example, to be consistent
with causality the dispersion relation at low frequencies requires that k � tc2 � cL.

The key point here is the existence of a single scale (length, time, or frequency) at which
some physical effect acts or changes type. This issue is often considered for turbulence
(for example, are the length scales probed suffcient to trigger the magneto-rotational
instability [71, 204, 124, 102]), for reactions (are physical regions of parameter space
probed so that out-of-equilibrium physics, such as a bulk viscosity has to be accounted

1Computed, for example, taking the large wavenumber limit of the (real part of the) phase speed.
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for [13]), and for radiation (are neutrinos propagating or trapped, see e.g. [104]). When
this key scale is outside that which can be included in the model then the physical
effect is either ignored (by using a purely ideal model, or by assuming instantaneous
relaxation to an equilibrium) or modelled (by approximating the additional physics
through a closure term, such as an effective equation of state, or a large-eddy approach
[104, 94, 176, 49]).

The fundamental issue regards how the physics, and hence the model, should behave
when key scales cross or overlap at different parts of the required parameter space. This
is particularly relevant for nonlinear numerical simulations, where the discretization
length introduces a scale (or multiple scales with uneven grids or mesh refnement),
and nonlinearity can lead to the relevant physical scales varying over many orders of
magnitude. The interaction between the different scales makes heuristic simplifcations
dubious.

With these issues in mind we will study, analytically and numerically, issues relating to
bulk viscosity in reactive fuids. Here the underlying model involves nuclear reactions,
specifcally the direct and modifed Urca reactions (although the analytical calculations
presented apply more generally). These microphysical reactions can, in some regimes,
be approximated as a (resonant) bulk viscosity [194]. However, the timescales on which
the reactions take place strongly depend on (for example) the temperature and may as
a result be close to those that can be captured in numerical calculations. The timescales
may also interact with, for example, large eddy closure terms required for turbulent
regions (cf. section 6.4.3).

6.2 The reactive system

We want to consider the hydrodynamics of an isotropic reactive system consisting of
comoving neutrons, electrons and protons, the simplest meaningful matter composi-
tion for a neutron star core.2 Further, because we assume charge neutrality, there are
only two independent number densities (or, equivalently, one density and one species
fraction). These are conveniently taken as n, representing the baryon number den-
sity, and Ye = ne/n the electron (lepton) fraction. The proton fraction then follows as
Yp = np/n = Ye while the neutron fraction is given by Yn = nn/n = 1− Ye. Because
we assume isotropy, the stress-energy-momentum tensor takes the perfect fuid form
(cf. section 1.3)

Tab = #uaub + p(gab + uaub) , (6.2)

2This may seem somewhat reductionist, given that the high density region is likely to bring other
matter constituents into play, but our main interest is to establish the principles involved. If richer matter
models are required then the extension of our discussion will be conceptually straightforward.
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where the four-velocity ua is uniquely defned as the one associated with the fow of
all particle species. The pressure and energy are identifed with the corresponding
thermodynamical quantities. As we will not impose that the system is in chemical
equilibrium (we allow reactions) we assume the equation of state to involve three pa-
rameters. That is, the pressure follows from p = p(n, #, Ye). This relation is assumed to
be provided in tabulated form (suitable for a numerical simulation, see appendix C and
[210]). The energy-momentum conservation laws and baryon continuity are the same
as in section 1.3. Nonetheless, we repeat them here for convenience:

ubrb# = −(p + #)q , (6.3a)

(p + #)ab = − ?c
b rc p , (6.3b)

and
uaran + nq = 0 . (6.4)

As we are presently working with a three parameter equation of state, we need an
evolution equation for the electron fraction. We write this as

uaraYe =
Γe

n
, (6.5)

where the rate Γe is generally non-vanishing as we are considering a reactive system.
Once the reaction rate is provided by the microphysics (and tabulated as a function of
the other variables), these equations constitute a closed system.

From the perspective of thermodynamics, it is natural to introduce the affnity

b = mn − mp − me , (6.6)

as it quantifes how far the system is out of cold beta equilibrium. This has the advan-
tage that we can work within the so-called Fermi surface approximation [9] and express
relevant quantities, like the reaction rates, as expansions for small values of b (with the
coeffcients in the expansion evaluated at equilibrium, b = 0). In the following, and
notably in the illustrations we provide, we assume that this strategy is appropriate.
Pragmatically, this makes sense as we are only aiming to establish a proof of principle
and these assumptions allow us to work out all required parameters for the model from
a standard tabulated equation of state. However, it is important to keep in mind that
the assumptions will not be appropriate for much of the parameter space (temperature
and density) explored in the binary neutron star merger/post-merger phase, and they
completely exclude any neutrino effects. At fnite temperatures, the true notion of beta
equilibrium is more complex, and may require the addition of an isospin chemical po-
tential in the defnition of b (see [9, 10, 14, 6, 8, 104]). A complete model should account
for the correct notion of equilibrium, but this will require the equation of state table
to be extended to include all necessary information. As such data is not yet available
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for simulations, we are (pragmatically) doing the best we can given the information at
hand.

As we will see in section 6.2.1, the affnity is (thermodynamically) conjugate to Ye,
meaning that either of the two variables can be used “equivalently” in the discussion.
This is important because state-of-the-art simulations tend to involve Ye while the the-
ory is somewhat more transparent when expressed in terms of b. In the following we
will develop the model both in terms of b and Ye, showing the expected consistency,
and emphasising the different perspectives the two complementary approaches bring
on the problem. The evolution equation for b is easily obtained by considering it as a
function of (#, n, Ye)——which follows from b and Ye being thermodynamically conju-
gated. We arrive at

uarab =

�
¶b

¶Ye

�
n,#

Γe

n
− nBq , (6.7)

with
B =

�
¶b

¶n

�
#,Ye

+
p + #

n

�
¶b

¶#

�
n,Ye

. (6.8)

We again see that the system of equations is closed once the reaction rate (as well as the
relevant thermodynamical coeffcients) is provided.

A useful simplifcation occurs when the system is sub-thermal, when3 b/T � 1. Then
we can expand the rate with respect to chemical equilibrium b = 0 to write it as4

Γe = −gb. The evolution equation for the affnity b then simplifes to

uarab = −Ab− nBq , (6.9)

where we introduced the new coeffcient (with units of inverse time)

A =
g

n

�
¶b

¶Ye

�
n,#

. (6.10)

The information encoded in the reaction rate Γe is now “stored” in g. We can then
make progress and compute g from the equation of state tables provided in the com-
pOSE database [210] as long as we ignore fnite temperature effects [9, 10, 14, 6, 8] (see
appendix C and [106] for more details). While the coeffcient B can be introduced with-
out reference to an expansion around equilibrium, this is not the case for A. In the
sub-thermal limit we retain only terms linear in b, so thatAmust be evaluated at b = 0.

For completeness, let us also comment on the entropy density, viewed as a function of
(#, n, Ye). Using the equations of motion for these quantities (as well as the generalized

3Let us note for clarity that we use units where the Boltzmann constant kB = 1.
4There is a sign convention here, and we are following [11]. The logic is, if b > 0 then mn > me + mp

and neutron decay is favoured (over electron-capture) as this will release energy. Therefore, we want the
electron rate to be positive when b is positive and vice versa. The sign of g should then be negative.
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Gibbs relation provided in section 6.2 below) we arrive at

Tra (sua) = bΓe . (6.11)

As long as b has the same sign as Γe the entropy increases. This is guaranteed to be the
case in the sub-thermal limit if g < 0. Note that this assumes that a negligible amount of
energy is deposited in neutrinos by the reactions, which will be a poor approximation at
high temperatures. This important caveat will quantitatively affect our results without
changing the qualitative conclusions.

6.2.1 Thermodynamics of a reactive system

Having discussed the hydrodynamics, let us turn to the associated thermodynamics.
Because the underlying model is required to be causal, and hence based on Cattaneo-
type laws, it is natural to set the discussion within the Extended Irreversible Thermody-
namics (EIT) framework (cf. section 2.1.2). We here provide a streamlined discussion,
and refer to the monograph [121] and references therein (see also [89] for a recent anal-
ysis focused specifcally on bulk viscosity). The frst step is to assume that the Gibbs
relation takes the usual form—noting that the various quantities may not be in thermo-
dynamical equilibrium

p + # = ∑
x=n,p,s,e

nxmx = nmn − neb + Ts , (6.12)

and
dp = ∑

x=n,p,s,e
nxdmx = ndmn − nedb + sdT. (6.13)

As we will be working at the fuid level with either (n, #, Ye) or (n, #, b), we can use the
entropy as a thermodynamical potential. This is convenient because if we also assume
that the system is close to thermodynamical equilibrium, we can expand the entropy
as

s = seq(n, #) +
1
2

s2(n, #)b2 , where s2 =

�
¶2s
¶b2

���
b=0

�
n,#

. (6.14)

From this we can compute the out-of-equilibrium expansion of the thermodynamical
variables. Linearizing in deviations from equilibrium, and assuming that the equation
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of state is expressed in terms of Ye rather than b, we obtain

T = Teq

"
1− n

�
¶b

¶#

�
n,Ye

�
¶b

¶Ye

�−1

n,#
b

#
+O(b2) , (6.15a)

mn = meq −
"

nmeq
�

¶b

¶#

�
n,Ye

+ n
�

¶b

¶n

�
#,Ye

−Ye

#�
¶b

¶Ye

�−1

n,#
b +O(b2) , (6.15b)

s = seq +
1
2

n
Teq

�
¶b

¶Ye

�−1

n,#
b2 . (6.15c)

Note that the thermodynamical requirement on the entropy reaching a maximum at
equilibrium, namely s2 < 0, implies that ¶b/¶Ye must be negative. Recalling eqs. (6.9)
and (6.10), and the fact that the restoring term g < 0, we see that A > 0 and therefore
plays the role of an (inverse) relaxation rate.

Now that we have expansions (in b) of the thermodynamical variables, we can use the
Gibbs relation to work out the pressure. To linear order in the deviation from equilib-
rium we then have

p = p(n, #, b) = peq + p1b , where peq = p(n, #, b = 0) , and p1 =

�
¶p
¶b

���
b=0

�
n,#

,

(6.16)
or, explicitly,

peq = −# + nmeq + Teqseq , (6.17)

and

p1 = −n2
�

¶b

¶Ye

�−1

n,#

"
peq + #

n

�
¶b

¶#

�
n,Ye

+

�
¶b

¶n

�
#,Ye

#
=

g

n
B
A . (6.18)

In essence, the thermodynamical expansion provides us with an expression for the out-
of-equilibrium contribution to the pressure, which would naturally be interpreted as a
bulk viscosity. We identify

ct =

�
¶p
¶b

���
b=0

�
n,#

b = p1b . (6.19)

Note that, even though we have outlined the derivation in the simplest case (where the
system is subthermal and close to equilibrium), the argument applies more generally.
A broader discussion would rely on a detailed description of the out-of-equilibrium
physics, which is not included in equation of state tables currently used for numerical
simulations. Specifcally, as described in appendix C, starting from a three-parameter
equation of state from the compOSE database, the derivatives we need can be worked
out before carrying out a simulation. We are relying on this in the specifc example
discussed later.
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6.2.2 Thermodynamics working with the equilibrium electron fraction

As mentioned earlier, we may equivalently work with the electron fraction Ye. Given
this, we want to revisit the path that we just followed, now working with the electron
fraction. As we will see, this also results in a correction term to the pressure, which
will be naturally expressed in terms of derivatives involving a notion of equilibrium
electron fraction.

In order to defne the equilibrium electron fraction we consider the following thermo-
dynamical potential

g = s− ne
b

T
, (6.20)

such that
dg =

1
T

d#− mn

T
dn− ned

�
b

T

�
. (6.21)

Exactly as we did for the entropy, we can then expand g around equilibrium. There will
now be a frst order term in b, which provides the “formal defnition” of the equilibrium
electron number density, neq

e . We get

g(n, #, b/T) = seq(n, #)− neq
e

b

T
+

1
2

g2

�
b

T

�2

, (6.22)

where

neq
e =

�
¶g

¶(b/T)

���
b=0

�
n,#

, and g2 =

 
¶2g

¶ (b/T)2

����
b=0

!
n,#

. (6.23)

We can then work out the expansion (to frst order in b) for ne as

ne(n, #, b) = neq
e (n, #)− g2

b

T
, (6.24)

and use it in the defnition of g to arrive at

g = seq +
1
2

s2b2 − neq
e

b

T
+ g2

�
b

T

�2

. (6.25)

Comparing this with the expansion above we identify

g2(n, #) = −T2
eqs2 = −Teq

�
¶b

¶ne

�−1

n,#
. (6.26)
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Using this result and working out the expansion for the thermodynamical variables
from g, we obtain (after linearizing in b and introducing Yeq

e = neq
e /n)

T = Teq + n
�

¶Yeq
e

¶#

�
n

Teqb , (6.27a)

mn = meq +

�
meqn
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¶Yeq

e

¶#
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n

+ n
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¶Yeq
e

¶n
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#

−Yeq
e

�
b , (6.27b)

Ye = Yeq
e −

�
¶b

¶Ye

�−1

n,#
b . (6.27c)

Combining the result with the Gibbs relation we can work out the pressure (and the
“thermodynamical” bulk viscosity)

p(n, #, b) = peq(n, #) + p1b = peq + ct , (6.28)

with

p1 = n
�
(peq + #)

�
¶Yeq

e

¶#

�
n

+ n
�

¶Yeq
e

¶n

�
#

�
. (6.29)

The take home message is that we have two equivalent expressions for the bulk-viscosity
purely from thermodynamical arguments: this is always written as ct = p1b, where p1

can be either written as in eq. (6.15) or (6.29). These results are thermodynamically
correct as long as the linearization in b is valid (i.e., the system is close to chemical
equilibrium), independently of the modelling of the relaxation towards equilibrium.

6.3 Approximating the reactive system

At this point we have formulated the relaxation problem for the reactive system. The
equations we have written down are, in principle, all we need to evolve the system.
However, it may not be numerically practical to solve the full nonlinear system, for ex-
ample when the physical reactions are fast compared to numerically resolvable timescales.
Given this, it is natural to consider approximations.

To set up the discussion let us introduce the (proper) time derivative d/dt = uara. We
can then write the hydrodynamical equations in non-dimensional form (assuming for a
moment that we work with the lepton fraction instead of b, an assumption that makes
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no practical difference here)

d#

dt
= − 1

eSt
(# + c2

r p)q , (6.30a)

ab = − 1
eSt

1
e2

Ma

1
# + c2

r p
?c

b rc p , (6.30b)

dn
dt

= − 1
eSt

nq , (6.30c)

dYe

dt
= − 1

eA
(Ye −Yeq

e ) , (6.30d)

where we have defned the dimensionless parameters

eSt =
lr

urtr
, eMa =

ur

cr
, eA =

1
Atr

, (6.31)

and introduced a reference sound speed cr as well as lr, tr, ur as reference lengthscale,
timescale and fuid velocity—so that ab has dimensions ur/tr. To write the equations
in non-dimensional form as above, we have frst taken the sub-thermal limit Γe = −gb

and then expanded around equilibrium5. From this we see that n, #, ua evolve on similar
timescales (in terms of the proper time associated with ua), while the electron fraction
evolution timescale is given by eA. Assuming—as expected for large regions in neu-
tron star merger simulations—that reactions occur on a fast timescale (so that eA � 1),
we may consider three different regimes: i) The expansion rate6 q varies only (or pri-
marily) on slow timescales—which makes sense for numerical simulations where the
spatial dynamics are resolvable but the reaction timescale is not; ii) The expansion q

varies on the fast timescale and hence this must be resolved in a simulation; iii) The
fow is turbulent and therefore all scales are coupled. In the last two cases, we cannot
analytically simplify the problem much—expensive direct numerical simulations are
required, although the large-eddy strategy [151, 136, 49, 58] (see also section 6.4.3) may
provide a useful alternative. As our main interest here is to consider the regime where
progress can be made through approximations, we focus on the frst case, where we can
use standard multi-scale methods (see, e.g. [223]) to “integrate out” the fast behaviour.

6.3.1 Multi-scale arguments and the reactive system

Bringing the multiscale argument from [170] to bear on the problem (see appendix B
for more details on the results used throughout the rest of this chapter) and assuming
that we continue to work with b, we have to compute the late-time behaviour for the
affnity by integrating the b equation considering the other variables as parameters, and
then taking the limit t ! ∞. The approximated equations for the remaining variables

5Let us note that, as is clear from the last of eq. (6.27), Ye = Yeq
e if and only if b = 0, and that in the

sub-thermal limit this means Γe(Ye = Yeq
e ) = 0.

6As can be seen from e.g. eq. (6.7), the expansion rate is a “source-term” in the affnity equation.
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are then unchanged to lowest order, but we have to evaluate every function of b using
the late-time result. This is intuitively motivated by the underlying assumption that
the affnity evolves on a faster timescale, so that the remaining degrees of freedom are
approximately frozen on short timescales. The inclusion of the frst order corrections
then guarantees the approximated equations to be correct to O(e2

A) up to times O(1).

The equations of motion using the affnity can be written

d
dt

0B@n
#

b

1CA =

0B@ −nq

−(p + #)q

−Ab− nBq

1CA . (6.32)

The non-dimensional form in eq. (6.30) indicates that the reaction timescale eA enters
only throughA—and it can be easily seen that B relates to how quickly the equilibrium
electron fraction adjusts to a change in number and energy density. Assuming only A
to be fast, and using the results from appendix B.4 we split the affnity into fast and
slow pieces, writing

d
dt

0B@ n
#

bslow

1CA =

0B@ −nq

−(p + #)q

−nBq

1CA , (6.33a)

d
dt

�
bfast

�
=
�
−e−1

A Ab
�

, (6.33b)

where bfast + bslow = b. By construction, A is independent of b—as it is defned at
b = 0—so the fast dynamics are now linear and the results of appendix B.3 apply.
We see that the invariant manifold—describing the “late-time behaviour”—is given by
bfast = −bslow, which is equivalent to saying b = 0 on the invariant manifold. That is,
the invariant manifold corresponds to beta equilibrium, as expected.

The reduced system is

d
dt

0B@ n
#

bslow

1CA =

0B@ −nq

−(p + #)q

−nBq

1CA− eA
nBq

A

0B@ 0
¶p
¶b q

0

1CA , (6.34)

where all terms (pressure and its derivatives, and B) have to be evaluated at beta equi-
librium. The fnal equation decouples as all quantities in the frst two equations depend
on the total b evaluated at equilibrium, which is b = 0. We see from the energy equa-
tion that the pressure correction appears as

cd = −eA

�
¶p
¶b

�
n,e

nBq

A = −
�

¶p
¶b

�
n,e

nBq

A , (6.35)
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where in the second equality we have re-absorbed the scaling parameter into the reac-
tion rate e−1

A A ! A.

If we instead make the assumption that B is also a fast parameter, then it is easy to
see that the affnity would be an entirely fast variable, that is bslow = 0 automatically.
Repeating the analysis, the invariant manifold would now be j(X) = −nBq/A, and
as a consequence the pressure in the energy (as well as Euler) equation

p = p
�

n, #,−nBq

A

�
= peq + cd . (6.36)

This shows that, in the case when B is fast the bulk-viscous correction enters already
at lowest order. The corrections to this are second order in b, beyond the regime of
validity of the theory (linear in b), and hence cannot be trusted. In essence, whatever
assumption we make for B (being fast or slow), the result is the same.

The “interpretation” of eq. (6.35) as the Navier-Stokes bulk-viscosity is supported by
the analysis in section 6.2 (cf. eq. (6.19))—recall also the argument around eq. (6.1), now
specifed to eq. (6.9). This result, while in line with “expectations”, is non-trivial. In fact,
common arguments in favour of a representation of the net effect of under-resolved
reactions via a bulk-viscous pressure are typically perturbative in nature [11, 7].

6.3.2 Invariant manifold method with the electron fraction

Let us now run through the invariant manifold argument working with the electron
fraction. Consistently with the dimensional analysis of eq. (6.30), we assume that the
electron fraction evolves on faster timescales than the other variables. This means we
are effectively considering the system of equations

d
dt

 
n
#

!
= −

 
nq

(p + #)q

!
, (6.37a)

d
dt

�
Ye

�
= −

�
e−1A(Ye −Yeq

e )
�

. (6.37b)

where we have made explicit that the fast behaviour arise from A as explained in ap-
pendix B.4. Again, the linear fast case of appendix B.3 is relevant, giving that the in-
variant manifold is the equilibrium surface. This immediately tells us that, to lowest
order, the approximated equations describe a reactive fuid for which chemical equi-
librium is restored immediately on the dynamical timescale. Including the frst order
corrections to the approximated equations—simply drawing on the results from [170]
and appendix B.3—we obtain

d
dt

 
n
#

!
= −

 
nq

(peq + # + cd)q

!
, (6.38a)
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where
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Now, using the fact that �
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n,#
, (6.40)

along with the two alternative formulae for p1 eqs. (6.18) and (6.29) we observe the
(pleasing) consistency with the result in eq. (6.35). Exactly as when working with the
affnity, by integrating out the fast variable we pick up an additional contribution to
the pressure that corresponds to a bulk-viscous response.

6.3.3 Partially resolved reactions and double counting

Let us now consider the situation where some part of the reactions are slow enough that
we can capture them, and the rest is not. We consider the case where we can split the
reactions in two families, fast ones (representative of, say, direct Urca processes) that
cannot be captured by the numerics, and slow ones (representative of, say, modifed
Urca processes) that can be resolved. Even though this might be somewhat artifcial,
the key point is that we assume a clear scale-separation between two types of reactions.
We do so as we are only interested in a proof of principle argument here. We want
to show the problems in constructing a consistent bulk viscous approximation in this
case.

It would seem reasonable, after the discussion we just had, to model the impact of un-
resolved reactions as a bulk-viscosity. Whilst this may be a valid strategy, one has to
be careful because the multi-scale methods suggest that the resolvable reaction rates
should pick up a correction term as well. This also provides a proof of principle argu-
ment for the “double counting” issue raised by Hammond et al. [104]. The discussion
in [104] points out that the effects of under-resolved reactions are already accounted for
in schemes aimed at modelling neutrinos, and hence adding a bulk-viscous pressure on
top of that may lead to a double-counting.

Let us start from the equation for the electron fraction, written in terms of the reaction
rate. We defne the fast/slow part of the total creation rate as discussed in appendix B.4

Γ f = lim
e!0

(eΓe) , Γs = Γe −
1
e

Γ f , (6.41)
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and hence split the electron fraction into its fast and slow contributions Ye = Ys + Yf

according to
d
dt

Ys =
Γs

n
, and

d
dt

Yf =
1
e

Γ f

n
. (6.42)

We can think of Γ f as a function of (n, #, Ys + Yf ) and defne a fast equilibrium fraction
Yeq

f such that Γ f (n, #, Ys + Yeq
f ) = 0. It is then possible to expand the equation for the

fast variable as
d
dt

Yf =
1
e

¶Γ f

¶Ye

���
Ye=Ys+Yeq

f

(Yf −Yeq
f ) . (6.43)

Note that, because the two fractions must add up to the total electron fraction, we have
Yeq

f = Ye − Ys, namely the equilibrium fast fraction Yeq
f = Yeq

f (n, #, Ys). As for the slow
reaction rate, we do not need to expand it around equilibrium because this is assumed
to be resolved in the simulation. Applying the results of appendix B (including the frst
order corrections) we obtain

d
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with
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(6.45)
and everything evaluated at Yf = Yeq

f . This argument then shows that, if there are
both fast and slow reactions in the system, and we are trying to capture the effect of the
fast/unresolved ones via a bulk-viscosity like contribution, we need to tread carefully,
as the introduction of the bulk viscosity also impacts on the resolved reaction rates, and
the rates impact on the defnition of equilibrium.

6.4 Making contact with simulations

Having discussed the approximate equations we obtain from the multi-scales approach,
it makes sense to “step back” and ask to what extent we expect this approximation to
make sense for numerical simulations. To set the stage for the discussion, let us rewrite
eq. (6.9) as

db

dt
= −Ab + B dn

dt
. (6.46)

The parabolic limit—which corresponds to neglecting the time derivative of the affnity
db/dt—in the Fourier domain is

bNS(w) =
B
Anw , (6.47)
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FIGURE 6.1: Illustrating the behaviour of b(w) in two cases: the solution to the Cat-
taneo equation (i.e. the full extended irreversible thermodynamics (EIT) relaxation
towards the Navier-Stokes limit, blue solid curve) and the parabolic case (the Navier-
Stokes limit, orange dashed line). The shaded region indicates frequencies we assume
we may not have “access” to numerically (this region moves towards higher frequen-

cies when the numerical resolution is increased).

while the extended irreversible thermodynamics (EIT) result takes the form

bEIT(w) = nBA w

w2 +A2 = bNS(w)
A2

A2 + w2 . (6.48)

The two results are compared in fg. 6.1, from which we see that the EIT behaviour
shows the “expected” resonance feature [191, 11, 10, 7, 6, 8]. We note, however, that
this is not the usual fgure (see, for example, fgure 2 in [10]), as we are plotting the
affnity b and not the bulk-viscosity coeffcient. To link the results, we need to recall
that c = p1b and then defne z via c = −zq . Then we can use eq. (6.4) to write
q = −ṅ/n to obtain

zNS = p1
B
An , and zEIT = zNS

A2

w2 +A2 . (6.49)

The difference is subtle as both bEIT and zEIT present resonant features. However, zEIT

does so when the frequency w is kept fxed and A is varied, while bEIT exhibits the
resonance even if we fx A and vary the frequency.
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The difference may not seem particularly relevant, but the illustration in fg. 6.1 al-
lows us to draw useful conclusions. The fgure shows that the parabolic limit (i.e. the
limit we represent with the multi-scale argument) is a “good” approximation at low
frequencies (we provide a quantitative argument in the next section 6.4.1), but becomes
less accurate at higher frequencies7. Keeping in mind that we consider the problem
in the context of numerical simulations, we may also note that there will inevitably be
frequencies that we do not have access to. This high-frequency cut-off is (schemati-
cally) represented by the shaded region in fg. 6.1. Specifcally, the resolution is limited
by w � ∆t−1 where ∆t is the numerical timestep. Now, because the resonance fre-
quency is given by w = A, we are left with two options: either the numerical timestep
is large enough (∆t−1 < A) that the peak is not resolved, or the simulation is precise
enough that the region to the right of the resonant peak is (at least partially) resolved.
In the frst case, our simulation cannot resolve the (fast) relaxation towards the Navier-
Stokes limit (and it is also likely that the expected instability [115] associated with the
Navier-Stokes behaviour will be suppressed). In the second case, the relaxation to-
wards Navier-Stokes can be resolved by the numerics, so working with the Navier-
Stokes approximation is just wrong.

6.4.1 What bulk viscous pressure approximation is suitable?

In the regime where the reactions need to be approximated as a bulk viscous pressure
there are many possible ways in which such an approximation can be constructed. The
standard frst order form could be used, where the bulk pressure depends on a (data
dependent) coeffcient multiplied by the expansion associated with the fuid motion
[158]. Alternatively, in frequency space the bulk pressure can be written as a term
depending on the thermodynamics multiplied by a function of frequency. In this case
the “true” (Cattaneo) result differs from the frst order (“Navier Stokes”) result only in
the form of the frequency term.

Intuitively we have argued that these two different bulk viscous approximations should
be close to each other, as long as we are considering frequencies below the resonant
peak. Here we make that argument more quantitative.

We are interested in the low frequency part of the pressure that can be captured in
a numerical simulation. We will therefore assume that we are only interested in fre-
quencies ŵ = w/A < 1 (“to the left of the peak”), and that there is a hard cut-off at
ŵ∆ � 2p/(A∆t) (the numerical scheme is spectral like and captures all frequencies
available on the grid). Therefore

c =
Z ∞

−∞
dŵ H

�
1−

���� ŵ

ŵ∆

����� p1b = 2
Z ŵ∆

0
dŵ p1b . (6.50)

7The illustration also provides an intuitive demonstration of why the high-frequency behaviour is non-
causal and associated with a linear instability [115].
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We want the relative difference between the two bulk viscous pressure approximations,
which is

E =
jcCattaneo − cNSj

jcNSj
. (6.51)

To compute this we assume that we can bound the correction terms as powers of the
frequency, as

C−ŵa < nBp1 < C+ŵb , (6.52)

where 0 > a > b > −2 is needed for the results to converge. This seems reasonable for
Kolmogorov turbulence, but the range of these coeffcients (C�, a, b) has an impact on
the result.

From this assumption we have

2
Z ŵ∆

0
dŵ C−ŵ1+a < jcNSj < 2

Z ŵ∆

0
dŵ C+ŵ1+b , (6.53)

giving
2C−
2 + a

ŵ2+a
∆ < jcNSj <

2C+

2 + b
ŵ2+b

∆ . (6.54)

To bound the pressure difference, frst write

jcCattaneo − cNSj =
����nBp1ŵ

�
ŵ2

1 + ŵ2

�����
=
��nBp1ŵ3��+O(ŵ5) . (6.55)

From this we get

2C−
4 + a

ŵ4+a
∆ < jcCattaneo − cNSj <

2C+

4 + b
ŵ4+b

∆ . (6.56)

Using the appropriate bound for numerator and denominator in E , it follows that

E <
C+

C−
2 + a
4 + b

ŵ2+b−a
∆ . (6.57)

As a > b and a− b < 2 we see the difference between the two approximations is, in the
frequency range (ŵ∆ < 1) of interest, of order E < O(ŵc

∆) where c 2 (0, 2). If we expect
a ' b then E < O(ŵ2

∆). Therefore the difference between the two approximations will
be small until we are close to ŵ∆ = 1, which is the resonant frequency peak. This
supports the arguments made in connection with the results in fg. 6.1.



6.4. Making contact with simulations 149

6.4.2 How relevant is bulk viscosity in mergers?

In the previous sections we have described how a reactive system near equilibrium can
be approximated as a single fuid model with a bulk viscous pressure. One question to
tackle is whether this approximation is of any relevance for, for instance, a neutron star
merger simulation. In order for the argument to be of interest we need multiple criteria
to be met. First, the timescales that we can resolve in the simulation must not include
the key timescales for the reactions. If we can resolve the reactions then we should,
as the bulk viscosity approximation (as well as the Cattaneo-type law eq. (6.9)) only
includes the linear effects (in deviations from thermodynamic equilibrium), whilst the
reactions account for the full nonlinear behaviour. Besides, the illustration in fg. 6.1
shows that the approximation would simply break down in a resolved simulation. Sec-
ond, we would require that the correction to the total pressure from the bulk viscous
approximation should not be negligible. If the bulk viscous term due to the reactions
is tiny in comparison to the standard fuid pressure then it is pointless to include the
reactions in the numerical simulation. Instead we should impose chemical equilibrium
directly, and solve without reactions or a bulk viscosity approximation.

Figure 6.2 combines both these criteria in a single plot (based on data for the APR equa-
tion of state [195, 210] used in the simulations discussed in [104]). In order for the bulk
viscous approximation to be useful the timescale from the simulation must be slower,
or at a lower angular frequency, than that given by the peak frequency of the reso-
nance. This peak is defned by A. Therefore every point in the (T, n) plane below a
contour of fxed A has reactions acting on time or frequency scales that can (and hence
should) be resolved by the numerical simulation. The contours given show that as the
numerical grid resolution is improved, more of the (T, n) plane should be modelled by
solving directly for the reactions. The bottom two contours in the fgure bracket fre-
quencies relevant for bulk gravitational wave generation (1− 10kHz), and so must be
captured by any numerical simulation. The top contour lines are indicative of the grid
frequencies achievable by current simulations (an angular frequency of 107s−1 roughly
corresponds to a grid spacing of 200m) and the state of the art in maybe ten years (an
angular frequency of 109s−1 roughly corresponds to a grid spacing of 2m). However,
there remain points at densities above 10−2nsat and temperatures above 10MeV where
reactions can only be modelled using the bulk viscous approximation, even with the
best resolution available in the near future. Current simulations such as [104] do see
substantial amounts of matter in the post-merger remnant within this part of phase
space, meaning that the bulk viscous approximation will remain necessary for the fore-
seeable future.

In addition, fg. 6.2 shows the maximum relative magnitude of the bulk viscosity pres-
sure, again in the (T, n) plane, with contours of fxedA overlaid. In this calculation the
bulk viscous approximation requires a range of additional approximations, including
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assuming the Fermi surface approximation is valid in order to compute the rates. These
approximations are laid out in detail in appendix C. However, for the purposes of our
argument, the key is to note that we are interested in regions of phase space where the
bulk viscosity approximation may be valid (above the contours), and where the bulk
viscosity makes a signifcant contribution to the pressure. We see that this holds again
in the region with densities above 10−2nsat and temperatures above 10MeV.

Figure 6.2 also shows a number of additional features. First, on the right hand side we
see a vertical line. As this corresponds to a density just above saturation, it is natural
to associate it with the APR phase transition. To the left of this there are two features
that start vertically at similar densities. The frst one goes up until about 10MeV before
turning left and going down to just below 1MeV. This is expected to be an artefact due
to the way the equation of state is constructed since different techniques are used in
different parts of the parameter space and then cobbled together. The second feature
also turns left, but then goes down to about 2MeV before turning right again and going
to the top right of the fgure. Even though we have not explored this feature in detail,
we believe this has to do with points in parameter space where ¶b/¶Ye goes to zero.
We also stress that we see similar features when analogous fgures are produced using
different (but similarly constructed) equations of state.

As a fnal important point we note that there is no sharp transition between regions
where the effects of the bulk viscous approximation are sizeable and where they are
not, when considering contours of fxed A (which can be linked to the numerical reso-
lution). Unless the numerical resolution can be increased by many orders of magnitude
beyond the current state of the art, there will always be regions in spacetime where the
bulk viscosity is signifcant but the approximation itself is debatable. Therefore we
have to consider a model that is able to model reactions by directly evolving, for exam-
ple, the species fraction in some parts of spacetime, makes the bulk viscous pressure
approximation in other parts of the spacetime, and transitions between the two appro-
priately. This is diffcult to do correctly.

6.4.3 The impact of large-eddy fltering

We have demonstrated how the Navier-Stokes limit for bulk viscosity due to reactions
can be obtained through a multi-scale argument, effectively integrating out the fast
timescales of the problem. The argument is quite intuitive. However, the discussion
is not yet complete. In the context of numerical simulations we also have to consider
other “fltering” aspects. In particular, we need to explore the link to (or confict with)
the large-eddy strategy. This problem is not straightforward. In a sense, the large-eddy
approach is “complementary” to the approximate scheme as it aims to represent the
regimes where multi-scale arguments do not apply—namely turbulent fows and when
all dynamics take place on fast timescales. One may be tempted to view the multi-scale
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FIGURE 6.2: The maximum (for each point we assume that w = A) potential relative
contribution of the bulk viscous approximation cmax/peq at each point in phase space
using the APR [210, 195] equation of state. We see that the bulk viscous pressure
contribution can be large for most temperatures when n & 10−3nsat. However, the
bulk viscous approximation should only be used where the reaction rate cannot be
resolved by the numerical simulation, which is where the grid frequency is greater
than A. Also shown are contours at A = f103, 104, 107, 109g s−1 (solid, dashed, dot-
dash, dot). For current simulations, frequencies of � 106 s−1 are resolvable. This
shows that the bulk viscous approximation should only be used for T & 10MeV, and

as the grid resolution improves becomes less necessary.

method and large-eddy space-fltering as “orthogonal”. A space flter cuts off short
length-scales, while the invariant manifold method integrates out the fast dynamics
(removing short timescales). However, the two issues are linked.

An actual numerical implementation introduces an implicit fltering associated with
the discretized numerical grid. On a grid with fxed spacing ∆x, the implicit fltering
requires that any spatial feature on shorter lengthscales cannot be captured and must
be modelled by some closure relation, as discussed in [176, 177, 49, 220, 72]. Equally,
the CFL bound (linked to causality) imposes that the timestep ∆t ∝ ∆x, and so any
physical feature happening on shorter timescales cannot be captured. Thus, increasing
the accuracy by modifying the grid spacing automatically means the ∆t in fg. 6.1 de-
creases and therefore the amount of the fast reactions that cannot be captured, shown
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by the grey area, decreases. There is a direct link between the amount of physics that
must be modelled via a spatial fltering and via a time fltering or multi-scale argument.

In order to examine how the fltering associated with the large-eddy strategy impacts
on the discussion of bulk viscosity, let us frame the argument using the “fbration”
framework developed in chapter 4. Let us frst consider what happens when fltering
is applied to the continuity equations for baryons and electrons, eqs. (6.4) and (6.5). As
discussed in section 4.5.1, the equation for the baryons remains unchanged if (and only
if!) we choose to work with the density-weighted four-velocity:

rana = 0 =) ũarañ + ñraũa = 0 , (6.58)

where hnai = ñũa defnes the fltered baryon number density current (indicated with a
tilde). In the case of the electrons, we need to introduce the “electron fraction residual”

ta
Ye

= hYenai − hYeihnai , (6.59)

and work with a coarse-grained electron fraction, defned by ñe = −ũahneuai and lead-
ing to

Ỹe =
ñe

ñ
= − ũa

ñ
hneuai . (6.60)

The fltered equation for the electron fraction then becomes8

ñũaraỸe = hΓei −raña
e , (6.61)

where

Ỹe = hYei −
1
ñ

ũbtb
Ye

, and ña
e = ?̃a

bhneubi = ?̃a
btb

Ye
. (6.62)

To avoid confusion, let us explicitly state that the orthogonal projection is here de-
fned with respect to the fltered velocity ũa. The take home message is simple. The
large-eddy fltering introduces an effective creation rate in addition to the faithful mi-
crophysical one. As the effect of the reactions can be modelled as a bulk-viscosity this
may clearly have an impact on the analysis (cf. eq. (6.7)).

Now turn to the remaining equations of motion, e.g. eq. (6.3), which follow from the
conservation of the stress-energy-momentum tensor. As this retains exactly the same
form as in the perfect fuid case, we can simply draw on the results from sections 4.5.2
and 4.6. The only difference is in the pressure and the Gibbs relation, as we are now

8Note that we could choose a different coarse-grained observer in such a way that the effective creation
rate is re-absorbed in the macroscopic fuid four-velocity. However, this would come at a cost since the
equation for the fltered baryon current would then have an additional diffusion term on the right-hand-
side.
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considering a reactive system:

hpi = h − # + Ts + mnn− nebi . (6.63)

The neb term was not considered in section 4.7 as the fne-scale model considered there
did not account for reactions. Nonetheless, we may simply adapt the same strategy:
introduce an effective three-parameter equation of state at the resolved scale, and use
it to defne the macroscopic thermodynamic variables

1
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, (6.64a)
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With these defnitions in hand, we can rewrite the fltered Gibbs relation as

hpi = −#̃ + ñm̃n + T̃s̃− ñỸe b̃ + M , (6.65)

with the enhanced closure term

M =
�
(hnmni − ñm̃n) +

(
hTsi − T̃s̃

�
− (h#i − #̃)−

(
hnebi − ñỸe b̃

��
. (6.66)

It makes sense to introduce the effective pressure p̃ = hpi − M as this will satisfy a
Gibbs relation of the pre-fltered form (but now in terms of the coarse-grained equa-
tion of state and the associated variables). Then, because the fltered energy and Euler
equations will contain hpi, the M term will enter the fnal equations as a correction
to the pressure—effectively providing a bulk-viscous-like contribution. Let us stress
that while we are only providing a minimal discussion of a large-eddy model, this is
everything we need here. To make real progress we would need to introduce an ex-
plicit closure scheme and perform numerical experiments, both of which go beyond
the scope of this thesis.

The essence of the argument is that the large-eddy fltering introduces an “effective
bulk-viscosity” contribution to the coarse-grained equations. This happens in (at least)
two ways: i) through the residual term M stemming from fltering the Gibbs relation
ii) by adding an effective creation rate, and the two effects are not (necessarily) linked
as they depend on the introduced closure relations. In particular, the effective creation
rate (which follows from the four-divergence of na

e) affects the effective restoring term g,
and in turn A—as is evident from inspection of eq. (6.10). As the resonance frequency
in fg. 6.1 is given by w = A, and this essentially dictates whether or not the Navier-
Stokes approximation is applicable, it makes sense to consider applying the fltering
and the multi-scale approach at the same time.
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We can intuitively see (and check explicitly) that the coarse-grained equations will have
a bulk-viscous contribution stemming from having integrated out the electron fraction
degrees of freedom, and one from the fltering. The analytic expressions of these two
terms depend on the order with which we take the steps: either we apply the multi-
scale methods frst and then flter, or the other way around. The results are unlikely to
be the same. To see this, simply note that the multi-scale/invariant manifold method
essentially boils down to an approximation of the equations around the equilibrium
surface Ye = Yeq

e . If we take the fltering step frst, the notion of equilibrium changes—
both because the (potentially different) equation of state is evaluated in terms of the
coarse grained variables, and because of the effective rate. This highlights the impor-
tance of including all the relevant physics when constructing the closure terms in a
large eddy model. This is problematic as the best closure terms require direct fne scale
numerical simulations, and the analysis in this paper shows these expensive simula-
tions need repeating each time additional physics is added. It is bound to be an expen-
sive endeavour.

6.5 Summary and Outlook

Binary neutron star mergers offer a unique opportunity to explore several extremes
of physics, but we need to improve our numerical simulation technology if we want
to realize the discovery potential of future gravitational-wave instruments (required
to catch the high-frequency dynamics of the merger events). In particular, we need to
make sure that efforts to infer the detailed physics are not stumped by systematic errors
associated with the numerical implementation. An important step towards realism
involves dealing with nuclear reactions. Motivated by this, we have considered the
issue of reactions from the perspective of numerical simulations (and the associated
limited resolution), aiming to provide “new insights on an old problem”. Specifcally,
we have discussed to what extent it makes sense to capture the net effect of reactions
via a bulk viscosity prescription, taking explicitly into account the issue of resolution
limitations. In essence, we assessed the impact of the reaction timescales on the way
we should frame the modelling, and represent the net effect of reactions.

Our key messages link the reaction timescales to the numerical (grid) timescales. When
the reactions are slow the ground truth result is found by evolving the reactions di-
rectly. When the timescales are comparable, particularly when the physical timescales
are (slightly) faster, this is not numerically practical. Instead the evolution system must
be approximated. To leading order the reactions relax the system to equilibrium in-
stantly. However, the error incurred is proportional to the ratio in the timescales. The
frst order (in the ratio of scales) approximation introduces correction terms that act
as a bulk viscosity. This demonstrates how a multi-component reactive system can be
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approximated as a dissipative single fuid. This bulk viscous structure emerges regard-
less of whether we formulate the problem in terms of b (which would be natural from
a thermodynamics perspective) or Ye (to connect more directly with simulations).

In a neutron star merger simulation the ratio of scales covers all ranges, with the scales
being comparable (and hence a bulk viscosity approximation necessary) particularly
in the core shortly after merger (see [12, 10] and cf. fg. 6.2). We also showed that
the prescription for the bulk viscosity—either algebraically in a “Navier-Stokes” like
fashion, or by providing an equation of motion in a “Cattaneo” or “Israel-Stewart” like
fashion—is irrelevant, as they agree (to the order of the approximation) in the regime
where the approximation is useful (at low frequencies where the ratio of scales is com-
parable). Finally, we demonstrated explicitly how the equations of motion are modifed
when some, but not all, of the scales are comparable. This fags up how the introduc-
tion of a bulk viscosity (either directly through approximating reactions, or indirectly
through using large-eddy simulation techniques) can confict with the defnition of
equilibrium. Consistently accounting for these issues to avoid “double-counting” is
possible, as outlined in section 6.3.3, but diffcult.

Our main conclusions are intuitive but this is the frst time that they have been spelled
out in detail. Contrasting theoretical work against the simulations in [104], we fnd that
different regions of the parameter space relevant for mergers would require different
prescriptions. In particular, there are regions of the density-temperature phase space
where reactions are slow enough that they can (and hence, should) be captured directly,
and other regions where they are not—even with the best resolution available, now
and in the foreseeable future—with no sharp boundaries between the two regimes.
This indicates that, to properly account for reactions, we need to develop numerical
codes capable of handling both regimes (reactions fast/slow compared to the resolved
timescales), and the transition between them on the fy.

The issue of bulk viscosity is also closely linked to the role of large-eddy fltering—
which enters the discussion implicitly or explicitly. Noting this, we provided general
fltering arguments that help set the stage for further work, and highlighted the cou-
pling between bulk viscosity and large-eddy modelling. A “defnitive” prescription for
reactive systems will require explicit numerical experiments and the introduction of an
appropriate closure model.

As a fnal comment, let us note that there have been recent papers supporting the idea
that bulk viscosity effects can be important for gravitational waves [105, 159], and also
papers suggesting it has no impact at all [178, 227]. In particular, different approaches
are used to tackle the stiffness issue, where reactions happen faster than the numerical
scheme can stably capture them. Even though we would have to know the fneprints of
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the different numerical implementations to fully understand the origin of such discrep-
ancies, we can add a fnal comment that may be part of the story. By checking numeri-
cally the formal accuracy of the (bulk viscous) approximation detailed above, we found
that the expected accuracy results are recovered when the system is started close to the
equilibrium manifold. However, for the accuracy result to hold, additional boundary
layer effects need to be accounted for if the system is kicked far out of equilibrium—as
suggested, for example, by the simulations of [104].
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Chapter 7

Magneto-rotational instability in
mergers: a local Newtonian analysis

In the previous chapter we focused on modelling bulk viscosity from the perspective
of numerical simulations. We also touched upon the links to turbulence and fltered
models. In this chapter, instead, we will focus on the magneto-rotational instability or,
as will become clear as we proceed, on more general magneto-shear instabilities. We
do so as we often see this kind of instabilities in action—the Kelvin-Helmholtz insta-
bility is, for example, responsible for the formation of the billow clouds—and because
these provide one of the most important mechanisms for developing and sustaining
turbulence. Binary neutron star mergers are no exception. Before we march on, let us
point out that the analysis in this chapter is Newtonian, in marked contrast with the rest
of this work. The reason, quite naturally, is that the nature of the magneto-rotational
instability is typically discussed in a Newtonian setting, with almost no exception to
the best of our knowledge.

The magneto-rotational instability was discovered by Balbus and Hawley in the early
1990s [31, 108, 33] (linking to earlier ideas from, for example, Chandrasekhar [63] and
Velikhov [217]). Due to the fast instability growth rate, this mechanism is considered
the most promising candidate for developing/sustaining magneto-hydrodynamic tur-
bulence in accretion disks as well as explaining enhanced angular momentum transfer
[33, 198]. The instability is due to an interplay between the magnetic feld and a sheared
background fow. With few exceptions (see for example [147] and [197]) and due to its
“local” nature, the magneto-rotational instability is discussed in the so-called “shear-
ing sheet approximation” [95, 113]. That is, the instability is established in a frame
that corotates with a fducial point in the mid-plane of the undisturbed disk (see also
[98]). This is convenient both for analytical studies as well as numerical analysis since
local simulations can reach much higher resolution than global ones (see [109, 228] and
references therein).
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Although originally discussed in the context of accretion disks, the magneto-rotational
instability is expected to play a role also in neutron-star mergers [71, 204, 169, 150,
112, 127], especially for sustaining a magneto-turbulent state in the outer envelope of
the remnant, where the Kelvin-Helmholtz instability is less signifcant or, indeed, not
active [126]. To assess whether or not the magneto-rotational instability is active and re-
solved in merger simulations, criteria discussed/established in the context of accretion
disks [110, 111, 200] are often used. However, because binary neutron star mergers are
highly dynamical environments, framing a discussion of the magneto-rotational insta-
bility using criteria that exploits restrictive symmetry conditions might be misleading.
Motivated by this, we aim to discuss the impact of relaxing common assumptions—
well-motivated in the accretion disks scenario, like an axi-symmetric and circular back-
ground fow—on the magneto-shear instability. The results presented in this chapter
will be published in [60].

7.1 Background gradients and plane-wave expansion

Let us begin by observing that the magneto-rotational instability is, in some sense, a
“global instability analyzed with local tools”. The local nature is evident since the in-
stability is established by means of a dispersion relation (hence involves a plane-wave
expansion and, by assumption, a short-wavelength approximation). At the same time,
one may appreciate the “global nature” of the instability by recalling the key aspects
of the instability: The addition of a weak magnetic feld turns axisymmetric modes
(which would otherwise be hydrodynamically stable) unstable. The global axisymme-
try of the background, then, plays a crucial role as the relevant hydrodynamic stability
criterion—the Rayleigh criterion [180]—applies to axisymmetric modes only. Although
the standard derivation of the instability does not highlight this subtlety, this aspect be-
comes apparent if we formulate the problem using a co-rotating local frame (cf. the
discussion in appendix D).

With these points in mind, let us spell out how we intend to discuss the magneto-
shear instability without referring to a given axisymmetric and circular background.
Consistently with the shearing box idea [95, 113], the strategy is to zoom in on a small
region of fuid—small enough for the analysis to be local but large enough to allow
for a meaningful hydrodynamic description. We then set up a local Cartesian frame
comoving with the background fow—so that the background velocity vanishes at the
origin of the local box. As this frame moves around with the fow—and hence cannot
be expected to be inertial—we need to consider the (at this point Newtonian) ideal
magneto-hydrodynamics equations in a non-inertial frame. The non-inertial equations
will then be perturbed—retaining gradients in the background quantities as explained
below—and a local WKB-type dispersion relation will be derived and studied. This
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way we can account for the effects of a sheared background and its interplay with the
magnetic feld in a general setting.

Strictly speaking, the plane-wave expansion only makes sense for a homogeneous back-
ground —that is, the plane-wave amplitude is assumed to vary over the same scales as
the background. At the same time, we know that a sheared background is key to the
magneto-rotational instability. Therefore, given any quantity/feld a, we frst write it
as a sum of background plus perturbations

a = A + dA , (7.1)

and then introduce a WKB-type expansion of the form [213, 28]

dA = d̄

 
∑
q=0

eq Āq

!
eiq/e , (7.2)

with book-keeping parameters d̄ and e (see also [168]). The former (d̄) is introduced
to measure the relative magnitude of background vs. perturbations, while the latter
(e) is given by e � l/L where l is the typical wavelength of the waves and L is the
typical lengthscale over which the wave amplitude, polarization and wavelength vary.
Having split the perturbations into amplitude and phase, we follow the standard con-
vention [155] and stick all “post-geometric optics” corrections into the amplitude Āq.
With this Ansatz, the background equations are obtained by collecting all terms of or-
der O(d̄0, e0), while the perturbation equations are obtained collecting terms of order
O(d̄1, e0). Terms of higher order in e correspond to post-geometric optics, while those
of higher order in d̄ represent non-linear perturbations.

Along with this WKB-type Ansatz, we need to introduce the concept of fast and slowly
varying quantities. Given a specifc choice of coordinates, a quantity is slow in the
variable x if A = A(X) where X = ex while it is fast if A = A(x). Deciding which
quantities are fast or slow corresponds to specifying (in a qualitative manner) the back-
ground confguration. As an illustration, consider the simple toy problem

a(¶xb + ¶xc) = 0 , (7.3)

together with the Ansatz from eq. (7.2). Let us frst assume that both B and C are fast,
so that ¶xB � O(d̄0, e0) and similarly for C. The background equation is then

A (¶xB + ¶xC) = 0 . (7.4)

If we instead assume that, say, B is fast while C is slow, then ¶xB � O(d̄0, e0) while
¶xC � O(d̄0, e) and the background equation becomes

A¶xB = 0 . (7.5)
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Clearly, the two problems are different already at the background level. Let us now turn
to the linear perturbations. Because we have explicitly introduced the book-keeping
parameter e in eq. (7.2), we take all amplitude terms as well as the phase to be slowly
varying. Then, to order O(d̄, e0) we have�

A + d̄Ā0eiq/e
�

¶x

h
B + d̄B̄0eiq/e + C + d̄C̄0eiq/e

i
= 0 . (7.6)

Assuming again that the background quantity B is fast, while C is slow, the perturba-
tion equation becomes

Ā0 (¶xB) eiq/e + A
�

B̄0¶xeiq/e + C̄0¶xeiq/e
�

= 0 . (7.7)

Next, Taylor expanding the phase—which is slowly varying—we get

q(x)

e
� q(0)

e
+

¶q

¶X

���
X=0

x + � � � = q(0)/e + kxx +O(e) , (7.8)

where we defne the wave-vector kx = ¶q/¶X from the frst order term in the expan-
sion, while the overall constant can be neglected. Then, introducing an analogous ex-
pansion for the fast background gradients ¶xB(x) = ¶xB(0) +O(e) we end up with

Ā0(¶xB) + A (ikx B̄0 + ikxC̄0) = 0 , (7.9)

where both ¶xB and A are evaluated at a point (conveniently chosen as the origin of the
coordinate system). Therefore, if all background quantities are “slow”, we get back the
dispersion relation we would have obtained ignoring all background gradients. This
is quite intuitive. However, the strategy also allows us to account for the impact that
“fast” background gradients have on the dispersion relation. In short, as long as these
terms are treated as constants, we may retain them and work out a dispersion relation
in the usual way.

7.2 The slowly evolving background

The starting point for any hydrodynamic perturbation analysis is the choice/identif-
cation of a stationary background fow confguration, which is then perturbed in order
to establish stability (or not). Here, we want to frame the analysis of the magneto-shear
instability without considering a specifc background confguration (with constraining
symmetries) stated from the outset. Nonetheless, we need to clarify how we can refer
to a suitable “background” in highly dynamical environments like binary neutron star
mergers. Given real numerical simulation data, this discussion will inevitably involve
some kind of fltering operation. Anticipating that this can be done in a meaningful
way, we consider perturbations evolving rapidly with respect to the evolution time-
scale of an unspecifed “background” fow.
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To make this statement more precise, let us consider the inertial ideal MHD equations
and introduce reference values for each quantity (indicated with an “r” subscript) such
as r = rrr̃. We introduce the (dimensionless) Strouhal, Mach, Froude and magnetic
interaction numbers as

#St =
lr

trvr
, #Ma =

vr

cr
, #Fr =

vrp
Φr

, #B =
B2

r
m0rrv2

r
, (7.10)

where lr, tr, vr are characteristic lengthscale, timescale and velocity (respectively) while
Br, fr, rr are reference values for the magnetic feld, gravitational potential and density
and cr is the (adiabatic) speed of sound. This way, the non-dimensional inertial ideal
MHD equations read (now dropping the “tilde”s for notational clarity)

#St ¶tr = −rrivi − virir , (7.11a)

#St ¶tBi = −vjrjBi + Bjrjvi − Birjvj , (7.11b)

#St ¶tvi = −vjrjvi − 1
e2

Ma

1
r
rir− 1

e2
Fr
riΦ− eB

1
r

�
BjrjBi −ri

�
B2

2

��
. (7.11c)

From this we see that a generic fow confguration can be considered slowly evolving
(in time) as long as the corresponding Strouhal number is small. In practice, given a
characteristic lengthscale lr and velocity vr of a generic fow, we consider disturbances
evolving on timescales tr such that eSt � 1—over which the background can be effec-
tively taken as stationary. In turn, this determines the time-scales over which we expect
the following results to be reliable.

7.2.1 Velocity gradient decomposition

In the following we will consider the impact that gradients in the background fow
velocity have on the time evolution of perturbations. It is then convenient to introduce
the standard decomposition of the velocity gradient into expansion, shear and vorticity.
Even though this has been used many times before in this thesis, it makes sense to write
it down explicitly here as we are working at a Newtonian setting. The three vector
velocity gradient decomposition in the Newtonian case reads

rivj =
1
3

qgij + sij + wij , (7.12)

where

q = rivi , sij = r(ivj) −
1
3

qgij =
1
2
(
rivj +rjvi

�
− 1

3
qgij , (7.13a)

and
wij = r[ivj] =

1
2
(
rivj −rjvi

�
. (7.13b)
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In order to bring out the magneto-shear nature of the instability, we will consider the
impact of having a background with non-negligible shear and vorticity separately. We
will, however, not consider the impact of a background expansion rate as exact non-
linear results are suffcient to predict this. In fact, due to the Alfvén theorem, we know
that the magnetic intensity must grow in a (ideal magneto-)fuid undergoing compres-
sion as the feld lines are squeezed together. Similarly, the feld will get weaker in an
expanding fuid. In essence, we expect—and have verifed explicitly—this non-linear
prediction to emerge in the analysis as a generic “instability”. The background mag-
netic feld cannot grow in time as it is assumed to be slowly evolving by construction,
so the required growth must be represented by perturbations.

In what follows, we will frst analyse the problem analytically, and come back to dis-
cuss the link to/relevance for numerical simulations in the concluding remarks in sec-
tion 7.6. Before we move on though, it is useful to take a brief detour and consider a
realization of a fow with only non-negligible shear. Because we are interested in fows
that are “slowly evolving” we can start by assuming that vi = vi(et, x, y, z) and sup-
press the time dependence in the following. We then take the velocity vector as mainly
two-dimensional, specifcally in the x− y plane of a set of local Cartesian coordinates

v = vx(x, y, z)x̂ + vy(x, y, z)ŷ +O(e) , (7.14)

where, in order to make sure the expansion is small, we take ¶xvx = −¶yvy + O(e).
The shear matrix is then given by

σ =

0B@ ¶xvx 1
2

(
¶xvy + ¶yvx� 1

2 ¶zvx

1
2

(
¶xvy + ¶yvx� −¶xvx 1

2 ¶zvy

1
2 ¶zvx 1

2 ¶zvy 0

1CA+O(e) , (7.15)

while the curl of v becomes

r� v = − (¶zvy) x̂ + (¶zvx) ŷ +
(
¶xvy − ¶yvx� ẑ . (7.16)

This has to be of O(e) for background fows with only non-negligibile shear, in which
case

¶zvx = ¶zvy = O(e) , ¶yvx = ¶xvy +O(e), (7.17)

and as result the determinant of the shear matrix vanishes (more precisely, is of order
O(e)). This is equivalent to saying that two eigenvalues of the shear matrix are oppo-
site and the third is zero (to order O(e)). In essence, a mainly two-dimensional fow
with negligible expansion and vorticity is characterized by a shear matrix with one zero
eigenvalue, and hence a vanishing determinant. This will turn out to be a useful obser-
vation later on. We also note that having negligible expansion (although relevant for
the present analysis) is not strictly necessary to the argument.
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7.3 Non-inertial equations and the local frame

The ideal magneto-hydrodynamic equations above hold in an inertial frame. As an
observer locally comoving with the fuid cannot be expected to be inertial (in general)
we need to consider the equations according to a non-inertial observer. The non-inertial
MHD equations have been derived earlier, so that we will here build on the results
of section 5.2. However, as we are interested in a local analysis, we now take a step
further and make contact with the concept of local frame associated with an observer
(see [101, 155]). In doing so we, for a moment, go back to use concepts and notations
that are common in relativity. This is required as we need to make contact with the non-
inertial induction equation derived in section 5.2 using a relativistic language. Given an
observer worldline with tangent Ua, the local frame is constructed by considering three
spatial unit vectors that complete Ua to an orthonormal basis on the tangent space at a
point (see appendix A for more details). These three spatial vectors are then transported
along the worldline as

rUeâ = Ωb̂
âeb̂ , Ωâb̂ = Uâab̂ − aâUb̂ − eâb̂ĉd̂U ĉW d̂ , (7.18)

where aâ is the four-acceleration of Ua (an intrinsic property of the worldline) and W d̂

is the arbitrary four-rotation of the local frame. Let us then look at the non-inertial
induction equation, which we report here for convenience1

?âb̂ ḃb̂ + Db̂(vb̂bâ)− Db̂(vâbb̂) =

�
sâb̂ −w âb̂ − 2

3
q ?âb̂

�
bb̂ . (7.19)

Focusing on the frst term, and using eq. (7.18)

ḃb̂ = (rUb)b̂ = uĉ¶ĉbb̂ +
(
aĉbĉ

�
ub̂ + #u

b̂êĉW
êbĉ . (7.20)

The second term vanishes due to the orthogonal projection, while2

?âb̂ ḃb̂ + w âb̂bb̂ =?âb̂ (uĉ¶ĉbb̂

�
. (7.21)

In practice, the term involving the four rotation of the frame drops out of the induction
equation. We also note that, because we are now considering the non-inertial equations
in the local frame of a single observer, there is no shear or expansion and the induction
equation in the Newtonian limit simplifes to

¶tBî +r ĵ

�
v ĵBî − vîB ĵ

�
= 0 . (7.22)

1We drop the last two terms in equation eq. (5.24), cf. discussion at the end of section 5.2.
2Note that we are here identifying the vorticity of the fbration observer with the four-rotation of the

local frame chosen.
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At the Newtonian level then, the induction equation in the local frame of a generic ob-
server retains the same form as for an inertial one. This is similar to the case of the
Lorentz force (entering the Euler equation) and the Ampère law. Let us nonetheless
stress that additional terms involving the four-acceleration of the observer worldline
do appear at the special relativistic level, even though working with the ideal MHD
induction equation may be somehow controversial in a fully-relativistic regime (cf. dis-
cussion in section 5.2).

When it comes to the non-inertial terms in the Euler equations, these are obviously
well known: we have to account for fctitious accelerations. We refer to [101] for a
rigorous derivation of the fctitious forces in special relativity, showing also how addi-
tional terms involving the observer four-acceleration enter the relativistic expressions.
We also stress that working with a rotating or non-rotating local frame is entirely a mat-
ter of choice (see [155]). At the local Newtonian level then, we can always get rid of the
non-inertial terms associated with the frame rotation. As the linear acceleration of the
observer drops out of the perturbation equations, this means we can effectively work
with the inertial equations.

We conclude this section by noting that, as previously anticipated, some kind of fl-
tering operation is key to separate between background and fuctuations in a highly
dynamical environment. Postponing a discussion of this to section 7.6, let us simply
note at this point that the notion of local frame discussed here is clearly linked to the
covariant fltering procedure discussed in chapter 4.

7.4 Going back to hydrodynamics

As briefy hinted at in section 7.1, the magneto-rotational instability relies on the hy-
drodynamic stability of axisymmetric modes. The generic instability problem is more
involved. If we relax the symmetry assumptions on the background, we need to con-
sider the fact that hydrodynamic shear fows tend to be unstable. That is, we expect to
fnd instabilities to appear already at the hydrodynamic level. Clearly, such instabilities
would be affected by a magnetic feld but not caused by it in the frst place. This is an
important distiction seeing as the magneto-rotational instability is due to the presence
of the magnetic feld.

With this observation in mind, let us frst consider the fuid problem. This will be
useful for two reasons: First, it will allow us to get a better grasp on the magnetic feld
impact on the instability. Second, it will allow us to make contact with the Rayleigh
criterion (and ultimately the magneto-rotational instability). As the fuid problem is
much simpler than the magneto-fuid one, we will study the case where both shear and
vorticity gradients are retained, and also discuss the impact of shear viscosity—either
of microphysical origin or due to fltering as in the Smagorinsky model (or, more in
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general, in the so-called eddy-viscosity type models, see section 4.7.2). Shear viscosity
is introduced in the usual way (see, for example, Landau and Lifshitz [134]), and the
shear viscosity coeffcient h will be considered constant consistently within the local
analysis.

Before we move on to discuss the perturbation equations and the resulting dispersion
relation(s) though, it is worth stressing that, in many situations of interest the relevant
dynamics is either sub- or supersonic. As such, for these problems it is worth consider-
ing models that flter out modes that are either faster or slower than the sound waves.
This can be done starting from a fully compressible dispersion relation and taking ei-
ther of two limits: either we assume the speed of sound to be very large, in which case
the model becomes sound-proof (we point to [216] for more details), or very small. In
the following, we typically work in the sound-proof limit, noting that the MRI is com-
monly discussed within the so-called Boussinesq approximation [34], thus removing
fast magneto-sonic waves [31].

Starting from the continuity equation, perturbing it and introducing the plane-wave
expansion we readily obtain

¶tdr + drrivi + viridr + rridvi = 0 =) −iwdr + irkidvi = 0 , (7.23)

where w and ki are defned as in section 7.1. Note that we set vi = 0 as we evaluate
the relation at the centre of the local box, and assume that the background expansion
rate rivi can be neglected. In a similar fashion, the perturbed Euler including a shear-
viscous term gives

¶tdvi + dvjrjvi +
1
r
ridP− d

�
hrjtji

�
= 0

=) −iwdvi + i
c2

s
r

kidr + sijdvj + eijkW jdvk − d
�

hrjtji

�
= 0 , (7.24)

where tji is the rate-of-strain/shear tensor and W i = 1/2eijkwjk. Working this out we
retained gradients in the background fow only, used the velocity gradient decomposi-
tion (section 7.2.1), introduced the adiabatic speed of sound c2

s = ¶P/¶r, and consid-
ered the gravitational potential to be externally sourced (hence neglecting its perturba-
tions).

In order to derive the dispersion relation and study the effects of a sheared background,
it is convenient to choose a basis that is adapted to it. Because the shear is a trace-free
symmetric matrix, we know there exists a basis (in the tangent space) whereby

sij = diag (s1, s2,−(s1 + s2)) . (7.25)
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We will make use of this basis to write down the coeffcient matrix of the linearized
system. Before doing so, however, it is reasonable to wonder whether this change of
basis has any impact on the perturbation equations. We are, always free to choose a
basis in the tangent space that is not associated with the coordinates chosen, but this
(in general) introduces additional terms in the covariant derivative. Let us spell out
why this is not the case here. Working with a non-coordinate basis, we need to account
for spin-coeffcients when a derivative acts on vectors and tensors. The spin coeffcients
are given by the sum of two terms (see the formula in the Notation chapter, or [50] for
more details). The frst involves the Christoffel symbols associated with the coordinates
chosen, and thus vanish as we are working with a non-rotating Cartesian frame. The
second term instead stems from the fact that the change of basis matrix (translating the
coordinates base into the shear-adapted one) may be different from point to point. In
the context of this analysis, however, we are looking at scales smaller than those over
which background quantities vary. In essence, also this second term vanishes as the
shear matrix is (by construction) constant over the local region of fuid we are zooming
on.

Working in the shear adapted basis, we write the coeffcients matrix of the linearized
system as

M =

0BBBBB@
−w rk1 rk2 rk3
c2

s
r k1 −w− is1 − ihL1 iW3 − i

6 hk1k2 −iW2 − i
6 hk1k3

c2
s

r k2 −iW3 − i
6 hk2k1 −w− is2 − ihL2 iW1 − i

6 hk2k3
c2

s
r k3 iW2 − i

6 hk3k1 −iW1 − i
6 hk3k2 −w + is2 + is2 − ihL3

1CCCCCA , (7.26)

where L1 = 2
3 k2

1 + 1
2 k2

2 + 1
2 k2

3 and L2, L3 are similarly defned. The dispersion relation
is computed taking the determinant of this matrix and equating it to zero. In order
to keep the discussion as general as possible (i.e. without having to refer to a spe-
cifc background confguration) we will decompose the coeffcients of the characteristic
polynomial in terms of scalars built from background quantities. In the simplest cases
this can be done “by eye”, but the procedure can easily become quite messy. The logic
is nonetheless simple: we group the different terms in each coeffcients according to
the power of the various background quantities, for example we group all the terms
quadratic in the shear and wave-vector components. We then build all the possible
scalars that are quadratic in the shear and wave-vector, and look for the correct lin-
ear combination of them. This logic can be easily implemented on a computer algebra
program such as Mathematica3. We now discuss the dispersion relations obtained by
retaining only shear terms, both shear and viscous terms, and lastly shear and vorticity
terms. Before doing so, we observe that the coeffcients will involve scalars constructed

3https://www.wolfram.com/mathematica/

https://www.wolfram.com/mathematica/
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from the shear matrix only. As any 3× 3 matrix, the shear matrix σ has three invariants

I1 = Tr(σ) , I2 =
1
2

h
Tr(σ2)− (Tr(σ))2

i
, I3 = det(σ) , (7.27)

related via the Cayley-Hamilton theorem as

σ3 − I1σ2 + I2σ − I3I = 0 , (7.28)

where I is the 3× 3 identity matrix. Because the shear matrix is trace-free, we will write
the coeffcients in terms of 1/2Tr(σ2) and det(σ).

We begin our analysis by considering a background with negligible vorticity, and set
the shear viscosity to zero. The resulting dispersion relation is

w4 + a2w2 + a1w + a0 = 0 , (7.29)

with

a2 = −c2
s k2 +

1
2

Tr(σ2) , (7.30a)

a1 = i
�
c2

s sijkik j − det(s)
�

, (7.30b)

a0 = c2
s

�
s2

ijkik j −
1
2

Tr(σ2)k2
�

. (7.30c)

We then take the sound-proof limit (i.e. we retain only terms proportional to the speed
of sound) and consider the case det(σ) = 0, looking for modes such that sijk j = 0. Re-
calling that, as discussed in section 7.2.1, a mainly two dimensional fow with negligible
vorticity is characterized by having a shear matrix with vanishing determinant—that
is det(σ) � O(e)—and noting that we can choose the orientation of the local axes in
such a way that the background fow is, say, along the x̂, ŷ directions, we can always
consider the determinant to be zero. This means that there always exists a wave-vector
living in the eigen-space corresponding to the zero eigenvalue. Then we end up with4

w2 = −1
2

Tr(σ2) =) w = �i

r
1
2

Tr(σ2) . (7.31)

That is such modes are non-propagating, and half of them are unstable with a growth
rate independent of the wave-vector. Next, we consider wave-numbers such that sijkik j =

0, noting that such modes will always exist. In the shear-adapted basis they are charac-
terized by k1 = k2 = k3 if the determinant is not vanishing (that is s1 6= s2), and k1 = k2

when it does. It follows that for such modes

− 1
2

Tr(σ2) + s2
ij k̂

i k̂j = −1
6

Tr(σ2) , (7.32)

4We note that we obtain the same dispersion relation also in the opposite limit where the speed of
sound is tiny.
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where k̂ = k/jkj. We then obtain

w2 = −1
6

Tr(σ2) =) w = �i

r
1
6

Tr(σ2) . (7.33)

These modes are also non-propagating, and half of them are unstable with a (constant)
growth rate about a factor of 2 smaller. As the dispersion relation is quadratic (in the
sound-proof limit), we can explicitly solve it and confrm the expectation (and well
known fact) that shearing fows are generically unstable.

Let us now build on this and discuss how vorticity and shear viscosity impact on the
generic instability of sheared fows. First we consider the case where the background
has negligible vorticity but non-vanishing shear viscosity. As sanity check, we observe
that if we also set the background shear to be negligible, and take the sound-proof
limit5 we obtain

w2 + ihk2w− 1
4

h2(k2)2 =

�
w +

i
2

hk2
�2

= 0 , (7.34)

with stable roots provided h > 0. We recall that when viscosity is of microphysical
origin, h > 0 follows from the second law of thermodynamics (see [134, 21]). If viscosity
is instead due to fltering, a positive value of h corresponds to an eddy-type model
where energy is cascading to smaller/unresolved scales (see [193, 136, 143]). With this
observation in mind, let us go back to the case with both both shear and viscosity, in
which case the dispersion relation is

w4 + a3w3 + a2w2 + a1w + a0 = 0 , (7.35)

with

a3 =
5
3

ihk2 , (7.36a)

a2 = −c2
s k2 +

1
2

Tr(σ2)− 1
12

h
�
11h(k2)2 − 2sijkik j

�
, (7.36b)

a0 = c2
s

�
s2

ijkik j −
1
2

Tr(σ2)k2 − 1
2

hk2sijkik j +
1
4

h2(k2)3
�

, (7.36c)

and

a1 = ic2
s
�
sijkik j − h(k2)2�

+ i
�
−1

6

h
s2

ijkik j − 2Tr(σ2)k2
i

+
1
12

h2k2(sijkik j)−
1
6

h3(k2)3 − det(σ)

�
. (7.36d)

5We have also verifed, using the Routh-Hurwitz criterion (see [131] and appendix E) that the same
result holds true in general, not only in the sound-proof limit.
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As before, we frst consider modes such that sij k̂ j = 0, whose dispersion relation is

w2 + ihk2w− 1
4
(
h2(k2)2 − 2Tr(σ2)

�
= 0 . (7.37)

Assuming h > 0, stability corresponds to

h2(k2)2 − 2Tr(σ2) > 0 . (7.38)

In essence, comparing this to eq. (7.31) we see that viscosity tends to stabilize shear-
unstable modes, with a larger impact at smaller scales. This makes intuitive sense.
Next, consider modes such that sij k̂i k̂ j = 0, whose dispersion relation is

w2 + ihk2w− 1
12
(
3h2(k2)2 − 2Tr(σ2)

�
= 0 , (7.39)

and we made use of eq. (7.32). As before, these modes—to be compared with their
counterparts in eq. (7.33)—are also stable (assuming h > 0) provided the last term in
the previous equation is negative. That is, provided the wave-number is suffciently
large. We have verifed that the same trend is true for generic wavevectors. In essence,
we learn (as one may have expected) that shear viscosity generically slows the growth
rate of unstable shear modes, and stabilises modes with small enough wavelengths.

Turning to the case where the background has non-negligible vorticity and shear, the
dispersion relation is

w4 + a2w2 + a1w + a0 = 0 , (7.40)

with

a2 = −c2
s k2 −W2 +

1
2

Tr(σ2) , (7.41a)

a1 = i
�
c2

s sijkik j − det(σ)− sijWiWj
�

, (7.41b)

a0 = c2
s

�
s2

ijkik j −
1
2

Tr(σ2)k2 + (k �W)2
�

. (7.41c)

Taking the sound-proof limit, we frst observe that the fastest growing modes encoun-
tered before, namely those characterized by sij k̂ j = 0 are not guaranteed to exist any-
more, as the determinant of the shear matrix cannot be assumed to be negligible in
general (see section 7.2.1). Should these modes exist, though, their dispersion relation
would be

w2 = −1
2

Tr(σ2) + (k̂ �W)2 =) w = �i

r
−1

2
Tr(σ2) + (k̂ �W)2 , (7.42)

and we see, comparing this to eq. (7.31), that vorticity tends to stabilize them. We also
observe that—in contrast to shear viscosity—vorticity affects all such modes by reduc-
ing their growth rate in a way that does not depend on their wave-number (although
the direction of propagation is important). Next—and also because the modes we just
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looked at may not exist—we consider modes such that sij k̂i k̂ j = 0 obtaining

w2 = −1
6

Tr(σ2) + (k̂ �W)2 . (7.43)

Comparing this to eq. (7.33), we observe again that vorticity tends to stabilize such
modes in a way that does not depend on their wave-number. We have verifed that the
same trend is also true for generic wave-vectors. As a fnal point, it is easy to verify that
the case with only background vorticity is generally stable (not only in the sound-proof
limit).

In summary, a sheared background fow is generically unstable already at the hydro-
dynamic level, which is a well-known fact. However, we have considered the impact
that shear viscosity and/or vorticity have on the instability of the possible hydrody-
namic modes. The results show that shear viscosity tends to weaken the instability in
general, with larger effects for larger wave-numbers. Meanwhile, vorticity has a sta-
bilizing effect which does not depend on the wave-number. Finally, let us also point
to appendix D.2 where we show that the general dispersion relation derived here is
shown to encompass the classic Rayleigh stability criterion.

7.5 Magneto-shear instability in the local frame

Having explored the hydrodynamic case, let us perturb the corresponding MHD equa-
tions and study the impact of the magnetic feld on the generic shear instabilities we
encountered. We consider a barotropic equation of state and retain gradients in the
background velocity only, as we want to focus on the magneto-shear nature of the in-
stability (cf. [108, 200]). The continuity equation is obviously unchanged, while the
perturbed Euler equation becomes

¶tdvi + dvjrjvi +
1
r
ridP +

1
m0r

h
BjridBj − BjrjdBi

i
= 0

=) −iwdvi + i
c2

s
r

kidr +
i

m0r

h
(BjdBj)ki − (Bjk j)dBi

i
+ sijdvj + eijkW jdvk = 0 . (7.44)

Finally, the perturbed induction equation is

¶tdBi + Birjdvj − Bjrjdvi − dBjrjvi + dBirjvj = 0

=) −iwdBi + iBi(k jdvj)− i(Bjk j)dvi − sijdBj − eijkWkdBj +
2
3

qdBi = 0 . (7.45)

We will now discuss the linearized system that follows from these equations. In order to
keep the discussion tidy, we will frst recap the mode analysis for the homogeneous case
and then move on to consider a background with non negligible shear and vorticity
(separately).
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7.5.1 Homogeneous background: a recap

In order to derive the fully compressible dispersion relation for the homogeneous case,
we frst re-scale the magnetic feld as

vA
.
=

B
p

m0r
, dvA

.
=

dB
p

m0r
, (7.46)

and introduce a convenient basis fv̂A, q̂, ŝg where v̂A = vA/jvAj while q̂, ŝ complete
it to an orthonormal basis. For instance, assuming vA is not aligned with k we can
construct it as

q = k− (k � v̂A) v̂A , q̂ =
q
jqj , ŝ = v̂A × q̂ , (7.47)

so that6

k = kvA v̂A + kqq̂ . (7.48)

The coeffcient matrix of the linearized system can then be written as (cf. eqs. (7.23),
(7.44) and (7.45) and ignore background vorticity and shear)

M =

 
A C

C> D

!
, (7.49)

with

A =

0BBBB@
−w rkvA rkq 0

c2
s

r kvA −w 0 0
c2

s
r kq 0 −w 0

0 0 0 −w

1CCCCA , C =

0BBBB@
0 0 0
0 0 0

bkq −bkvA 0
0 0 −bkvA

1CCCCA , (7.50a)

and

D =

0B@−w 0 0
0 −w 0
0 0 −w

1CA . (7.50b)

As D is clearly invertible, we can reduce M into factors via the Schur complement 
A C

C> D

!
=

 
I4 CD−1

04�3 I3

! 
A− CD−1C> 04�3

03�4 D

! 
I4 04�3

D−1C> I3

!
, (7.51)

and then compute the determinant as

det(M) = det(D) det(A− CD−1C>) . (7.52)

6If the wave-vector is along the background magnetic feld we just have to set kq = 0 in the following.
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The resulting dispersion relation is

−w
�

w2 − (vA � k)2
� h

w4 −
(
v2

A + c2
s
�

k2w2 + c2
s k2 (vA � k)2

i
= 0 , (7.53)

where the roots of the quadratic polynomial correspond to Alfvén waves, while those
of the quartic one in square brackets describe (fast and slow) magneto-sonic waves [86].

Before moving on to discuss the impact of shear and vorticity, let us briefy note what
happens to the modes when we take the sound-proof limit—where the speed of sound
is large. From eq. (7.53) we see that fast magneto-sonic waves are fltered out, while
the slow ones reduce to Alfvén waves. In the opposite limit—when disturbances are
much faster than the sound waves—the dispersion relation describes Alfvén waves and
the low-cs limit of fast magneto-sonic waves. This limit corresponds to ignoring fuid
pressure perturbations while retaining variations in the magnetic pressure.

7.5.2 Sheared Background

Let us now consider the case where the background vorticity is negligible while shear
terms are not. Re-scaling the magnetic feld as in eq. (7.46) and decomposing eqs. (7.23),
(7.44) and (7.45) (ignoring vorticity terms) as well as dv and dvA in the shear-adapted
basis, the coeffcients’ matrix of the linearized system of equations reads0BBBBBBBBBBBB@

−w rk1 rk2 rk3 0 0 0
c2

s
r k1 −w− is1 0 0 I1 v2

Ak1 v3
Ak1

c2
s

r k2 0 −w− is2 0 v1
Ak2 I2 v3

Ak2
c2

s
r k3 0 0 −w− is3 v1

Ak3 v2
Ak3 I3

0 I1 v1
Ak2 v1

Ak3 −w + is1 0 0
0 v2

Ak1 I2 v2
Ak3 0 −w + is2 0

0 v3
Ak1 v3

Ak2 I3 0 0 −w + is3

1CCCCCCCCCCCCA
, (7.54)

where
I1 = v1

Ak1 − (vA � k) , s3 = −(s1 + s2) , (7.55)

and I2, I3 are defned similarly.

In a similar fashion as for the hydrodynamic case considered above, we will decompose
the coeffcients of the characteristic polynomial in terms of scalars built from back-
ground quantities. As we might have expected, the resulting dispersion relation is a
complicated seventh-degree polynomial (and we sanity-checked it reduces to the ho-
mogeneous case when we set to vanish the shear terms). In order to learn something
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useful out of it, we then consider the sound-proof limit and retain only terms propor-
tional to the speed of sound. We end up with the following dispersion relation

a5w5 + a4w4 + a3w3 + a2w2 + a1w + a0 = 0 , (7.56)

with

a0 = −i
�

det(σ)
h
s2

ijk
ikj − 1

2
Tr(σ2)

i
+ (vA � k)2

h
det(σ)k2 − 1

2
(sijkikj)Tr(σ2)

i
+ (vA � k)4sijkikj

�
, (7.57a)

a1 =

�
(vA � k)4k2 + (vA � k)2

h
s2

ijk
ikj − Tr(σ2)k2

i
+ det(σ)

�
sijkikj

�
+

1
2

Tr(σ2)

�
1
2

Tr(σ2)k2 − s2
ijk

ikj
��

, (7.57b)

a2 = i

(
− 1

2
(sijkikj)Tr(σ2) + det(σ)k2 + 2(vA � k)2(sijkikj)

)
, (7.57c)

a3 =
h
Tr(σ2)k2 − 2(vA � k)2k2 − s2

ijk
ikj
i

, (7.57d)

a4 = −i(sijkikj) , (7.57e)

a5 = k2 . (7.57f)

As in the hydrodynamic case considered earlier, we frst consider the case det(σ) = 0,
and look for modes such that sijk j = 0. It is then easy to see that the general dispersion
relation in eq. (7.56) simplifes to (ignoring a trivial root)�

w2 −
�

1
2

Tr(σ2)− (vA � k)2
��2

= 0 . (7.58)

Comparing to the corresponding hydrodynamic modes in eq. (7.31), we immediately
see that the magnetic feld tends to have a stabilizing effect (provided it is not orthogo-
nal to the wave-vector, in which case it has no effect whatsoever).

Next, we take (again, as before) det(σ) = 0 and consider modes such that sijkik j = 0
(but sijk j 6= 0). The relevant dispersion relation can then be written (making use of
eq. (7.32))

w4 + b2w2 + b4 = 0 , (7.59)

with
b2 =

2
3

Tr(σ2)− 2(vA � k)2 , (7.60a)
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FIGURE 7.1: Real and imaginary part of the solutions of eq. (7.59),with both the fre-
quency and jvA �kj in units of

p
Tr(σ2). The solutions plotted correspond to the fastest

growing modes evolving on top of an MHD sheared background. We see that the
magnetic feld has a stabilizing effect, as the growth rates are reduced with respect to
those of the corresponding hydrodynamic modes. The stabilizing effect is all the more
pronounced the more the wave-vector is aligned with the magnetic feld lines, and is
switched off for modes propagating in the directions perpendicular to the magnetic
feld lines. In particular, modes corresponding to suffciently large values of jvA � kj

are turned stable.

and
b4 =

1
12

Tr(σ2)2 − 2
3

Tr(σ2)(vA � k)2 + (vA � k)4 . (7.60b)

The same stabilizing effect of the magnetic feld is evident from fg. 7.1, where both the
frequency and jvA � kj are plotted in units of

p
Tr(σ2).

The key point here is that, while the background shear is required for the instabil-
ity (the vanishing-shear modes are stable Alfvèn waves in the sound-proof limit), the
magnetic feld is not the main driver. This is evident from the results as the imaginary
part of the unstable modes remains fnite in the limit vA ! 0, and the limiting value
coincides with the hydrodynamic result (from the previous section). This observation,
possibly unexpected at frst sight, deserves a thorough discussion, and we will return
to this issue in section 7.6.1. Before we expand on this, let us stress that the results
make intuitive sense. The magnetic feld impacts on the instability in that it breaks
the hydrodynamic isotropy and dampens the growth of unstable modes propagating
along magnetic feld lines. This also suggests that shear-instability driven turbulence
is isotropic in the hydrodynamic case but inherently anisotropic for magnetized fows,
consistently with the overall picture discussed in section 5.1. Before moving on, it is
also worth noting that the background velocity profle considered by Balbus & Haw-
ley [31, 33] is characterized by having a shear matrix with vanishing determinant (and
expansion rate), and also that for axisymmetric modes sijkik j = 0, while for the fastest
growing MRI modes (propagating vertically) sijk j = 0.
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7.5.3 Background with vorticity

Before we make contact with the usual MRI and the Rayleigh criterion, let us also con-
sider the case with non-negligible background vorticity only. We re-scale the magnetic
feld as in eq. (7.46) and introduce a convenient basis fŴ, q̂, ŝg, where Ŵ = W/jWj
while q̂, ŝ complete it to an orthonormal basis. For instance, assuming vA is not aligned
with W we can construct it as

q = vA −
(
vA � Ŵ

�
Ŵ , q̂ =

q
jqj , ŝ = Ŵ × q̂ , (7.61)

and the magnetic feld7

vA = vW
A Ŵ + vq

Aq̂ . (7.62)

The coeffcient matrix of the linearized system then is (cf. eqs. (7.23), (7.44) and (7.45)
and ignore shear terms)0BBBBBBBBBBBB@

−w rkW rkq rks 0 0 0
c2

s
r kW −w 0 0 −vq

Akq vq
AkW 0

c2
s

r kq 0 −w +iW vW
A kq −vW

A kW 0
c2

s
r ks 0 −iW −w vW

A ks vq
Aks −

(
vW

A kW + vq
Akq�

0 −vq
Akq vW

A kq vW
A ks −w 0 0

0 vq
AkW −vW

A kW vq
Aks 0 −w −iW

0 0 0 −
(
vW

A kW + vq
Akq� 0 +iW −w

1CCCCCCCCCCCCA
.

(7.63)

As for the sheared case, after having sanity-checked the result by contrasting it against
the homogeneous background dispersion relation, we take the sound-proof limit. The
sound-proof dispersion relation can then be written as

w4 + b2w2 + b4 = 0 , (7.64)

with

b2 = −
h
W2 + (k̂ �W)2 + 2(vA � k)2

i
, (7.65a)

b4 =
�
(vA � k)2 + W2� h(k̂ �W)2 + (vA � k)2

i
. (7.65b)

As this is a particularly simple quartic polynomial, we can study the stability of its
roots analytically. Considering eq. (7.64) as an equation for w2 and computing the dis-
criminant we obtain h

W2 − (k̂ �W)2
i2
� 0 (7.66)

7Note that the defnition of q̂ changes when the background magnetic feld is aligned with the vorticity,
even though in what follows we would simply have to set vq

A = 0.
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so that w2-roots are real. As complex roots of a real algebraic polynomials occur in
pairs of complex conjugates, complex w2-roots would correspond to an instability. In
order to have stable roots though, we also need other conditions to be met. We, in fact
need b2 < 0 and b4 > 0 to make sure that the w2-roots are real and positive, so that w-
roots are real as well. As this is evidently the case, we conclude that magnetized fows
are generically stable in this case. This feature is unchanged from the corresponding
fuid case, so that it is reasonable to expect that the same trend we discussed for the
purely hydrodynamical case will also apply to the magnetized case with both shear and
vorticity: Vorticity tends to stabilize shear-unstable modes in a manner independent of
the wave number.

7.6 Concluding remarks: The MRI in perspective

We set out with the intention of discussing the magneto-rotational instability in a gen-
eral background, relaxing the symmetry constraints associated with the standard anal-
ysis and possibly deriving an instability “criterion” relevant for (highly) dynamical
environments and nonlinear simulations. However, having set up the analysis (and
the required tools) in an arguably sensible way, we arrived at results which were not
in line with the “naı̈ve” expectations. Given this, it makes sense to comment on the
implications. Moreover, we need to highlight an important “missing ingredient” in
the discussion; the need to involve some suitable fltering operation to make the dis-
cussion sensible in the frst place. We will deal with each of these questions in turn,
starting with the implications of our results for the MRI.

7.6.1 The MRI vs the Rayleigh criterion

A key aspect of the MRI is that adding a weak magnetic feld on top of a hydrodynam-
ically stable shearing fow changes the nature of the problem and makes it unstable.
In discussing this problem, however, it is often “forgotten” that the relevant hydrody-
namic stability criterion [180] guarantees stability only for axisymmetric modes (cf. the
discussion in appendix D.2). Adding a magnetic feld renders such modes unstable—
technically, the non-axisymmetric ones are not [32]. Thus it is clear that the MRI is rel-
evant only in situations where we can think of axisymmetric modes being “preferred”
in some sense. An immediate example of this is an accretion disk, which involves a
globally axisymmetric background for the perturbations. This then immediately tells
us that applying the results to the dynamical context of neutron star mergers is a much
more subtle endeavour. In fact, this exercise is problematic from the outset.

To back up this claim, we show in appendix D that we can reproduce the MRI perturba-
tion equations and dispersion relation through the local frame construction. However,
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for the specifc MRI calculation there exists a preferred local frame. This local frame is
associated with an observer that is co-rotating with the fuid on some orbit, and the co-
ordinate axes rotate in such a way that one of them always points in the radial direction
of the global cylindrical coordinate system. Another coordinate axis always points in
the azimuthal direction. This local frame is “preferred” as the axes are (by construction)
tied to those of the most natural global coordinate system. In a sense, we could set up
different local co-rotating observers and construct the global axes by stitching together
the local ones. In the case of a general and truly local analysis, however, this additional
piece of information is not available.

Moreover, we show in appendix D.2 how one may set up (for the circular and axisym-
metric background fow) a local frame that is “co-moving but not co-rotating” with the
fuid. In doing so, we derived the corresponding dispersion relation, confrmed that
the result is consistent with the general formulae, and showed how we can recover the
usual Rayleigh criterion (and hence also the MRI criterion) as long as we perform the
conversion to the relevant co-rotating frame frequency.

These arguments clarify the sense in which the MRI (and similarly the Rayleigh stabil-
ity) is a “global instability analyzed with local tools”. The local analysis needs to be
“augmented” by pieces of information that cannot be truly local. The upshot of this is
that, in a merger-like scenario (where assumptions regarding the global properties of
the fow are debatable) we should probably not expect the standard instability criteria
to provide a faithful indication/diagnostic of what is actually going on. The standard
argument will apply, but only if there is a meaningful sense of (Rayleigh stable) fow
on a scale larger than that at which the plane-wave analysis is carried out. This compli-
cates the discussion for any given numerical simulation, but so be it.

7.6.2 The missing ingredient: Filtering

Throughout the discussion we have focussed on the analytical development, sweeping
issues associated with actual numerical data “under the carpet”. The key issue here is
that we ignored the question of how one would, in practice, construct the background
suitable for the perturbation analysis given nonlinear simulation dynamics. In words,
the answer is easy: We need to apply some suitable fltering operation to remove small
scale fuctuations from a gradually varying “background”. In a nonlinear setting this
split is (obviously) not guaranteed to make sense. Suppose that the instability we are
trying to uncover acts on some characteristic scale L, say. Then we need a background
that varies on a larger scale than this, otherwise the notion of a shear fow that be-
comes unstable due to smaller scale waves makes no sense. This argument relies on an
explicit fltering step, separating the instability scale L from the variation of the back-
ground. The construction of such a flter should be possible, at least in principle, in
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many situations (see, for example, Celora et al. [58]). Of course, the scale separation
may not apply in actual problems of interest.

Further complicating the discussion is the unavoidable implicit fltering associated
with the fnite numerical resolution. We know from the large body of work on tur-
bulence simulations that sub-grid dynamics may play an important role in a robust
description of the dynamics. This typically involves a suitable large-eddy scheme to
represent the subgrid dynamics. Hence, the analysis involves elements of choice (ef-
fectively, the closure relations). Crucially, the effective feld theory that is/should be
simulated is not that of the ideal theory. All current models—both the ones discussed
in [49, 177] as well as the covariant scheme of chapter 4—modify the principal part of
the equations of motion. Therefore the analysis of the model “that is actually solved”
is fundamentally changed, even when the closure terms are small. In essence, an insta-
bility analysis of numerical simulation data needs to consider the impact of an effective
viscosity/resistivity. Given the presently available tools, we do not have a particularly
good handle on this issue. We are forced to conclude that we need to make progress on
the development of robust large-eddy models before we can make a sensible attempt
to demonstrate the presence of the MRI in a highly dynamical environment.
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Part IV

Conclusions
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Hydrodynamics is an incredibly useful framework with myriads of applications at all
scales, so that even after centuries of research it continues to be extremely fascinating
and valuable. In this thesis, we have studied different and interconnected problems
in the modelling of relativistic fuids, from dissipation to turbulence. The motivation
for this work lies in the (extremely thrilling) promises of gravitational wave astronomy,
and the range of exciting physics we can explore with binary neutron star mergers.

After a brief introduction/review in chapter 2 of the different modelling strategies for
dissipative fuids currently on the market, we explored in chapter 3 the close to equilib-
rium regime of the action-based dissipative multi-fuid model of Andersson and Comer
[20]. A frst motivation for this lies in the fact that the equations of motion are de-
rived from an action principle, and as such are valid (in principle) in the non-linear
regime with no reference to some equilibrium state. However, as the close to equilib-
rium regime is likely to be relevant for much of the applications we have in mind, it is
worth exploring how the model behaves in such a limit. This also has the additional
advantage of facilitating a direct comparison with alternative existing models, all of
which are based on an expansion around such a notion of equilibrium.

In developing complicated dissipative models, however, we need to be pragmatic and
keep in mind the extreme computational cost of simulating them. Hence, we contin-
ued in chapter 4 focusing on the foundational aspects of performing a “spatial fltering”
in relativity. We do so as this is a common strategy for dealing with computationally
demanding turbulent fows, for which direct numerical simulations are often impracti-
cal. The discussion we provided focuses on the formal underpinnings, as the strategy
is complicated by the covariance principle of General Relativity. We then argued that
it is natural to set up the framework in the fbration associated with fuid elements,
and showed how one can perform fltering ensuring consistency with the tenets of rel-
ativity. The framework we put forward has the additional advantage that it allows
for a direct link with the underlying thermodynamics, which is ultimately what we
aim to constraint with binary neutron star merger observations. In the process we also
demonstrated how the fltered equations of motion are effectively equivalent to those
describing a dissipative fuid, thus leading back to similar (although, as we discuss in
chapter 4, not equivalent) issues faced when modelling dissipation in relativity.

As we argued already in this work, for accurate neutron star modelling we are tasked
with even more complicated settings involving multiple interpenetrating fows, should
this be in the form of a two-fuid plasma and/or superfuid/superconducting mixtures.
Given this, we continued in chapter 5 by discussing the frst steps towards extending
the framework of chapter 4 to magneto-hydrodynamics. We do so as this is the frst
step towards a multi-fuid LES framework in that it adds the electromagnetic degrees
of freedom to the picture, while remaining in the realm of single fuid models.
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In the last part of this work we focused on applications to problems of relevance for
binary neutron star mergers. In chapter 6 we focused on modelling (fast) reactions
for neutron star simulations, and the associated bulk viscosity. The reason being that
reactions are thought to source the dominant dissipative mechanism at play in merg-
ers. Our discussion, in particular, focuses on the impact that inevitable numerical lim-
itations have on the way we should frame the modelling. We then considered the
magneto-rotational instability, which is thought to be a key mechanism for sustaining
the development of turbulence in the outer layers of binary neutron star merger rem-
nants. Our aim has been to provide an analysis of this mechanism that is well suited for
highly-dynamical environments such as mergers, where usual criteria based on rather
restricting assumptions may not hold.

Whilst we have presented our different contributions in a relatively independent fash-
ion, it should have become rather clear by now that they are not. This is true from a
physics perspective, as all the different aspect we touched upon, from dissipation to
turbulence, play a role “at the same time” in mergers. It is even more true if we consider
that similar modelling strategies developed in one “area” can fnd useful applications
in another. This is demonstrated, for example, by the specifc closure scheme we put
forward in chapter 4, where we adapted some of the ideas developed to address the
stability and causality issues of traditional dissipative models to fx the issues encoun-
tered with the natural relativistic generalization of the model originally put forward by
Smagorinsky [205] in a Newtonian setting.

In terms of future work, there are a number of possible avenues worthwhile pursuing
that originate from the analysis presented in this thesis. They involve, not surprisingly,
both aspects of framework developments as well as more specifc applications.

In terms of framework developments, for example, it would be worthwhile working
towards extensions of the framework of chapter 4 to the case of multiple interpene-
trating fows/mixtures. Moreover, we also mentioned briefy at the end of chapter 5
how the framework discussed in chapter 4 suggests—due to the covariance of the re-
sulting model—that we may enhance the role of the “large-eddy strategy” to a tool
for linking models valid at different scales. Clearly, there are several applications we
can envisage, from dynamo theory to try and unify the somewhat arbitrarily separated
small scale and large scale models, to superfuids to link mesoscopic models where
each single vortex line is resolved to coarse-grained descriptions of the kind discussed
in section 2.3—for which the two-fuid models were originally developed [21].

Furthermore, as we discussed in section 4.7, the scale-gap and fuctuations within a
fuid box implies that the equation of state used for large-scale merger simulations
may not be trivially linked to the underlying microphysics. Notably, as any numerical
simulation is performed on a fnite grid, there is always at least an implicit fltering
associated with it. As the best grid resolution in large-scale merger simulations is of
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order tens of meters, the impact of this is potentially signifcant. It would be worth
exploring this potential disconnect and try to quantify the impact this may have on
neutron star parameters extracted from observations.

Further developments of the large-eddy strategy in both these directions would ob-
viously be rather incomplete if not provided with suitable closure schemes. Future
developments will also have to involve aspects of developing, testing and calibrating
novel/different closure schemes. As we may also envisage rather different schemes to
be better suited for diverse applications, there is plenty of work to be done.
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Appendix A

Transporting a tetrad and Fermi
Coordinates

In this appendix we introduce the notion of Fermi coordinates, as these have been used
but not derived/discussed in the main body of the thesis. We start by discussing the
transport of a tetrad along a curve/worldline since the notion of Fermi coordinates
builds on this [101, 155]. In our discussion we will, in particular, make explicit contact
with the notion of spin coeffcients that have to be introduced whenever one wants to
work with an orthonormal basis or tetrad (see notation section at the beginning of this
work).

A.1 Transporting a tetrad along a curve

We start our analysis by considering a curve/worldline in spacetime, which we here
take as time-like with tangent vector Ua, and assuming a set of four orthonormal vec-
tors is given along the worldline. Namely, we have a set of four vectors eâ, with
â = 0, 1, 2, 3 such that

g(eâ, eb̂) = hâb̂ , (A.1)

where we are considering the metric g as a bi-linear form on the tangent space, and hâb̂

is the Minkowski metric. We further assume that we can take the time-like unit vector
of the tetrad as the one tangent to the curve, that is U = e0̂. We are interested in the
rate-of-change of the tetrad basis vectors as we move along the curve. Since U is the
tangent to the curve, we can start from

rUeâ = Ωb̂
â eb̂ , (A.2)
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where we have introduced the bi-linear form Ωb̂
â to re-write the rate-of-change as a lin-

ear combination of the tetrad basis vector themselves. Next, we observe that Ωb̂â must
be an anti-symmetric bi-linear form1, as this follows from the orthonormal character of
the basis, that is

rU
(

g(eâ, eb̂)
�

= 0 =) Ωâb̂ = Ωb̂â . (A.3)

As such, we can decompose Ω as any skew-symmetric bi-linear form [101]. In our case
this gives

Ωâb̂ = Uâab̂ − aâUb̂ − # âb̂ĉd̂U ĉW d̂ , (A.4)

where aâ is the four-acceleration of the worldline, while W â is a generic vector orthog-
onal to U â. To better understand the physical meaning of such decomposition, we
introduce the spatial index î = 1, 2, 3 and use it also to denote the three unit vectors
orthogonal to U. We then get

(rUU)â = aâ , (A.5)(
rUeî

�
â = aîUâ + #U

âb̂îW
b̂ . (A.6)

Hence, when the worldline is a geodesic we have aâ = 0 and the time-like unit vector
is unchanged as we move along the curve, while the spatial ones eî change due to some
(spatial) rotation in the subspace orthogonal to U. In particular, we stress that whilst
the four acceleration is an intrinsic property of the worldline, the vector W represents
the angular velocity associated with the rotation of the observer frame. In essence,
given a time-like worldline/curve, there exist an infnite number of compatible tetrads
such that e0̂ = U, and these are all related by some rotation in the plane orthogonal to
the curve. We can then further split the bilinear form Ω as the sum of two terms

Ωâb̂ = ΩFW
âb̂ + Ωrot

âb̂ , (A.7a)

with
ΩFW

âb̂ = Uâab̂ − aâUb̂ , and Ωrot
âb̂ = #U

âb̂ĉW
ĉ . (A.7b)

This splitting is meaningful because it separates the terms in Ω we have control over
(the rotation part) from those that are given once the curve is specifed (the Fermi
Walker part). In particular, a vector is said to be Fermi-transported (or Fermi-Walker
transported) along a worldline if its components change with ΩFW .

Before moving on to discuss Fermi coordinates, we take the opportunity to make con-
tact with the spin connection coeffcients, which are normally introduced when work-
ing with a tetrad basis. Using the spin coeffcients [50] we would get

rUeâ = Ubrbeâ = Ubw b̂
b âeb̂ = w b̂

0̂ âeb̂ , (A.8)

1For clarity, let us point out that the bi-linear form is obtained lowering the contravariant index via the
metric, namely Ωâb̂ = gâĉΩĉ

b̂
.
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so that, contrasting this with eq. (A.2) we see

w b̂
0̂ â = Ωb̂

â . (A.9)

In essence, the bilinear form Ω determines the “time-part” of the spin connection co-
effcients. This is intuitive given that the spin connection coeffcients have to be used
when a tetrad is assigned throughout (a region of) the spacetime, and not only along a
worldline.

A.2 Fermi coordinates

We now discuss how to introduce a (local) set of coordinates that is suitable for describ-
ing the physics as measured by some local observer [155, 101], that is in the vicinity
of the observer worldline. These go under the name of Fermi coordinates, as it was
Fermi who originally introduced them in 1922 [78, 79] (the work by Walker [221] is also
relevant). The concept was then further developed by, in particular Manasse and Mis-
ner [148], where the authors focus on the particular case where the central curve is a
geodesic. The same idea was then generalized to the more general case of an acceler-
ated and rotating observer by Misner et al. [155].

Given some observer’s worldline, the associated Fermi coordinates can be constructed
via the following procedure—which is perhaps best described in fg. A.1. First con-
sider the tangent vector to the (time-like) curve U, and a tetrad defned over the entire
worldline. In the case of Fermi coordinates this is given at a point P0 and then Fermi-
transported along the curve. We can then assign coordinates to spacetime points (or
viceversa) in the vicinity of the worldline as follows. We start with four real numbers
fx0̂, x1̂, x2̂, x3̂g, and frst move along the central curve by x0̂ (in a parameterization
compatible with U). We then consider the numbers aî = xî/s with s2 = ∑i(xî)2, and
the connecting geodesic starting perpendicular from the central curve with unit tan-
gent vector v = aîeî. As geodesics satisfy a second order differential equation, they are
uniquely defned given a point and a tangent vector (at the point). Next, move along
the connecting geodesic by s (in terms of the connecting geodesic’s proper length), and
assign to such point the coordinates (x0̂, x1̂, x2̂, x3̂).

Let us frst of all note that along the central curve the basis vector of the coordinates
grid are, by construction, identical to the orthonormal tetrad

¶

¶xâ = eâ . (A.10)

This is important as we can immediately draw two important conclusions. First, the
metric in the given coordinates takes the Minkowski form along the entire central
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FIGURE A.1: Left: Tetrad transported along the observer worldline. Right: Connecting
geodesics starting from and perpendicular to the central curve. Figure adapted from

Misner et al. [155].

curve. Second, we can use this simple fact to show that such coordinates are well-
defned in some neighbourhood of the central curve [148, 155]. This is intuitively
clear as points close enough to the central curve are uniquely connected to the central
curve by one (and only one) geodesic. On larger distances (in terms of the connecting
geodesic proper length) the procedure fails because different geodesics can mix and
touch. This can happen due to both the acceleration of the central curve and the curva-
ture of the spacetime itself—and also due to the tetrad rotation if the basis is not Fermi
transported along the curve.

We can now use such coordinates to write down an expansion for the metric in the
neighbourhood of the central curve. As we know already that the metric along the
central curve takes the Minkowski form, we only need the frst derivatives of the metric
evaluated on the central curve. These can be obtained from the Christoffel symbols
which are related to the spin coeffcients and hence to the bilinear form Ω introduced
above. In particular, by inspecting eq. (A.10) one can easily see that

Γâ
b̂0̂ = Ωâ

b̂ , (A.11)
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so that, by means of eq. (A.4), we readily obtain

Γ0̂0̂0̂ = Γ0̂
0̂0̂ = 0 , (A.12)

Γ0̂ ĵ0̂ = −Γ0̂
ĵ0̂ = −a ĵ , (A.13)

Γî ĵ0̂ = Γî
ĵ0̂ = −# 0̂î ĵk̂W k̂ . (A.14)

The remaining Christoffel symbols can be found using the geodesic equation satisfed
by the connecting geodesics

d2xâ

ds2 + Γâ
b̂ĉ

dxb̂

ds
dxĉ

ds
= 0 . (A.15)

As the connecting geodesics are given by x0̂ = const and xî = aîs, we readily obtain

Γâî ĵ = Γâ
î ĵ = 0 . (A.16)

Next, note that by means of the metric compatibility condition (with the connection
given by the Christoffel symbols) we have

gâb̂,ĉ = 2Γ(âb̂)c , (A.17)

and using eqs. (A.12) and (A.16) we obtain

g0̂0̂ = g0̂0̂

��
G + g0̂0̂,âxâ = −

�
1 + 2a ĵx

ĵ
�

+O(x ĵ)2 , (A.18)

g0̂î = g0̂î

��
G + g0̂î,âxâ = −# 0̂î ĵk̂W k̂ +O(x ĵ)2 , (A.19)

gî ĵ = gî ĵ

��
G + gî ĵ,âxâ = hî ĵ +O(x ĵ)2 . (A.20)

In essence, we obtained an expansion for the metric away from the central worldline.
The frst order expansion depends on the worldline acceleration, and also on the (arbi-
trary) vector describing the angular rotation of the basis vectors as we move along the
worldline. Notably, no information about the space-time curvature enters at frst order
in the expansion.

We conclude with some observations/comments. First of all, let us observe that we
can always choose to work with a non-rotating tetrad, so that the associated expansion
for the metric simplifes accordingly (noting that this is precisely the choice made in
chapter 4, for example). In this case, the coordinates are called Fermi-coordinates [78,
79, 208]. If the observer is also freely-falling, the central curve is a geodesic and the
(non-rotating) coordinates are called Fermi normal coordinates [148]—in which case
the metric expansion contains no frst order terms. The second order corrections to the
Minkowski metric have been computed explicitly by Manasse and Misner [148] (for
Fermi normal coordinates), showing in particular that the second order corrections are
uniquely determined by the Riemann tensor (evaluated on the central curve). The work
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by Rakhmanov [179], where the Fermi coordinates expansion of the metric is computed
to all orders given a spacetime describing a plane gravitational wave, is also relevant.
Finally, we also note that when a similar scheme is used with light-like connecting
geodesics, the resulting coordinates are known as optical coordinates [179].
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Appendix B

Multi-scale arguments and the
invariant manifold method

Multi-scale methods are useful whenever the (system of) equations to solve contains
different scales, so that is physically (and numerically) useful/convenient to solve an
approximate system instead. In this appendix we briefy summarize key results from [170,
223] that are used in the main body of the thesis, specifcally in chapter 6.

B.1 Invariant manifold approach

Assume we have a system of ordinary differential equations written as

ẋ = f (x, y), (B.1a)

ẏ = e−1g(x, y). (B.1b)

The variables x are called slow, and the variables y are called fast, whilst e � 1 is a
parameter.

In the invariant manifold approach we assume that there exists an equilibrium (fast) state
j(x) such that

g(x, j(x)) � 0. (B.2)

We can then write the fast variables y as an expansion in the small parameter e about
the equilibrium state as

y = j(x) + ey1 +O(e2). (B.3)
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Using the equations of motion eq. (B.1) we fnd that the behaviour of the slow variables
x is approximated, to second order in e, by the solution to

Ẋ = F0(X) + eF1(X) (B.4a)

= f (X, j(X)) + ery f (X, j(X))
(
ryg(X, j(X))

�−1rx j(X) f (X, j(X)). (B.4b)

The solution to the simplifed system approximates the solution to the full system eq. (B.1)
to O(e2) up to times O(1). The frst order correction term needs to be applied consis-
tently to all variables in the reduced system for this accuracy result to hold.

B.2 Two timescale approach

Strictly, the invariant manifold approach is only valid for ordinary differential equa-
tions. A more general approach that applies to partial differential equations is the two-
scale approach. Using the two timescale approach as an example, this introduces the
fast time t = t/e which is then treated as an independent variable. Applied to eq. (B.1)
this leads to

¶tx + e−1¶tx = f (x, y), (B.5a)

¶ty + e−1¶ty = e−1g(x, y). (B.5b)

By gathering terms in powers of e, the fast behaviour can be integrated out by taking
the integral average in t.

The result of the mathematical calculation is identical to the invariant manifold ap-
proach, when applied to ordinary differential equations. The calculation is general
enough to include partial differential equations, and illustrates a different interpreta-
tion and potential problems. The interpretation is that the reduced system is valid for
the integral average of the slow variables: the fast scales have been integrated out. The
potential problem is the requirement that the integral average of the fast behaviour is
assumed to not contribute at leading order in e. This “resonance” behaviour cannot be
captured by these approaches.

B.3 Linear fast dynamics

A particularly relevant example is where the fast behaviour is linear, or can be lin-
earised. In this case we write the full system eq. (B.1) as

ẋ = f (x, y), (B.6a)

ẏ = e−1(−Ay + B), (B.6b)
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with A = A(x) and B = B(x) are constants in the fast variables y. The equilibrium
solution is therefore j(x) = B/A, and the simplifed system is

Ẋ = f (X, j(X))
h
1 + eA−1ry f (X, j(x))rx j(X)

i
. (B.7)

B.4 Constructing the fast terms

The construction in this section relies on the ratio of scales e being explicit in the equa-
tions of motion. Usually a non-dimensionalisation of the system is needed to make the
scales explicit. However, with complex nonlinear terms (such as tabulated net reaction
rates which include many reaction channels) the precise form of the terms may not be
obvious.

Here we need only the leading order terms and so can proceed as follows. We start
from a system of equations which we expect to have fast behaviour

ż = h(x, z), (B.8)

where x are any variables we expect to be slow. We assume that we know how h
scales asymptotically with the ratio of scales. That assumption means we can explicitly
compute

hfast = lim
e!0

(eh) . (B.9)

This defnes the source term for the fast behaviour as the piece that diverges linearly
with the ratio of scales in the limit of infnitely fast speeds. We then split the source into
fast and slow pieces using

hslow = h− e−1hfast, (B.10)

and perform the equivalent split on the variables z as

żfast = e−1hfast, (B.11a)

żslow = hslow. (B.11b)

We can then identify the fast variables y with zfast and augment the slow variables x
with zslow.
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Working with the CompOSE
database

Our analysis of the reactive problem in chapter 6 is—ultimately—aimed at numerical
implementations. Given this target, it makes sense to consider how the discussion im-
pacts on the matter model that needs to provide the input physics. In this appendix
we will spell out the connection with the compOSE database, which provides a useful
collection of state-of-the-art equation of state models. As a result, the arguments draw
heavily on the compOSE manual [210], in particular section 4.1.2 (“Thermodynamic
consistency”) of version 2.0. The aim here is to explain how the various thermodynam-
ical coeffcients introduced in the main text can be worked out from an actual equation
of state table. This is obviously a necessary step in the process. It also helps highlight
to what extent existing tabulated data needs to be augmented in the future.

All equations of state relevant for our work in the compOSE database are provided
as tables of (T, n, Yq), where Yq is the fraction of charged strongly interacting particles,
which for a system without muons corresponds to the electron fraction Yq = Ye (as local
charge neutrality is assumed to hold). The central thermodynamical potential is the
Helmholtz free energy density f = #− Ts, and some key quantities in the construction
of the tables are �

p
n

,
s
n

,
mb

mn
− 1,

mq

mn
,

ml

mn
,

f
nmn

− 1,
#

nmn
− 1
�

, (C.1)

where mn is the neutron mass—also provided in the tables and specifc to each model—
while mb, mq, ml are the baryon, charge and lepton “chemical potentials” (respectively).
The energy cost of adding a neutron, proton or electron to the system is then

mn = mb , mp = mb + mq , me = −mq + ml (C.2)
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as follows straightaway from the respective baryon, charge1 and lepton number. The
baryon, charge and lepton chemical potentials are (in general) used to build the free
energy, even though in the charge-neutral case with leptons this reduces to

f = (mb + mlYe)n− p . (C.3)

From this we see that there are only two independent chemical potentials at the ther-
modynamical level—consistent with a three-parameter equation of state—that can be
written as derivatives of the Helmholtz free energy, namely mb and ml.

Now, we need to connect with the quantities used in the main text. We have (following
from the Gibbs relation eq. (6.12))

f = #− Ts , d f = −sdT + mndn− bdne , (C.4)

where b = mn − mp − me in the cold equilibrium assumed throughout this paper. From
this differential we see that, by defnition

mn =

�
¶ f
¶n

�
T,ne

=

�
¶ f
¶n

�
T,Ye

−Ye

�
¶ f
¶ne

�
T,n

, (C.5a)

−b =

�
¶ f
¶ne

�
T,n

=
1
n

�
¶ f
¶Ye

�
T,n

. (C.5b)

Contrasting this with the results in section 4.1.2 of the compOSE manual, it is easy
to see that2 mn = mb and b = −ml. In practice, the affnity b can be either read off
from the tables directly, or computed as above. Because the equation of state table is
three-dimensional, the quantity extracted is inevitably a function of b = b(n, T, Yq).
This is consistent with the results of section 6.2, where we accounted for the fact that b

depends on either the temperature or the energy density.

Now, the coeffcients A and B introduced in section 6.2 can be obtained as combina-
tions of derivatives of b considered as a function of (n, #, Ye). We need to link these
expressions to derivatives that can be computed from the available tables (or, which
may be more practical for the future, enhance the table with the required information).

1This is the total charge, not the charge of the strongly interacting particles corresponding to nq = nYq.
2Note that mq potential is not an independent thermodynamic quantity as the system cannot create

protons alone because of the charge neutrality assumption.
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That is, we have to change variables to arrive at�
¶b

¶n

�
#,Ye

=

�
¶b

¶n

�
T,Ye

−
�

¶#

¶n

�
T,Ye

�
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�−1
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�
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�
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, (C.6a)�
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Recalling that these quantities should be evaluated at equilibrium, we see that we also
need to construct the corresponding equilibrium table. Operationally, this can be done
as follows. We fx n, T and vary Ye until we fnd a value for which b = 0. The corre-
sponding value of Ye is then what we call Yeq

e and the equilibrium composition will au-
tomatically only be a function of (n, T). Evaluating the original three-parameter model
at Ye = Yeq

e gives the corresponding equilibrium energy density and pressure etc. Us-
ing expressions analogous to eq. (C.6), we can rewrite derivatives of Yeq

e with respect
to (n, #) in terms of derivatives with respect to (n, T), that can be extracted from the
tables.

With the results in eq. (C.6) and evaluating the relevant quantities at equilibrium, we
can work out (for a given equation of state) the value of B, as required for fg. 6.2. In
order to computeA though, we also need to evaluate the restoring term g (effectively, a
measure of the reaction timescale). In fg. C.1 we showA as obtained from the modifed
Urca rates for the APR equation of state [210, 195] used in [104]. For this fgure we have
calculated g assuming the Fermi surface approximation, which allows us to use the
analytic formulae from [9].

Let us stress that the result should be valid for low temperatures (T . 1 MeV), how-
ever the timescales relevant for our purposes occur in the range of (according to A as
calculated above) 2 MeV . T . 20 MeV for the densities relevant to the neutron star
core, begging the question of how accurate the approximation is. Instead of calculating
out-of-equilibrium rates without the Fermi surface approximation, we can take a differ-
ent approach, and estimate the equilibration timescale using neutrino opacities [106].
Notably, we fnd some broad similarities between the two estimates—despite expected
qualitative differences—particularly in the regions of interest at relevant temperatures
and densities.
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FIGURE C.1: Plot of A for the APR equation of state used in [104]. The restoring term
g is calculated assuming the Fermi surface approximation remains valid. Contours

are at A = f103, 104, 107, 109gs−1 (solid, dash, dot-dash, dot).



Appendix D

Formulating the MRI in the local
frame

In this appendix we show how to formulate the magneto-rotational instability using
the local frame construction of chapter 7. In particular, we will show that using a co-
rotating local frame we can derive the same equations as in [31]. Next in appendix D.2
we focus on the Rayleigh criterion. The discussion we provide here has the advan-
tage that it makes explicit an important underlying assumption that is key to the usual
Rayleigh and MRI criteria [180, 33].

Let us start by considering the circular velocity profle assumed in [31], v = vĵ ĵ with
vĵ = Ω(R)R where we use cylindrical coordinates and an orthonormal basis on the
“tangent space” (as usual). Consistently with the notational conventions adopted in
the rest of the thesis, we then distinguish between indices with a “hat” corresponding
to the orthonormal basis, and those without that correspond to the coordinate basis.
We then pick an orbit at some radial distance R0 and choose an observer that is co-
rotating with angular frequency identical to that of the background fow at R0, that is
vobs = Ω0Rĵ where Ω0 = Ω(R0). The observer is then accelerated with acceleration
a = −Ω2

0RR̂, and the velocity of the fuid with respect to such an observer then is
v0 = (Ω−Ω0)Rĵ. We then set up the axes of the observer local frame so that one is
pointing in the radial direction (ê1), one is pointing in the azimuthal direction (ê2) and
the third one is aligned with the rotation axis (ê3). Introducing coordinates associated
to this observer, we can then write the background fuid velocity as

v0 =
dΩ

dlnR

����
R0

x0 ê2 +O(x02) . (D.1)

We have neglected terms of order O(x02) as we will only need the velocity and its
gradients evaluated at the origin of the frame—so that such terms will not enter the
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perturbation equations anyway. Computing the gradients we then obtain

¶0iv
0
j =

0B@0 s0 0
0 0 0
0 0 0

1CA , s0 =
dΩ

dlnR

����
R0

. (D.2)

As the local frame of the observer is rotating with angular velocity Ω0ê3, we need to
include the Coriolis force into the perturbation equations. We then write the perturbed
Euler and continuity equations (dropping the primes for clarity, and retaining only
fast-gradients in the background velocity)

¶tdvi + 2Ω0ei3kdvk + dvj¶jvi +
c2

s
r

¶idr +
1

m0r

h
Bj¶idBj − Bj¶jdBi

i
= 0 , (D.3a)

¶tdr + r¶idvi = 0 , (D.3b)

and, introducing a WKB plane-wave expansion (as detailed in section 7.1),

− iwdvi + 2Ω0ei3kdvk + s0di2dv1 + i
c2

s
r

kidr +
i

m0r

h
BjkidBj − Bjk jdBi

i
= 0 , (D.4a)

− iwdr + irkidvi = 0 . (D.4b)

Next, focus on the induction equation. As we have discussed section 7.3, the induction
equation in the co-rotating frame retains the inertial form. We then have

d¶j

�
vjBi − vibj

�
= dvj¶jBi + vj¶jdBi − Bj¶jdvi − dBj¶jvi , (D.5)

where we made use of i)the no-monopoles constraint ii)the vanishing expansion of the
background fow iii)the Boussinesq approximation to get rid of the divergence of the
perturbed velocity. Introducing the WKB plane-wave expansion and evaluating the
background quantities at the origin of the local frame we then end up with

− iwdBi − iBjk jdvi − dB1s0di2 = 0 . (D.6)

In eqs. (D.4) and (D.6) we recognize the terms entering the perturbation equations in
[31] (with the exception of background gradients in the pressure that we are here ne-
glecting). We also note that we here do not need to formally neglect terms of the form
B/R as these terms do not appear in the explicit local frame construction. We conclude
by noting that, at the special relativistic level, a uniformly rotating observer and the co-
rotating one are not the same as the latter is also accelerated (see Gourgoulhon [101],
ch. 13). However, such a difference is irrelevant at the level of the Newtonian per-
turbation equations since i) pseudo-acceleration terms drop out of the perturbed Euler
equation ii) non-inertial terms in the induction equation involving the four-acceleration
are negligible in the Newtonian limit (cf. discussion in section 7.3).
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D.1 Another look at the non-inertial MHD equations.

Before we move on to take a closer look at the Rayleigh criterion, let us here show
how the terms involving the local frame rotation drop out of the induction equation.
Even though we have already argued this happens in general (cf. eq. (7.21)), we here
prove this for the specifc case of a co-rotating observer. We do so as this allows us to
appreciate better why the cancellation comes about.

We show this using the notion of spin coeffcients associated with a uniformly rotating
observer. That this is going to lead us where we want can be anticipated by recalling
the result in eq. (A.9) and that we made use of the bi-linear form Ω in the argument in
section 7.3. We then introduce (Born) coordinates associated with a uniformly rotating
observer (axes suitably oriented so that the angular velocity is Ω0ẑ)

t0 = t , z0 = z , x0 = Rcos(Ω0t + j) , y0 = Rsin(Ω0t + j) , (D.7)

where primed coordinates are Cartesian (i.e. non-rotating). Computing the spin coeff-
cients (starting from a fat metric) we then obtain

w R̂
j ĵ = −1 , w

ĵ

j R̂
= +1 , w R̂

t ĵ = −Ω0 , w
ĵ

t R̂
= Ω0 , (D.8)

showing that, as the coordinates “mix space and time” we need to introduce a covari-
ant derivative in the time-direction as well. We then write the non-inertial induction
equation as (cf. eq. (7.19))

rtBî +r ĵ

�
v ĵBî − vîB ĵ

�
+ eî ĵk̂BĵΩ

0
k̂ = 0 . (D.9)

It is then easy to verify, by means of eq. (D.8) that

rtBî + eî ĵk̂BĵΩ
0
k̂ = ¶tBî , (D.10)

thus confrming the result in eq. (7.21) and the use of the inertial induction equations.
The co-rotating frame rotation vector is Ω0ê3, which happens to be the same (by con-
struction) as the vorticity of the observer. This is why we see the same cancellation as
in eq. (7.21) where we assumed the two are equal.

D.2 A closer look at the Rayleigh stability criterion

The key point of the magneto-rotational instability is that the circular velocity back-
ground is stable against axisymmetric hydrodynamic perturbations, while adding a
(however weak) magnetic feld changes completely the nature of the system and makes
it unstable to such perturbations. We now revisit the Rayleigh criterion with the aim of
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bringing to the fore important aspects to be kept in mind when looking at the general
results derived in the main text, specifcally in sections 7.4 and 7.5.

Starting from eq. (D.4), and ignoring terms associated with the magnetic feld, we write
the coeffcients matrix (ordering the perturbed quantities as fdr/r, dvR̂, dvĵ, dvẑg)0BBBB@

−w k1 k2 k3

c2
s k1 −w 2iΩ0 0

c2
s k2 −i k2

2Ω0
−w 0

c2
s k3 0 0 −w

1CCCCA ,
k2

2Ω0
= 2Ω0 + s0 = 2Ω0 +

dΩ
dlnR

����
R0

, (D.11)

and the dispersion relation reads

w4 −
(
c2

s k2 − k2�w2 + ic2
s s0k1k2w + c2

s k2(k3)2 = 0 . (D.12)

If we now consider the sound-proof limit, namely c2
s � 1, we then end up with

k2w2 − is0k1k2w− k2k2
3 = 0 . (D.13)

From this we easily see that, if we assume axisymmetric perturbations, namely k2 = 0,
we obtain the usual Rayleigh stability criterion, that is k2 > 0. We stress that, as is
well-known, the criterion does not guarantee that non-axisymmetric modes are stable.
In fact, rewriting the dispersion relation in terms of ∆ = −iw and using the Routh-
Hurwitz criterion (cf. appendix E) we fnd that, on top of the Rayleigh criterion we
would also need

s0k1k2 � 0 . (D.14)

We also note that, the story changes if we take the opposite limit instead, namely
c2

s � 1, in which case the Rayleigh criterion is suffcient to guarantee stability of also
non-axisymmetric perturbations. This would also be the case had we assumed incom-
pressibility from the start.

Having discussed the usual Rayleigh criterion using the co-rotating observer, we now
re-work through it using an observer that is orbiting with the fuid at a given orbital
distance R0 but whose (local frame) axes are non rotating. We do this for two reasons.
First, it will allow for a direct comparison with the general results discussed in the main
text, specifcally in section 7.4. Second, we have argued that choosing to work with a
rotating or non-rotating observer is, in general, just a matter of taste. We then pick up
an orbit R0 as before, choose the observer to be co-orbiting with the background fow
at the specifc orbit

vobs = −Ω0y0 x̂ + Ω0x0ŷ , (D.15)

where we used global Cartesian coordinates and x0(t) = R0cos(Ω0t), y0(t) = R0sin(Ω0t)
describe the worldline of the observer (the origin of the axes is suitably chosen so that
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z0(t) = 0). The background fuid velocity is then

v = −Ωxŷ + Ωyx̂ , Ω = Ω(
q

x2 + y2) (D.16)

so that, considering the relative velocity v0 = v− vobs and expanding around (x0, y0)

we obtain

v0 = −
�

s0
x0y0

x2
0 + y2

0
x0 +

�
Ω0 + s0

y2
0

x2
0 + y2

0

�
y0
�

x̂

+

��
Ω0 + s0

x2
0

x2
0 + y2

0

�
x0 + s0

x0y0

x2
0 + y2

0
x0
�

ŷ , (D.17)

where x0 = x − x0, y0 = y − y0. We can now choose a local region around a specifc
point (x0, y0, z0) on the orbit and choose to re-orient the axes by a constant rotation so
that the observer velocity is moving only in the y−direction. We then set up the local
frame in such a way that the local axis are non-rotating and oriented like the global
cartesian ones. We can therefore write the gradients as

¶0iv
0
j =

0B@ 0 Ω0 + s0 0
−Ω0 0 0

0 0 0

1CA , (D.18)

and the coeffcients matrix of the linearized Euler plus continuity system is (cf. eq. (D.4)
and ignore both magnetic feld terms and the Coriolis force as the axis are non-rotating)0BBBB@

−w k1 k2 k3

c2
s k1 −w iΩ0 0

c2
s k2 −i(Ω0 + s0) −w 0

c2
s k3 0 0 −w

1CCCCA . (D.19)

We can then compute the dispersion relation to fnd

w4 −
�
c2

s k2 + Ω0(Ω0 + s0)
�

w2 + ic2
s k1k2s0 w + c2

s Ω0(Ω0 + s0)(k3)2 = 0 , (D.20)

and observe this is consistent with the general dispersion relation in eq. (7.40) when
restricted to the shear and vorticity associated with eq. (D.18). However, this is not
quite the dispersion relation we obtained above (cf. eq. (D.12)). The reason for this is
that the two local observers we have considered measure different frequencies, as the
axes of the co-rotating observer rotate with angular velocity Ω0ê3 with respect to the
other. To show why this is the resolution to the apparent confict, let us consider once
again the Born coordinates (cf. eqs. (D.7) and (D.8)). Given any vector aî we have

rtaî = ¶t âi + Ω0eî3̂k̂ak̂ . (D.21)
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This relation, when we introduce a plane-wave WKB expansion translates to

− iwrotdaî = −iwnrdaî + Ω0eî3̂k̂dak̂ , (D.22)

where wrot is the frequency measured by the co-rotating observer, while wnr is the fre-
quency measured by an observer that has the same worldline but uses non-rotating
axes. Specifying eq. (D.22) to the perturbed velocity (noting that it would not apply
to the continuity equation as the density is a scalar), and noting that the frequency in
eq. (D.19) correspons to wnr, we can reconcile the results obtained from eq. (D.19) with
those from eq. (D.11). We also note here that the same logic applies when we consider
magnetized fows. That is, if we work with the inertial induction equation and compute
the background velocity gradients as in eq. (D.18), we also need to take into account of
the relation in eq. (D.22) for magnetic feld disturbances to get back to eq. (D.6) and the
MRI dispersion relation.



Appendix E

The Routh-Hurwitz criterion

In this appendix we review the Routh-Hurwitz criterion (see [131]), which gives valu-
able information about the roots of a polynomial with real coeffcients. The criterion is
often useful for studies of the linear stability of a system of equations, and can also be
used prior to a numerical investigation (to inform the numerical study).

Given a real algebraic equation

xn + ã1xn−1 + � � �+ ãn−1x + ãn = 0 , (E.1)

the Routh-Hurwitz criterion states that the number of roots with positive real part cor-
responds to the number of sign changes—disregarding vanishing terms—in the follow-
ing sequence

T0 , T1 , T1T2 , T2T3 , . . . , Tn−1Tn−2, ãn , (E.2)

where

T0 = 1 , T1 = ã1 , T2 = det

 
ã1 1
ã3 ã2

!
, T3 = det

0B@ã1 1 0
ã3 ã2 ã1

ã5 ã4 ã3

1CA , (E.3)

and so on. Throughout this work we have derived a number of dispersion relations in
terms of the frequency w (as a function of the wave-vector k), whereby linear stability
corresponds to its roots having negative imaginary part. Rewriting the dispersion rela-
tion in terms of ∆ = −iw, stability corresponds to ∆-roots having negative real part. As
such, using of the Routh-Hurwitz criterion we can directly obtain information about
the stability of a system without having to explicitly fnd the solutions to the disper-
sion relation—which is always possible numerically (but often requires an expensive
parameter study) while is viable analytically only in special/simple cases.

We conclude this appendix by noting a caveat that is not explicitly mentioned in [131],
namely that Routh-Hurwitz criterion can be used only when all the coeffcients in a
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polynomial are non-vanishing. We show this with a trivial trivial example:

(x2 − 2)(x2 − 3) = x4 − 5x2 + 6 = 0 =) x = �
p

2 ,�
p

3 . (E.4)

Using the Routh-Hurwitz criterion, the sequence we obtain (neglecting vanishing terms)
is 1, 6 and we would deduce there are no roots with positive real part. This is obviously
wrong.
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[49] F. Carrasco, D. Viganò, and C. Palenzuela. Gradient subgrid-scale model for
relativistic mhd large-eddy simulations. Phys. Rev. D, 101:063003, Mar. 2020.

[50] S. Carroll. Spacetime and Geometry. Cambridge University Press, 2019.

[51] B. Carter. Conductivity with causality in relativistic hydrodynamics: the regular
solution to Eckart’s problem. In Gravitation and Cosmology, pages 58–65, Jan. 1988.

[52] B. Carter. Covariant theory of conductivity in ideal fuid or solid media. Rela-
tivistic fuid dynamics, 1385:1–64, 1989.

[53] B. Carter. Convective variational approach to relativistic thermodynamics of dis-
sipative fuids. Proc. R. Soc. A, 433(1887):45–62, 1991.

[54] B. Carter and D. Langlois. Relativistic models for superconducting superfuid
mixtures. Nucl. Phys. B, 531:478–504, 1998.

[55] B. Carter and H. Quintana. Foundations of General Relativistic High-Pressure
Elasticity Theory. Proc. R. Soc. Lond. A, 331(1584):57–83, Nov. 1972.

[56] H. B. G. Casimir. On onsager’s principle of microscopic reversibility. Rev. Mod.
Phys., 17:343–350, Apr 1945.

[57] T. Celora, N. Andersson, and G. L. Comer. Linearizing a non-linear formulation
for general relativistic dissipative fuids. Class. Quant. Grav., 38(6), Mar. 2021.



208 REFERENCES

[58] T. Celora, N. Andersson, I. Hawke, and G. L. Comer. Covariant approach to
relativistic large-eddy simulations: The fbration picture. Phys. Rev. D, 104(8):
084090, 2021.

[59] T. Celora, I. Hawke, P. C. Hammond, N. Andersson, and G. L. Comer. Formu-
lating bulk viscosity for neutron star simulations. Phys. Rev. D, 105(10):103016,
2022.

[60] T. Celora, I. Hawke, N. Andersson, and G. L. Comer. Local magneto-shear insta-
bility in Newtonian gravity. arXiv e-prints, 4 2023.

[61] C. Cercignani and G. M. Kremer. The Relativistic Boltzmann Equation. Springer-
Verlag New York, 1998.

[62] N. Chamel and P. Haensel. Physics of Neutron Star Crusts. Living Rev. Rel., 11:
10, 2008.

[63] S. Chandrasekhar. The Stability of Non-Dissipative Couette Flow in Hydromag-
netics. Proc. Natl. Acad. Sci., 46(2):253–257, Feb. 1960.

[64] R. Ciolf. Binary neutron star mergers after gw170817. Frontiers in Astronomy and
Space Sciences, 7:27, 2020.

[65] F. Cipolletta, J. V. Kalinani, B. Giacomazzo, and R. Ciolf. Spritz: a new fully
general-relativistic magnetohydrodynamic code. Class. Quant. Grav., 37(13):
135010, 2020.

[66] G. L. Comer and R. Joynt. Relativistic mean feld model for entrainment in gen-
eral relativistic superfuid neutron stars. Phys. Rev. D, 68:023002, July 2003.

[67] G. L. Comer and D. Langlois. Hamiltonian formulation for multi-constituent
relativistic perfect fuids . Class. Quant. Grav., 10:2317–2327, Nov. 1993.

[68] G. L. Comer and D. Langlois. Hamiltonian formulation for relativistic superfu-
ids. Class. Quant. Grav., 11:709–721, Mar. 1994.

[69] T. Damour, A. Nagar, and S. Bernuzzi. Improved effective-one-body description
of coalescing nonspinning black-hole binaries and its numerical-relativity com-
pletion. Phys. Rev. D, 87:084035, Apr. 2013.

[70] S. Dartevelle. Comprehensive Approaches to Multiphase Flows in Geophysics. United
States. National Nuclear Security Administration, 2005.

[71] M. D. Duez, Y. T. Liu, S. L. Shapiro, M. Shibata, and B. C. Stephens. Collapse of
magnetized hypermassive neutron stars in general relativity. Phys. Rev. Lett., 96:
031101, Jan. 2006.



REFERENCES 209

[72] M. D. Duez, A. Knight, F. Foucart, M. Haddadi, J. Jesse, F. Hebert, L. E. Kidder,
H. P. Pfeiffer, and M. A. Scheel. Comparison of momentum transport models for
numerical relativity. Phys. Rev. D, 102(10):104050, 2020.

[73] C. Eckart. The Thermodynamics of Irreversible Processes. III. Relativistic Theory
of the Simple Fluid. Phys. Rev., 58:919–924, Nov. 1940.

[74] G. F. R. Ellis. Relativistic cosmology. Cargese Lect. Phys., 6:1–60, 1973.

[75] G. F. R. Ellis. Inhomogeneity effects in Cosmology. Class. Quant. Grav., 28:164001,
2011.

[76] M. Evans et al. A Horizon Study for Cosmic Explorer: Science, Observatories,
and Community. arXiv e-prints, Sept. 2021.

[77] G. L. Eyink and T. D. Drivas. Cascades and dissipative anomalies in relativistic
fuid turbulence. Phys. Rev. X, 8:011023, Feb. 2018.

[78] E. Fermi. On the phenomena that occur in the neighborhood of a world line. Atti
R. Accad. Lincei Rend. Cl. Sci. Fis. Mat. Nat., 31(1):21, 1922.

[79] E. Fermi. On the phenomena that occur in the neighborhood of a world line. Atti
R. Accad. Lincei Rend. Cl. Sci. Fis. Mat. Nat., 31(1):51, 1922.

[80] G. Fiorella Burgio and A. F. Fantina. Nuclear Equation of state for Compact Stars
and Supernovae. Astrophys. Space Sci. Libr., 457:255–335, 2018.

[81] J. Friedman and N. Stergioulas. Rotating Relativistic Stars. Cambridge Mono-
graphs on Mathematical Physics. Cambridge University Press, 2013.

[82] J. L. Friedman and B. F. Schutz. On the stability of relativistic systems. Astro-
phys. J., 200:204–220, Aug. 1975.

[83] J. L. Friedman and B. F. Schutz. Lagrangian perturbation theory of nonrelativistic
fuids. Astrophys. J., 221:937–957, May 1978.

[84] U. Frisch. Turbulence. The legacy of A.N. Kolmogorov. Cambridge University Press,
1995.

[85] M. Fukuma and Y. Sakatani. Entropic formulation of relativistic continuum me-
chanics. Phys. Rev. E, 84(2):026315, Aug. 2011.

[86] S. Galtier. Introduction to Modern Magnetohydrodynamics. Cambridge University
Press, 2016.

[87] L. Gavassino and M. Antonelli. Thermodynamics of uncharged relativistic mul-
tifuids. Class. Quant. Grav., 37(2):025014, Jan. 2020.



210 REFERENCES

[88] L. Gavassino and M. Antonelli. Unifed Extended Irreversible Thermodynamics
and the stability of relativistic theories for dissipation. Front. Astron. Space Sci., 8:
686344, 2021.

[89] L. Gavassino, M. Antonelli, and B. Haskell. Bulk viscosity in relativistic fuids:
from thermodynamics to hydrodynamics. Class. Quant. Grav., 38(7):075001, 2021.

[90] R. P. Geroch. Relativistic theories of dissipative fuids. J. Math. Phys., 36:4226,
1995.

[91] R. P. Geroch and L. Lindblom. Dissipative relativistic fuid theories of divergence
type. Phys. Rev. D, 41:1855, 1990.

[92] R. P. Geroch and L. Lindblom. Causal theories of dissipative relativistic fuids.
Annals Phys., 207(2):394–416, May 1991.

[93] B. Giacomazzo and L. Rezzolla. WhiskyMHD: A New numerical code for general
relativistic magnetohydrodynamics. Class. Quant. Grav., 24:S235–S258, 2007.

[94] B. Giacomazzo, J. Zrake, P. Duffell, A. I. MacFadyen, and R. Perna. Producing
Magnetar Magnetic Fields in the Merger of Binary Neutron Stars. Astrophys. J.,
809(1):39, 2015.

[95] P. Goldreich and D. Lynden-Bell. II. Spiral arms as sheared gravitational instabil-
ities. Mon. Not. R. Astron. Soc., 130:125, Jan. 1965.

[96] P. Goldreich and S. Sridhar. Toward a theory of interstellar turbulence. 2. Strong
Alfvenic turbulence. Astrophys. J., 438:763–775, 1995.

[97] P. Goldreich and S. Sridhar. Magnetohydrodynamic turbulence revisited. Astro-
phys. J., 485(2):680, Aug. 1997.

[98] J. Goodman and G. Xu. Parasitic Instabilities in Magnetized, Differentially Rotat-
ing Disks. Astrophys. J., 432:213, Sept. 1994.

[99] E. Gourgoulhon. An Introduction to the theory of rotating relativistic stars. In
CompStar 2010: School and Workshop on Computational Tools for Compact Star Astro-
physics, Mar. 2010.

[100] E. Gourgoulhon. 3+1 Formalism in General Relativity. Springer-Verlag Berlin Hei-
delberg, 2012.

[101] E. Gourgoulhon. Special Relativity in General Frames. Springer-Verlag Berlin Hei-
delberg, 2013.

[102] J. Guilet, A. Bauswein, O. Just, and H.-T. Janka. Magnetorotational instability
in neutron star mergers: impact of neutrinos. Mon. Not. R. Astron. Soc., 471(2):
1879–1887, July 2017.



REFERENCES 211

[103] P. Haensel, A. Potekhin, and D. Yakovlev. Neutron Stars 1: Equation of State and
Structure. Astrophysics and Space Science Library. Springer New York, 2007.

[104] P. Hammond, I. Hawke, and N. Andersson. Thermal aspects of neutron star
mergers. Phys. Rev. D, 104(10):103006, 2021.

[105] P. Hammond, I. Hawke, and N. Andersson. Impact of nuclear reactions on grav-
itational waves from neutron star mergers. Phys. Rev. D, 107(4):043023, 2023.

[106] P. C. Hammond. Numerical evolution of binary neutron star mergers. PhD thesis,
University of Southampton, 2022.

[107] B. Haskell and A. Melatos. Models of pulsar glitches. Int. J. Mod. Phys. D, 24(3):
1530008, Jan. 2015.

[108] J. F. Hawley and S. A. Balbus. A Powerful Local Shear Instability in Weakly
Magnetized Disks. II. Nonlinear Evolution. Astrophys. J., 376:223, July 1991.

[109] J. F. Hawley, C. F. Gammie, and S. A. Balbus. Local Three-dimensional Magneto-
hydrodynamic Simulations of Accretion Disks. Astrophys. J., 440:742, Feb. 1995.

[110] J. F. Hawley, X. Guan, and J. H. Krolik. Assessing Quantitative Results in Accre-
tion Simulations: From Local to Global. Astrophys. J., 738:84, 2011.

[111] J. F. Hawley, S. A. Richers, X. Guan, and J. H. Krolik. Testing Convergence for
Global Accretion Disks. Astrophys. J., 772:102, 2013.

[112] K. Hayashi, K. Kiuchi, K. Kyutoku, Y. Sekiguchi, and M. Shibata. General-
relativistic neutrino-radiation magnetohydrodynamics simulation of seconds-
long black hole-neutron star mergers: Dependence on initial magnetic feld
strength, confguration, and neutron-star equation of state. preprint, Nov. 2022.

[113] G. W. Hill. Researches in the lunar theory. Am. J. Math., 1(1):5–26, 1878.

[114] W. A. Hiscock and L. Lindblom. Stability and causality in dissipative relativistic
fuids. Annals Phys., 151(2):466–496, Jan. 1983.

[115] W. A. Hiscock and L. Lindblom. Generic instabilities in frst-order dissipative
relativistic fuid theories. Phys. Rev. D, 31:725–733, 1985.

[116] W. A. Hiscock and L. Lindblom. Nonlinear pathologies in relativistic heat-
conducting fuid theories. Phys. Lett. A, 131(9):509–513, Sept. 1988.

[117] R. E. Hoult and P. Kovtun. Stable and causal relativistic Navier-Stokes equations.
J. High Energy Phys., 06:67, 2020.

[118] W. Israel. Nonstationary irreversible thermodynamics: A causal relativistic the-
ory. Annals Phys., 100(1):310 – 331, 1976.



212 REFERENCES

[119] W. Israel and J. M. Stewart. Transient relativistic thermodynamics and kinetic
theory. Annals Phys., 118(2):341–372, Apr. 1979.

[120] W. Israel and J. M. Stewart. On transient relativistic thermodynamics and kinetic
theory. II. Proc. R. Soc. Lond. A, 365(1720):43–52, Feb. 1979.

[121] D. Jou, G. Lebon, and J. Casas-Vázquez. Extended Irreversible Thermodynamics.
Springer Netherlands, 3 edition, 2010.

[122] M. Karlovini and L. Samuelsson. Elastic stars in general relativity: IV. Axial per-
turbations. Class. Quant. Grav., 24(13):3171–3189, July 2007.

[123] D. Kasen, B. Metzger, J. Barnes, E. Quataert, and E. Ramirez-Ruiz. Origin of the
heavy elements in binary neutron-star mergers from a gravitational wave event.
Nature, 551:80, 2017.

[124] K. Kiuchi, K. Kyutoku, Y. Sekiguchi, M. Shibata, and T. Wada. High resolution
numerical relativity simulations for the merger of binary magnetized neutron
stars. Phys. Rev. D, 90:041502, Aug. 2014.
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[219] D. Viganò, R. Aguilera-Miret, and C. Palenzuela. Extension of the subgrid-scale
gradient model for compressible magnetohydrodynamics turbulent instabilities.
Phys. Fluids, 31(10):105102, Oct. 2019.
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