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Abstract. — We associate to every G-bornological coarse space X and every left-exact
∞-category with G-action a left-exact infinity-category of equivariant X-controlled
objects. Postcomposing with algebraic K-theory leads to new equivariant coarse
homology theories. This allows us to apply the injectivity results for assembly maps
by Bunke, Engel, Kasprowski and Winges to the algebraic K-theory of left-exact
∞-categories.

Résumé (Objets contrôlés dans les ∞-catégories exactes à gauche et la
conjecture de Novikov)

Nous associons à tout espace G-bornologique grossier X et à toute ∞-catégorie exacte
à gauche munie d’une G-action une ∞-catégorie exacte à gauche des objets équivariants
X-contrôlés. En considérer la K-théorie nous conduit à de nouvelles homologies
grossières équivariantes. Cela nous permet d’appliquer les résultats d’injectivité pour
les morphismes d’assemblage dûs à Bunke, Engel, Kasprowski et Winges à la K-théorie
des ∞-catégorie exactes à gauche.
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1. Introduction

This paper concerns the construction of G-equivariant coarse homology theo-
ries in the sense of [BEKW20aBEKW20a, Def. 3.10]. Given a left-exact ∞-category with
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G-action, we first construct a functor which associates to every G-bornological
coarse space a new left-exact ∞-category of equivariant controlled objects.
The coarse homology theory is then obtained by composing this functor with
a localising invariant from left-exact ∞-categories to some target stable ∞-
category. We employ these equivariant coarse homology theories in order to
study properties of assembly maps.

Any equivariant coarse homology theory can be restricted (see Example 7.1.4Example 7.1.4)
to a functor, denoted by M : GOrb→M for the moment, on the orbit category
GOrb. We then consider the assembly map

(1.0.1) AssFin,M : colim
GFinOrb

M →M(∗) ,

which approximates the value M(∗) of M on the final object of GOrb by its
values on the subcategory GFinOrb of orbits with finite stabilisers. The word
Novikov conjecture from the title refers to the assertion that this assembly map
is split injective under certain conditions. We describe the history of this term
in greater detail in Remark 1.1.19Remark 1.1.19.

The relevance of coarse homology theories for the verification of split injec-
tivity of the assembly map (1.0.11.0.1) stems from the axiomatic approach to this
question developed in [BEKW20bBEKW20b], which builds on a long tradition of proofs
using similar methods [CP95CP95, BR07BR07, RTY14RTY14, Kas15Kas15] The essential assump-
tion on the functor M is the CP-condition which we recall in Definition 7.1.3Definition 7.1.3.
It requires that M arises from an equivariant coarse homology theory as in
Example 7.1.4Example 7.1.4 and that this coarse homology theory has various additional
properties.

We verify that the equivariant coarse homology theory constructed from
a left-exact ∞-category with G-action D and algebraic K-theory in place of
the localising invariant has the required properties to ensure that the resulting
functor, denoted by KDG : GOrb → M in (1.1.41.1.4), is a CP-functor. This
approach subsumes various previously known cases, but also adds new examples
of functors on the orbit category which are therefore known to satisfy the
CP-condition.

In Section 1.1Section 1.1, we start with a more detailed discussion of the construction
of functors on the orbit category from left-exact ∞-categories with G-action
and localising invariants. In particular, we explain how some of the classical
examples of functors on the orbit category can be considered as special cases of
our general construction. In Theorem 1.1.6Theorem 1.1.6, we provide a sample split injectivity
result for the assembly map derived by combining [BEKW20bBEKW20b] with the results
of the present paper.

In Section 1.2Section 1.2 we give a detailed overview on the construction of coarse
homology theories from left-exact ∞-categories with G-action. The technical
details of this construction account for the main body of this paper.
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1.1. Split injectivity of assembly maps. — Let G be a group. The orbit
category GOrb is the category of transitive G-sets and equivariant maps. For
a family F of subgroups of G (Definition 7.3.10Definition 7.3.10), let GFOrb denote the full
subcategory of the orbit category consisting of G-sets with stabilisers in F
(Definition 7.3.11Definition 7.3.11).

We consider a functor M : GOrb→M with a cocomplete target∞-category.
For any pair of families F ′ and F of subgroups of G such that F ′ ⊆ F we then
have a relative assembly map (see Definition 7.3.16Definition 7.3.16)

(1.1.1) AssFF ′,M : colim
GF′Orb

M → colim
GFOrb

M .

It is a morphism between objects of M and induced by the inclusion of the
index categories of the colimits in (1.1.11.1.1).

A natural question about the assembly map is whether it is an equivalence
or at least split injective. The split injectivity question has been studied
axiomatically in [BEKW20bBEKW20b]. In this approach, the main assumption on the
functor M is that it is a CP-functor.

As said above, being a CP-functor requires that M extends to an equivariant
coarse homology theory in a particular way, and that this equivariant coarse
homology theory has various additional properties. Our main contribution in
this direction is Theorem 1.1.5Theorem 1.1.5 below stating that KDG is a CP-functor. We
start with a precise description of this functor.

A left-exact ∞-category is an ∞-category which contains a zero object and
admits all finite limits. A functor between left exact ∞-categories is called
left-exact if it preserves finite limits. We let CatLex∞,∗ denote the large∞-category
of small left-exact ∞-categories and left-exact functors, see Example 2.1.3Example 2.1.3.

Small left-exact ∞-categories with G-actions are objects of the functor
category Fun(BG,CatLex∞,∗). For the following, we fix a small left-exact ∞-
category with G-action D.

The group G considered as a G-set with the G-action by left translations is an
object of GOrb. Its group of automorphisms is G acting by right translations.
By BG we denote the groupoid consisting of a single object with group of
automorphisms G. Sending the unique object in BG to the free orbit G
provides an embedding

(1.1.2) j : BG→ GOrb .

Since CatLex∞,∗ admits all small colimits (Proposition 2.1.32Proposition 2.1.32), we can form the
left Kan extension

(1.1.3) j!D : GOrb→ CatLex∞,∗

of D along j. We further compose j!D with the algebraic K-theory functor
K : CatLex∞,∗ → Sp in order to define the functor

(1.1.4) KDG := K ◦ j!D : GOrb→ Sp ,
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see Definition 7.1.6Definition 7.1.6 and Definition 7.2.1Definition 7.2.1 for details.
We refer to Definition 7.1.9Definition 7.1.9 for a precise definition of the term “hereditary

CP-functor”.

Theorem 1.1.5 (Corollary 7.2.7Corollary 7.2.7). — The functor KDG is a hereditary CP-
functor.

As said above, the CP-condition on KDG allows us to apply the axiomatic
approach to injectivity results for assembly maps developed in [BEKW20bBEKW20b].
The following theorem describes a typical example of such an application.

Theorem 1.1.6. — Assume:
(1) G admits a finite-dimensional CW -model for the classifying space EFinG.
(2) G is a finitely generated subgroup of a linear group over a commutative

ring with unit or of a virtually connected Lie group.
Then the assembly map

AssAll
Fin,KDG

: colim
GFinOrb

KDG → colim
GOrb

KDG

admits a left inverse.

Using that ∗ is the final object of GOrb, we can identify the target of this
assembly map with KDG(∗) in order to get the version (1.0.11.0.1). Theorem 1.1.5Theorem 1.1.5
exhibits Theorem 1.1.6Theorem 1.1.6 as a consequence of Theorem 7.3.21Theorem 7.3.21. For a detailed
review of the general results of [BEKW20bBEKW20b] involving more complicated assump-
tions on G (e.g. the condition of finite decomposition complexity), we refer to
Section 7.3Section 7.3.

The assumptions required in the theorems listed in Section 7.3Section 7.3 can be sepa-
rated into assumptions on the group G and the families F ′,F on the one hand,
and the assumption on the functor M being a CP-functor, see Definition 7.1.3Definition 7.1.3,
on the other hand. The present paper contributes to the latter. In particular,
we make no attempt to enlarge the class of groups for which injectivity results
are known.

The Farrell–Jones conjecture predicts that the assembly map AssAll
Vcyc,KDG

for the family of virtually cyclic subgroups Vcyc is an equivalence. Generalising
work of Bartels [Bar03Bar03], we show in Theorem 7.3.18Theorem 7.3.18 that the relative assembly
map AssVcyc

Fin,KDG
is always split injective. Therefore, Theorem 1.1.6Theorem 1.1.6 can also be

read as providing evidence towards the Farrell–Jones conjecture. In fact, the
coarse homology theories constructed in the present paper are used crucially in
[BKWBKW] in order to extend proofs of the Farrell–Jones conjecture from the linear
case (see Example 1.1.7Example 1.1.7) to the version stated above.

We now explain the relation between the functor (1.1.41.1.4) and examples of
functors whose assembly maps have been classically considered. We start with
recalling their constructions.
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Example 1.1.7. — The motivating and guiding example for our approach is
the equivariant algebraic K-theory functor

KAG : GOrb→ Sp

associated to an additive category A with a strict G-action. We refer to this
case as the linear case as opposed to the derived case. The functor KAG has
first been constructed in [DL98DL98].

In the following, we give a quick alternative construction of KAG which is
analogous to the construction of the functor in (1.1.41.1.4) above. We consider the
large∞-category Add∞ of small additive categories obtained from the category
of small additive categories and additive functors by inverting equivalences. We
then interpret A as an object A∞ of Fun(BG,Add∞). We denote the left
Kan extension of A∞ along j by

j!A∞ : GOrb→ Add∞ .

Finally, we let

(1.1.8) KAdd : Add∞ → Sp

be the non-connective K-theory functor for additive categories (constructed by
Pedersen–Weibel [PW85PW85] and Schlichting [Sch04Sch04]). We then define the composed
functor

(1.1.9) KAG := KAdd ◦ j!A∞ : GOrb→ Sp

(compare with Definition 7.1.6Definition 7.1.6).

Theorem 1.1.10 ([BEKW20bBEKW20b, Ex. 1.10],[BEKW20bBEKW20b, Ex. 2.6])
The functor KAG is a hereditary CP-functor.

The argument for this result given in [BEKW20bBEKW20b] is short but heavily
uses results from [BEKW20aBEKW20a] and the quite technical paper [BEKW20cBEKW20c].
Theorem 1.1.10Theorem 1.1.10 allows us to apply the split injectivity results for assembly
maps from [BEKW20bBEKW20b] to KAG. ♦

Example 1.1.11. — In [BKW21BKW21], we studied the nonconnective equivariant
Waldhausen A-theory functor

AP : GOrb→ Sp , S 7→ A(P ×G S)

associated to a G-principal bundle with total space P , which is defined in terms
of the algebraic K-theory of certain Waldhausen categories of retractive spaces,
and proved the following.

Theorem 1.1.12 ([BKW21BKW21, Thm. 5.17]). — AP is a hereditary CP -functor.

Again, this allows us to apply the split injectivity theorems about assembly
maps in [BEKW20bBEKW20b] to AP . ♦
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In the following two examples we show that Theorem 1.1.10Theorem 1.1.10 and
Theorem 1.1.12Theorem 1.1.12 can be viewed as special cases of Theorem 1.1.5Theorem 1.1.5.

Example 1.1.13. — Let A be an additive category with strict G-action. Then
we can form the category of bounded chain complexes Chb(A) in A. By
[BC20BC20, Prop. 2.7], the localisation Chb(A)∞ of Chb(A) at the chain homotopy
equivalences is a stable ∞-category. Taking the G-action into account, we
obtain a left-exact ∞-category with G-action Chb(A)∞ which can serve as
input for our theory.

As we will show in Corollary 7.4.18Corollary 7.4.18, there is an equivalence

KChb(A)∞,G ≃ KAG

of functors GOrb→ Sp, so Theorem 1.1.5Theorem 1.1.5 strictly generalises Theorem 1.1.10Theorem 1.1.10.
♦

Example 1.1.14. — Consider the presentable ∞-category of pointed spaces
Spc∗. The full subcategory Spcop,ω∗ of cocompact objects in its opposite belongs
to CatLex∞,∗. This is a non-stable example which can serve as input for our theory.

Let ℓ : Top→ Spc be the canonical localisation functor. Every topological
G-space P (i.e. an object of Fun(BG,Top)) gives rise to an object ℓ(P ) in
Fun(BG,Spc). Since CatLex∞,∗ is cocomplete, it is tensored over spaces and
we can form the left-exact ∞-category with G-action ℓ(P ) ⊗ Spcop,ω∗ . By
Corollary 7.5.6Corollary 7.5.6 and (7.5.57.5.5), there is an equivalence of functors

K(ℓ(P )⊗ Spcop,ω∗ )G ≃ AP

for every principal G-bundle P . Hence Theorem 1.1.12Theorem 1.1.12 is also a special case of
Theorem 1.1.5Theorem 1.1.5. ♦

The setting of left-exact∞-categories, which includes all stable∞-categories,
allows us to consider a number of further examples.

Example 1.1.15. — Let R in Alg(Sp) be an associative ring spectrum, and let
Mod(R) be its stable ∞-category of right modules. The ∞-category Mod(R)
is compactly generated presentable, and its subcategory Mod(R)perf of compact
objects is an essentially small, idempotent complete stable ∞-category. For
technical reasons, one should consider its opposite Mod(R)perf,op, which is equiv-
alently the full subcategory Mod(R)op,ω of cocompact objects in Mod(R)op,
as input for our machinery.

We equip Mod(R)op,ω with the trivial G-action. In this case, one can check
that

(1.1.16) j!(Mod(R)op,ω)(G/H) ≃Mod(R[H])op,ω ,

where R[H] is the group ring of H with coefficients in R. ♦
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We conclude this introduction with an indication how Theorem 1.1.5Theorem 1.1.5 is
shown. The first condition for a CP-functor (Definition 7.1.3Definition 7.1.3) is that its target
∞-category is stable, complete, cocomplete, and compactly generated. Note
that the ∞-category of spectra Sp has all these properties.

The remaining conditions for KDG being a CP-functor require that it extends
(in a particular way, see below) to an equivariant coarse homology theory E, and
that this equivariant coarse homology theory is continuous, strongly additive,
and admits transfers. It is the realisation of this condition which connects
the study of CP-functors with the construction of equivariant coarse homology
theories using controlled object functors. In the following, we need the category
GBC of G-bornological coarse spaces (see Section 3.4Section 3.4) and the notion of an
equivariant coarse homology theory E : GBC→ Sp (Definition 5.3.2Definition 5.3.2). These
notions were introduced in [BEKW20aBEKW20a] in the precise form needed.

The phrase “extends in a particular way” means that for every S in GOrb
there is a natural equivalence

(1.1.17) KDG(S) ≃ E(Gcan,min ⊗ Smin,max) ,
where we refer to Example 3.4.9Example 3.4.9 and Example 3.4.12Example 3.4.12 for the notation appearing
in the argument of E.

We show, as a consequence of Proposition 5.4.5Proposition 5.4.5, that the functor KDG is
the restriction of the equivariant coarse homology theory

KCXG : GBC→ Sp

defined in Definition 7.2.10Definition 7.2.10 with C := Proω(D) being the pro-completion of D.
More precisely, for every transitive G-set S there is a natural equivalence

(1.1.18) KDG(S) ≃ KCXG(Smin,max) .
But this is not yet the correct “particular way” of extending as indicated in
(1.1.171.1.17). The correct equivariant coarse homology theory which has to be taken
for E is the coarse algebraic K-homology

KCXG : GBC→ Sp

with coefficients in C which is defined in Definition 7.2.8Definition 7.2.8. By Corollary 5.4.21Corollary 5.4.21,
we get a natural equivalence

KCXG(Smin,max) ≃ KCXG(Gcan,min ⊗ Smin,max) ,
which together with (1.1.181.1.18) gives the required natural equivalence

KDG(S) ≃ KCXG(Gcan,min ⊗ Smin,max) .
We now have to see that the equivariant coarse homology theory KCXG is
strongly additive, continuous, and admits transfers.

Continuity is built into the definition of KCXG, see Section 5.1Section 5.1.
The condition of strong additivity (Definition 4.6.10Definition 4.6.10) heavily depends on

the fact that the K-theory functor preserves products (Proposition 7.2.5Proposition 7.2.5). At
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the moment, we do not know any other non-trivial finitary localising invariant
(Definition 2.5.5Definition 2.5.5) with this property.

Finally, the existence of transfers depends on the construction of KCXG
via categories of controlled objects. We refer to Section 6Section 6 for the details. This
section is the derived analogue of the paper [BEKW20cBEKW20c] covering the linear
case.

Remark 1.1.19. — In its original formulation [Nov71Nov71, Section 11], the Novikov
conjecture asserts the homotopy invariance of higher signatures: given an
oriented, closed and connected n-manifold M with fundamental group G, every
cohomology class x in Hn−4k(BG;Q) gives rise to a higher signature

signx(M) := ⟨Lk(M) ∪ c∗x, [M ]⟩ ∈ Q ,

where Lk(M) in H4k(M) is the k-th Hirzebruch polynomial and c : M → BG
denotes the classifying map of the universal cover of M . Novikov conjectured
that these higher signatures are invariant under orientation-preserving homotopy
equivalences. See [FRR95FRR95, KL05KL05] for detailed surveys on this question. Surgery
theory translated this conjecture into entirely homotopy-theoretic terms by
showing that it is equivalent to the rational injectivity of the L-theoretic assembly
map BG⊗L(Z)→ L(Z[G]), see [Wal70Wal70, Ch. 17H] and [Ran92Ran92, Proposition 24.5].
For this reason, the analogous statement in algebraic K-theory also acquired
the name Novikov conjecture. The latter has been proved for all groups with a
classifying space of finite type [BHM93BHM93]. Over time, it has become custom to
use this name for a variety of injectivity results concerning assembly maps in
K- and L-theory.

Most prominently, this concerns the split injectivity of the integral assembly
map for torsionfree groups considered by Carlsson and Pedersen [CP95CP95], Bartels
and Rosenthal [BR07BR07] and Guentner, Tessera and Yu [RTY14RTY14]. These theorems
were generalised to groups with torsion by Kasprowski [Kas15Kas15]. To accomodate
groups with torsion, one replaces the domain of the assembly map by a more
general object which is best explained in terms of functors on the orbit category
of a group as in (1.0.11.0.1). ♦

1.2. Controlled objects and coarse homology theories. — Coarse ge-
ometry was invented by J. Roe [Roe03Roe03] [Roe88Roe88], [Roe93Roe93]. Partially motivated
by the study of assembly maps, controlled topology has been developed e.g. in
[CP95CP95], [BFJR04BFJR04],[BLR08BLR08], [BL11BL11] as a parallel branch. Eventually, it has been
observed in [HPR96HPR96], [Mit01Mit01], [BE20aBE20a] and other places that one can interpret
controlled topology as a part of coarse geometry via the cone construction.

In [BE20bBE20b] (the non-equivariant case) and [BEKW20aBEKW20a] (the equivariant
case), we provided a formal framework for coarse geometry and axiomatised
the notion of a (equivariant) coarse homology theory (see Definition 5.3.2Definition 5.3.2).
This framework subsumes the proper metric spaces studied in classical coarse
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geometry and the cones considered in controlled topology, but also allows more
general constructions.

More specifically, in [BEKW20aBEKW20a] we introduced the category ofG-bornological
coarse spaces GBC (Definition 3.4.7Definition 3.4.7). These are G-sets equipped with a compat-
ible G-bornology and G-coarse structure, see Definitions 3.3.1Definitions 3.3.1, 3.4.13.4.1 and 3.4.53.4.5.
The bornology is used to encode local finiteness conditions, while the coarse
structure captures the large-scale geometry. While in the classical definition
by Roe the bounded sets are determined by the coarse structure, in the case
of G-bornological spaces there is much more freedom for the choice of the
bornology.

Recall that in homotopy theory one studies topological spaces (or simplicial
sets) up to weak equivalence. Analogously, the homotopy theory of bornologi-
cal coarse spaces studies bornological coarse spaces up to coarse equivalence
(Remark 4.1.3Remark 4.1.3) and flasques (Definition 4.2.1Definition 4.2.1). Homotopical invariants of G-
bornological coarse spaces which in addition satisfy an appropriate version of
excision are given by the evaluation of equivariant coarse homology theories

(1.2.1) E : GBC→M ,

where M is a cocomplete stable ∞-category, e.g., the category of spectra. In
[BEKW20aBEKW20a], we constructed the universal equivariant coarse homology theory

Yos : GBC→ GSpX

which takes values in the stable∞-category GSpX of equivariant coarse motivic
spectra.

For another attempt to axiomatise coarse homology theories we refer to
[Mit01Mit01]. The examples of coarse homology theories prior to [BE20bBE20b] (the non-
equivariant case) and [BEKW20aBEKW20a] (the equivariant case) were constructed under
more restrictive assumptions on the spaces, and often only as group-valued
functors satisfying a weaker set of axioms. The most relevant properties were
coarse invariance and versions of excision. Some versions of the vanishing on
flasques property were considered as a particular property of the example. This
applies for example to the coarse ordinary homology and coarse topological K-
homology which were defined as group-valued functors on the category of proper
metric spaces and proper controlled maps [Roe93Roe93], [Roe96Roe96]. The algebraic K-
theory functors in controlled topology were usually defined on spaces which are
cones over topological spaces [Wei02Wei02],[BLR08BLR08], but sometimes also for general
metric space as in [PW85PW85].

It turned out that the construction of all these examples could be modified
in order to fit our notion of coarse homology theory. We refer to [BE20bBE20b],
[BEKW20aBEKW20a], [BC20BC20] for the cases of ordinary coarse homology, topological
coarse K-homology, and coarse algebraic K-homology with coefficients in an
additive category.
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In the present paper, we construct functors

V : GBC→ CatLex∞,∗

which associate to every G-bornological coarse space X a left-exact ∞-category
of X-controlled objects in a (previously chosen) compactly generated presentable
∞-category. These constructions are designed such that if

Hg: CatLex∞,∗ →M

is a homological functor (Definition 2.5.5Definition 2.5.5), e.g., the composition of a finitary
localising invariant on stable ∞-categories with the stabilisation functor, then
the composition

(1.2.2) Hg ◦V : GBC→M

is an equivariant coarse homology theory.
The idea to use controlled objects to produce coarse homology theories is

natural and has been used in previous examples. The first case is probably
the use of controlled Alexander chains in Roe’s construction of ordinary coarse
homology. Controlled objects in an additive category were used to construct
the controlled or coarse versions of algebraic K-theory of additive categories,
see e.g. [PW85PW85], [Wei02Wei02], [BLR08BLR08], [BFJR04BFJR04], [BEKW20aBEKW20a]. In an analogous
fashion, coarse topological K-homology has been constructed using controlled
objects in C∗-categories, see [BE20bBE20b], [Bun19Bun19], [BE23BE23]. Non-linear versions
of categories of controlled objects, namely X-controlled retractive spaces over
some auxiliary space, have been used to construct controlled A-theory [Wei02Wei02],
[UW19UW19], and an equivariant coarse homology theory extending equivariant
A-theory in [BKW21BKW21].

In all these examples, the coefficient category C is an ordinary category.
In the present paper, we start with the opposite C of a compactly generated
presentable ∞-category with G-action. In the following, we explain how we
associate to a G-bornological coarse space X a category of X-controlled objects
in C.

Let X be a G-set. In the first step, consider the ∞-category

PShC(X) := Fun(Pop
X ,C)

(see (3.1.13.1.1)) of contravariant functors from the poset PX of subsets of X to C.
The group G acts on X (and hence on PX) as well as on C, so PShC(X) carries
an induced G-action by conjugation. The ∞-category PShC(X) is again the
opposite of a compactly generated presentable ∞-category. We then set

PShGC(X) := lim
BG

PShC(X) .

The construction depends functorially on the G-set X. Using the forgetful func-
tor which sends a G-coarse space to its underlying G-set, we can view PShGC as a
functor defined on the category GCoarse of G-coarse spaces (Definition 3.3.2Definition 3.3.2).
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If X is a G-coarse space, we then use the coarse structure CX of X in order
to define a subcategory ShGC(X) of sheaves in PShGC(X). For every invariant
entourage U in CGX , we consider the Grothendieck topology τU generated by
U -covering families (Definition 3.2.3Definition 3.2.3) and let

ShUC(X) ⊆ PShC(X)

be the full subcategory of τU -sheaves. It is a complete, pointed, large∞-category
with G-action (Example 2.1.7Example 2.1.7). Taking the union

ShC(X) :=
⋃

U∈CG
X

ShUC(X)

over all invariant entourages produces a finitely complete, pointed, large ∞-
category with G-action (Example 2.1.6Example 2.1.6). By applying limBG, we get the objects

ShU,GC (X) := lim
BG

ShUC(X) and ShGC(X) := lim
BG

ShC(X) .

The excision property of sheaves leads to the Glueing Lemma (Lemma 3.2.30Lemma 3.2.30).
The construction of ShGC(X) depends functorially on the G-coarse space X and
thus produces a functor

ShGC : GCoarse→ CATLex
∞,∗ .

Morphisms between sheaves are natural transformations, so the functor ShGC
on GCoarse is far from being coarsely invariant.

We will introduce morphisms which propagate in the X-direction by perform-
ing an appropriate localisation in Section 3.5Section 3.5. If V is an invariant entourage of
X containing the diagonal, then we can define a G-equivariant functor of posets
(see (3.1.123.1.12) for details) and a natural transformation

V (−) : PX → PX , V (−)→ id .

The induced functor V∗ on presheaves preserves sheaves and descends to an
endofunctor V G∗ on ShGC(X). Denoting by WX the collection of all comparison
morphisms M → V G∗ M with M in ShGC(X), we consider the Dwyer–Kan
localisation

V̂G
C(X) := ShGC(X)[W−1

X ] .

Some effort is needed to show that this construction produces left-exact ∞-
categories and is covariantly functorial in X and C. It is important to observe
that the construction also has a contravariant functoriality for a restricted
class of morphisms of G-coarse spaces called coarse coverings (Definition 3.3.16Definition 3.3.16
and Lemma 3.6.11Lemma 3.6.11). The functor V̂G

C is excisive (in an appropriate sense) and
coarsely invariant, but its values are still large.

Using the forgetful functor GBC→ GCoarse, we can view V̂G
C as a functor

on GBC (Definition 3.4.7Definition 3.4.7). For a G-bornological coarse space X, we now use
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the bornology BX on X in order to define a full subcategory

VG
C(X) ⊆ V̂G

C(X)

of objects represented by equivariantly small sheaves. In the non-equivariant
case, the natural condition on a sheaf to be small is that it sends the bounded
subsets of X (i.e., the elements of the bornology BX) to cocompact objects in
C. This assumption is not sufficient in the equivariant setting. For example, we
would like VG

C(Gcan,min) to be equivalent, at least up to idempotent completion,
to the category CG,ω of cocompact objects in the fixed points of C via the global
sections functor. Unless we explicitly require that the evaluation of a sheaf on
a G-bounded subset, i.e., the G-orbit of a bounded subset, is cocompact in CG,
the image of the global sections functor will not even be contained in CG,ω.
Since the condition must also be compatible with the contravariant functoriality
for coverings, we are forced to require that an equivariant small sheaf evaluates
to cocompact objects in CH on H-bounded subsets for all subgroups H of G
(see Proposition 3.4.62Proposition 3.4.62 in particular). This construction finally leads to the
functor

VG
C : GBC→ CatLex∞,∗ ,

see (3.6.93.6.9).
We now obtain our first version of a functor of equivariant X-controlled

objects in C

VG,c
C : GBC→ CatLex∞,∗

by forcing continuity (Definition 5.1.5Definition 5.1.5) on VG
C, see Definition 5.1.14Definition 5.1.14. Essentially,

this means that we force the value of the functor on a G-bornological coarse
space X to be determined by its values on locally finite subsets of X.

In order to get the second version, we first apply the construction above to
the trivial group leading to Vc

C. If we apply this functor to a G-bornological
coarse space X, then by functoriality we get left-exact∞-category with G-action
Vc

C(X) and set
Vc

C,G(X) := colim
BG

Vc
C(X) .

This yields a functor
Vc

C,G : GBC→ CatLex∞,∗ .

The properties of both functors VG,c
C and Vc

C,G are stated in Corollaries 5.1.15Corollaries 5.1.15
and 5.2.135.2.13. Upon composition with the algebraic K-theory functor, they yield
equivariant coarse homology theories

KCXG := K ◦VG,c
C : GBC→ Sp ,

see Corollary 7.2.9Corollary 7.2.9, and

KCXG := K ◦Vc
C,G : GBC→ Sp ,

see Corollary 7.2.11Corollary 7.2.11. Each of these theories features some additional properties
which for example enable us to prove Theorem 1.1.5Theorem 1.1.5.
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2. ∞-category background

This aim of this preliminary section is to introduce notation and to collect a
number of technical statements which we include for ease of reference. Section 2.1Section 2.1
introduces the categories in which our constructions will take place, records
some of their basic properties, and fixes notation we will use throughout the rest
of the article. Section 2.2Section 2.2 discusses mapping spaces in Dwyer–Kan localisations.
Together with Section 2.3Section 2.3, this material will be used in Section 3.5Section 3.5 to perform
the final step in our construction of controlled objects over a bornological coarse
space. Section 2.4Section 2.4 elaborates on the relation between stable and left-exact
∞-categories, and how the notion of a localising invariant generalises from the
former to the latter. The contents of this section will only be used in Section 7Section 7.

2.1. Left-exact ∞-categories. — We let Cat∞ denote the large∞-category
of small ∞-categories. We begin by giving names to those subcategories of
Cat∞ that will be important for us. For ease of reference, we describe the
members of the chain of inclusions

(2.1.1) CatLex,perf∞,∗ ⊆ CatLex∞,∗ ⊆ CatLex∞ ⊆ Cat∞ .

in the following collection of examples.

Example 2.1.2. — CatLex∞ is the subcategory of small∞-categories admitting
finite limits and finite limit preserving functors. A typical object of CatLex∞ is
the opposite of the ∞-category Spccp of compact spaces. ♦

Example 2.1.3. — For us, a left-exact ∞-category is a pointed ∞-category
admitting finite limits. We denote by CatLex∞,∗ the full subcategory of CatLex∞
of left-exact ∞-categories. A typical object of CatLex∞,∗ is the opposite of the
∞-category Spccp∗ of compact pointed spaces. ♦
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Example 2.1.4. — The ∞-category Catex∞ of small stable ∞-categories is a
full subcategory of CatLex∞,∗. Both the ∞-category Spcp of compact spectra and
its opposite Spcp,op are stable. See Example 1.1.15Example 1.1.15 for more examples. ♦

Example 2.1.5. — CatLex,perf∞,∗ is the full subcategory of CatLex∞,∗ of idempotent
complete left-exact ∞-categories. The ∞-categories Spccp,op∗ and Spcp,op are
idempotent complete. ♦

We let CAT∞ denote the very large ∞-category of large ∞-categories. We
will also consider the chain

coPrRω,∗ ⊆ CATcplt
∞,∗ ⊆ CATLex

∞,∗ ⊆ CAT∞

of subcategories described in the following list of examples.

Example 2.1.6. — CATLex
∞,∗ is the subcategory of large pointed ∞-categories

admitting finite limits and finite limit preserving functors. It is the large
analogue of CatLex∞,∗ in Example 2.1.3Example 2.1.3. ♦

Example 2.1.7. — CATcplt
∞,∗ is the subcategory of CATLex

∞,∗ of ∞-categories
which admit all small limits and limit preserving functors. ♦

If C is in CATcplt
∞,∗, then we can consider the notion of a cocompact object

C in C, which is equivalent to C being compact in Cop. Explicitly, this means
the following:

Definition 2.1.8. — C is cocompact if the natural morphism

(2.1.9) colim
Iop

MapC(T,C)
≃−→ MapC(lim

I
T,C)

is an equivalence for every cofiltered diagram T : I→ C. ♦

The ∞-category Cω of cocompact objects of C is an object of CATLex
∞,∗.

Example 2.1.10. — coPrR∗ is the subcategory of CATcplt
∞,∗ whose opposites are

pointed, presentable ∞-categories. The morphisms in coPrR∗ are right adjoint
functors (equivalently, they preserve limits). By definition, the formation of
opposite categories gives an equivalence

(−)op : PrL∗
≃−→ coPrR∗ .

Define coPrRω,∗ as the subcategory of coPrR∗ corresponding under this equiv-
alence to the subcategory of compactly generated, pointed, presentable ∞-
categories and left adjoint functors preserving compact objects. In other words,
morphisms in coPrRω,∗ are right adjoint functors preserving cocompact objects
(equivalently, their left adjoints preserve cofiltered limits [Lur09Lur09, Prop. 5.5.7.2]),
and by definition we have an equivalence

(2.1.11) (−)op : PrLω,∗
≃−→ coPrRω,∗ .
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If C is in coPrRω,∗, then its full subcategory Cω of cocompact objects belongs
to CatLex,perf∞,∗ . Note that Cω ≃ ((Cop)cp)op. ♦

Next, we consider the (co)completeness of the categories we have introduced,
and describe which limits and colimits can be computed on the level of un-
derlying ∞-categories. Most importantly, we show that CatLex∞,∗ is complete
(Proposition 2.1.12Proposition 2.1.12) and cocomplete (Proposition 2.1.32Proposition 2.1.32), and that the forgetful
functor CatLex∞,∗ → Cat∞ preserves limits and filtered colimits. Along the way,
we discuss various constructions which preserve fully faithful functors.

Proposition 2.1.12. — The ∞-category CatLex∞,∗ has small limits as well as
small filtered colimits. Furthermore, the inclusion CatLex∞,∗ → Cat∞ preserves
small limits and small filtered colimits.

Proof. — If we fix a small category K, the forgetful functor from the∞-category
of small ∞-categories with K-shaped colimits (and functors preserving them)
to the ∞-category of ∞-categories commutes with small limits: commutation
with products is an easy exercise, and the case of pullbacks follows from [Lur09Lur09,
Lem. 5.4.5.5]. Since the assignment C 7→ Cop is an equivalence, the same is
true replacing K-shaped colimits by K-shaped limits: the forgetful functor
from the ∞-category of small ∞-categories with K-shaped limits (and functors
preserving them) to the∞-category of∞-categories commutes with small limits.
For filtered colimits, we have analogous compatibility properties, except that
we need K to be finite, by [Lur09Lur09, Prop. 5.5.7.11] and its dual version.

In particular, if we let K range over all finite indexing categories, it follows
that CatLex∞ has small limits as well as small filtered colimits, and the functor
CatLex∞ → Cat∞ preserves them. Moreover, the property of having an initial or
terminal object is preserved under small limits as long as the transition maps in
the limit diagram preserve initial or terminal objects, respectively (take K = ∅
in the discussion above). Similarly, since ∅ is finite, the same holds for filtered
colimits. One concludes that the property of having a zero object is closed
under small limits as well as under small filtered colimits in CatLex∞ .

Lemma 2.1.13. — The ∞-category coPrR∗ has small limits. Furthermore, the
inclusion coPrR∗ → CAT∞ preserves small limits.

Proof. — The pointed (see the proof of Proposition 2.1.12Proposition 2.1.12 for the derivation of
the pointed from the unpointed version) variant of [Lur09Lur09, Prop. 5.5.3.13] asserts
that the∞-category PrL∗ has small limits and that the inclusion PrL∗ → CAT∞
preserves small limits. Taking opposites defines an automorphism of CAT∞
which restricts to an equivalence PrL∗ ≃ coPrR∗ , which implies the statement
about coPrR∗ .
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In the following we discuss limits in Cat∞ and CatLex∞,∗. There are analogous
results for the large cases CAT∞ and CATLex

∞,∗.
We will use underlines to indicate constant diagrams. Let C be any of the

above categories, and let I be a small category. Then we consider a diagram
C : I→ C and assume that

(2.1.14) η : lim
I

C→ C

presents an object limI C as the limit of the diagram in C.
For every object i in I we have an evaluation functor

(2.1.15) evi : Fun(I, C)→ C .

Applied to C we get the underlying object evi(C) ≃ C(i) in C. If we apply evi
to η from (2.1.142.1.14) and use the canonical equivalence evi((−)) ≃ id, then we get
the evaluation morphism

(2.1.16) ei : lim
I

C→ C(i)

in C.
If ϕ : C→ D is a natural transformation of such diagrams, then the following

diagram commutes for every i in I:

(2.1.17) limI C
ei //

limI ϕ

��

C(i)

ϕ(i)

��

limI D
ei // D(i)

Lemma 2.1.18. — The collection of functors (ei)i∈I detects equivalences.

Proof. — If D is in Cat∞ with objects D,D′, then we can present the mapping
space by the pullback in Cat∞

MapD(D,D′) //

��

Fun(∆1,D)

��

∆0 ×∆0
(D,D′)

// D×D

,

where the right vertical map is given by the evaluations at the two boundaries
of ∆1. Thus for a pair of objects X,Y of limI C we have a pullback in Cat∞

(2.1.19) MaplimI C(X,Y ) //

��

Fun(∆1, limI C)

��

∆0 ×∆0
(X,Y )

// limI C× limI C

.
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We now define M(X,Y ) in Fun(I,Cat∞) by the pullback square

M(X,Y ) //

��

Fun(∆1,C)

��

∆0 ×∆0 // C×C

,

where the lower horizontal map corresponds to (X,Y ) under the (−, limI)-
adjunction.

We apply limI to this diagram. Since the functor limI preserves pullbacks,
limI ∆

0 ≃ ∆0, and limI Fun(∆
1,C) ≃ Fun(∆1, limI C) we get the pullback

diagram (2.1.192.1.19). In other words, we have an equivalence

(2.1.20) MaplimI C(X,Y ) ≃ lim
I
M(X,Y ) .

On the other hand, for i in I the functor evi : Fun(I,Cat∞)→ Cat∞ preserves
pullback diagrams. In view of the definition of the functor ei und using the
equivalences evi(∆

0) ≃ ∆0 and Fun(∆1,C(i)) ≃ evi(Fun(∆
1,C)) we get the

pullback diagram

evi(M(X,Y )) //

��

Fun(∆1,C(i))

��

∆0 ×∆0
(ei(X),ei(Y ))

// C(i)

,

i.e., the equivalence

evi(M(X,Y )) ≃ MapC(i)(ei(X), ei(Y )) .

Let now f : Y → Y ′ be a morphism in limI C such that ei(f) is an equivalence
for every i in I. Then for every X in limI C the induced morphism

MapC(i)(ei(X), ei(Y ))→ MapC(i)(ei(X), ei(Y
′))

is an equivalence. Hence the induced map evi(M(X,Y ))→ evi(M(X,Y ′)) is
an equivalence for all i in I . We conclude that the morphism M(X,Y ) →
M(X,Y ′) induces an equivalence after applying limI. In view of the equivalence
(2.1.202.1.20), we thus have shown that the induced morphism MaplimI C(X,Y ) →
MaplimI C(X,Y

′) is an equivalence. Since X is arbitrary, we conclude that
f : Y → Y ′ is an equivalence.

Let ϕ : C→ D be a natural transformation of functors I→ Cat∞.

Lemma 2.1.21. — Assume that for every i in I the morphism ϕ(i) : C(i)→ D(i)
is fully faithful. Then we have the following assertions:

(1) The morphism limI ϕ : limI C→ limI D is fully faithful.
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(2) The essential image of the morphism in (11) consists of those objects D
of limI D whose evaluation ei(D) belongs to the essential image of ϕ(i) : C(i)→
D(i) for all i in I.

Proof. — (11) is well-known, but also follows from the discussion of mapping
spaces in the proof of Lemma 2.1.18Lemma 2.1.18. In order to see (22), one easily checks that
the indicated subcategory of limI D has the required universal property.

We consider a diagram C : I→ CatLex∞,∗.

Lemma 2.1.22. — The collection of functors (ei)i∈I detects finite limits.

Proof. — Let J be a finite category and let X : J→ limI C be a diagram. Let
furthermore Y be an object of limI C and ι : Y → limJX be a morphism. We
want to show that ι is an equivalence provided the induced functor

ei(Y )
ei(ι)−−−→ ei(lim

J
X)

!−→ lim
J
ei(X)

is an equivalence for all i in I. Since ei is left-exact, the marked morphism is an
equivalence. Hence the lemma follows from the fact that the collection (ei)i∈I

detects equivalences (Lemma 2.1.18Lemma 2.1.18).

We consider a diagram C : I→ CATcplt
∞,∗.

Lemma 2.1.23. — The collection of functors (ei)i∈I detects limits.

Proof. — The argument is the same as for Lemma 2.1.22Lemma 2.1.22. We just drop all
finiteness assumptions on J and use that in this case the evaluations (being
morphisms in CATcplt

∞,∗) preserve small limits.

In the following, we consider colimits of diagrams of left-exact ∞-categories.
We will show that CatLex,perf∞,∗ and CatLex∞,∗ are cocomplete (the cases of limits
and filtered colimits have already been settled in Proposition 2.1.12Proposition 2.1.12). We further
study instances where colimits preserve fully faithfulness of transformations.

We have a chain of inclusions

CatRex,perf
∞,∗ ⊆ CatRex

∞,∗ ⊆ Cat∞

with the following description:
(1) CatRex

∞,∗ is the subcategory of small pointed∞-categories admitting finite
colimits, and finite colimit-preserving functors [Lur09Lur09, Not. 5.5.7.7].

(2) CatRex,perf
∞,∗ is the full subcategory of CatRex

∞,∗ of idempotent complete
right-exact ∞-categories [Lur09Lur09, Sec. 4.4.5].

As above, we let PrLω,∗ denote the very large∞-category of pointed, compactly
generated presentable ∞-categories and left adjoint functors which preserve
compact objects. We have the Ind-completion functor

Indω : CatRex
∞,∗ → PrLω,∗
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which freely adjoins filtered colimits. Its restriction to idempotent complete
right-exact ∞-categories is an equivalence Indω : CatRex,perf

∞,∗
≃−→ PrLω,∗ whose

inverse is the functor

(−)cp : PrLω,∗ → CatRex,perf
∞,∗

sending a presentable ∞-category to its full subcategory of compact objects.
We have the idempotent completion functor (the pointed version of [Lur09Lur09,
Prop. 5.5.7.10]) fitting into an adjunction

Idem := (−)cp ◦ Indω : CatRex
∞,∗ ⇄ CatRex,perf

∞,∗ : incl .

Left-exact and right-exact ∞-categories are connected by the equivalence

(2.1.24) CatRex
∞,∗

≃−→ CatLex∞,∗ , C 7→ Cop .

We then have a Pro-completion Proω : CatLex∞,∗ → coPrRω,∗ functor defined such
that

CatLex∞,∗

op≃
��

Proω // coPrRω,∗

≃ op

��

CatRex
∞,∗

Indω // PrLω,∗

commutes. It induces an equivalence

(2.1.25) Proω : CatLex,perf∞,∗
≃−→ coPrRω,∗ .

The inverse of the functor (2.1.252.1.25) is the functor

(2.1.26) (−)ω : coPrRω,∗ → CatLex,perf∞,∗

taking the full subcategory of cocompact objects (Definition 2.1.8Definition 2.1.8). Finally, we
have an adjunction

(2.1.27) Idem := (−)ω ◦ Proω : CatLex∞,∗ ⇄ CatLex,perf∞,∗ : incl .

Lemma 2.1.28. — The functor Idem preserves fully faithfulness.

Proof. — The operations Indω, op and (−)ω going into the definition of Proω
preserve fully faithfulness [Lur09Lur09, Prop. 5.3.5.11].

Lemma 2.1.29. — The ∞-category CatLex,perf∞,∗ admits small colimits.

Proof. — We let PrRω denote the∞-category of compactly generated presentable
∞-categories and right adjoint functors which preserve filtered colimits. By
[Lur09Lur09, Prop. 5.5.7.6], this ∞-category admits small limits which are preserved
by the inclusion PrRω → CAT∞. We have an equivalence

ad: PrLω
≃−→ PrRω

op
,
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which is the identity on objects and replaces morphisms by their right adjoints.
Consequently, PrLω admits all small colimits. This implies that PrLω,∗ also
admits small colimits. In view of equivalence (2.1.112.1.11), coPrRω,∗ admits small
colimits. Finally, CatLex,perf∞,∗ also admits small colimits by the equivalence
(2.1.252.1.25).

If I is a groupoid, then we have an equivalence ι : Iop → I.
Let C : I → coPrRω,∗ be a diagram. The colimit in the following lemma is

interpreted in CatLex,perf∞,∗ .

Lemma 2.1.30. — Assume that I is a groupoid.
(1) There is an equivalence

(2.1.31) colim
I

Cω ≃
(
lim
Iop

ι∗C
)ω

.

(2) For every object i in I the diagram

C(i)ω

can(i)

��

// C(i)

ei,∗

��

colimI C
ω

(2.1.312.1.31)

≃
// (limIop ι

∗C)ω // limIop ι
∗C

commutes, where the arrow ei,∗ is the right adjoint of the canonical morphism
ei : limIop ι

∗C→ C(i), and the two unmarked horizontal arrows are the inclu-
sions of the full subcategories of cocompact objects.

(3) The essential images of the functors can(i) for all i in I generate
colimI C

ω under finite limits and retracts.

Proof. — By assumption, we have an equivalence ι : Iop → I and an equivalence
of diagrams ad(Cop) ≃ ι∗Cop in Fun(Iop,CAT∞). This gives, using the
description of colimits in CatLex,perf∞,∗ provided by the proof of Lemma 2.1.29Lemma 2.1.29 in
the first step,

colim
I

Cω ≃
(
(ad−1 lim

Iop
ad(Cop))op

)ω
≃
(
(lim
Iop

ι∗Cop)op
)ω

≃
(
lim
Iop

ι∗C
)ω

.

Since ι∗Cop defines a diagram in PrRω , and since the inclusion PrRω → CAT∞
preserves limits [Lur09Lur09, Prop. 5.5.7.6], the canonical functor ei : limIop ι

∗Cop →
C(i)op is a right adjoint for each i in I. By the proof of Lemma 2.1.29Lemma 2.1.29, taking
opposites and passing to adjoints yields the canonical transformation

ei,∗ : C(i)→ colim
I

C ,
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which restricts to the subcategories of cocompact objects, and thus induces
can(i).

We are left with showing that the essential images of the transformations
can(i) for all i in I generate the target under finite limits and retracts. Since
colimI C has a set of cocompact generators, it suffices to check that a morphism
f : x→ y in colimI C is an equivalence whenever

f∗ : MapcolimI C(x, ei,∗(c))→ MapcolimI C(y, ei,∗(c))

is an equivalence for all i in I and c in C(i) (The proof of [AR94AR94, Thm. 1.11]
carries over to the setting of ∞-categories.). Since

MapcolimI C(x, ei,∗(c)) ≃ MapC(i)(ei(x), c) ,

such a morphism has the property that ei(f) is an equivalence for all i in I. So
it is indeed an equivalence by Lemma 2.1.18Lemma 2.1.18.

Proposition 2.1.32. — The ∞-category CatLex∞,∗ admits small colimits.

Proof. — Let C : I→ CatLex∞,∗ be a diagram. Then for every i in I we have a
canonical morphism

ιi : C(i)→ Idem(C(i))
ei,∗−−→ colim

I
Idem(C) ,

where the colimit is interpreted in CatLex,perf∞,∗ . We let D be the full left-exact
subcategory of colimI Idem(C) generated by the images of the functors ιi for all
i in I. For every T in CatLex∞,∗ we then have the following commutative diagram:

MapFun(I,CatLex
∞,∗)

(Idem(C), Idem(T))

! ≃
��

MapCatLex
∞,∗

(colimI Idem(C), Idem(T))
≃oo

!!≃
��

MapFun(I,CatLex
∞,∗)

(C, Idem(T)) MapCatLex
∞,∗

(D, Idem(T))

MapFun(I,CatLex
∞,∗)

(C,T)

!!!

OO

MapCatLex
∞,∗

(D,T)
≃oo

!!!!

OO

.

The morphism ! is induced by the morphism C→ Idem(C) and is an equivalence
by the universal property of the latter. The morphism !! is induced by the
inclusion D→ colimI Idem(C) and is an equivalence by a similar reason since the
induced morphism Idem(D)→ colimI Idem(C) is an equivalence by construction
of D and Lemma 2.1.30Lemma 2.1.30.33. The morphisms marked by !!! and !!!! are induced
by the fully faithful functor T→ Idem(T). They are inclusions of collections of
components. The ∞-category D is constructed exactly such that the dotted
arrow exists and is a bijection on π0. Since it is natural in T we can conclude
that the colimit of the diagram C in CatLex∞,∗ exists and is represented by D.



CONTROLLED OBJECTS AND THE NOVIKOV CONJECTURE 23

Let I be a small ∞-category, and let ϕ : C→ D be a natural transformation
of functors I→ CatLex∞,∗.

Lemma 2.1.33. — Assume:
(1) I is a groupoid.
(2) The functor ϕ(i) : C(i)→ D(i) is fully faithful for all i in I.

Then the functor colimI ϕ : colimI C→ colimI D is fully faithful.

Proof. — We first consider the analogous assertion for diagrams in CatLex,perf∞,∗ .
In this case, we can apply the idea of the proof of Lemma 2.1.30Lemma 2.1.30. We use the
formula

colim
I

C ≃
(
(ad−1 lim

Iop
ad(Proω(C)op))op

)ω
.

for the colimit given in the proof of Lemma 2.1.29Lemma 2.1.29. As the operations Proω,
(−)ω and (−)op preserve fully faithfulness [Lur09Lur09, Prop. 5.3.5.11], we must show
the following assertion.

Assume that f : P→ Q is a morphism in Fun(I,PrLω) such that f(i) is fully
faithful for every i in I. Then the functor (ad−1 limIop ad)(f) is fully faithful.

We have a morphism ad(f) : ad(Q) → ad(P) in Fun(Iop,CAT∞). The
functor ad (which replaces functors by their right adjoints) does not preserve
fully faithfulness. To overcome this problem we use that the fully faithful
left adjoints f(i) of the functors ad(f(i)) for all i in I assemble to a natural
transformation in the opposite direction. Since I is a groupoid, we have an
equivalence ι : Iop → I. We get the diagram in Fun(Iop,CAT∞)

ad(P)

f̃

::

≃
��

ad(Q)

ad(f)

zz

≃
��

ι∗P
ι∗f

// ι∗Q

,

where f̃ is defined by commutativity of the lower square. By construction, f̃(i)
is the left adjoint f(i) of ad(f(i)). We now apply limIop to the upper line and
get an adjunction

limIop ad(P)

limIop f̃

66
limIop ad(Q)

limIop ad(f)

vv

.

In particular, we have an equivalence

lim
Iop

f̃ ≃ (ad−1 lim
Iop

ad)(f) .
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Since a limit of a diagram of fully faithful functors in CAT∞ is again fully faithful
by Lemma 2.1.21Lemma 2.1.21, we can conclude that limIop f̃ and hence (ad−1 limIop ad)(f)

are fully faithful. This finishes the case of diagrams with values in CatLex,perf∞,∗ .
Assume now that f : C → D is a morphism of I-indexed diagrams with

values in CatLex∞,∗ which is objectwise fully faithful. Then Idem(f) : Idem(C)→
Idem(D) is such a diagram in CatLex,perf∞,∗ with the same property by
Lemma 2.1.28Lemma 2.1.28. We just have shown that the lower line in the square in Cat∞

colimI C
colimI f //

��

colimI D

��

colimI Idem(C)
colimI Idem(f)

// colimI Idem(D)

is fully faithful. In the proof of Proposition 2.1.32Proposition 2.1.32, we have presented the
colimits (in CatLex∞,∗) in the upper line as full subcategories of the colimits (in
CatLex,perf∞,∗ ) in the lower line. Consequently, the vertical arrows are fully faithful.
This implies that also the upper horizontal arrow is fully faithful.

In general, if C is a pointed ∞-category admitting finite products and co-
products, then for every finite set F and family (Cf )f∈F in C we have a natural
morphism

(2.1.34) q :
∐
f∈F

Cf →
∏
f ′∈F

Cf ′ .

This morphism is classified by the collection of morphisms

(2.1.35) (qf ′ :
∐
f∈F

Cf → Cf ′)f ′∈F ,

where qf ′ itself is classified by the collection of morphisms

(2.1.36) (qf,f ′ : Cf → Cf ′)f∈F

such that qf,f ′ is zero for f ̸= f ′ and idCf
for f = f ′.

Definition 2.1.37 ([LuraLura, Def. 6.1.6.13]). — The ∞-category C is called semi-
additive, if it is pointed, admits finite products and coproducts, and if the
morphism (2.1.342.1.34) is an equivalence for every finite set F and family (Cf )f∈F
of objects in C. ♦

Lemma 2.1.38. — The ∞-category CatLex∞,∗ is semi-additive.

Proof. — The∞-category CatLex∞,∗ is complete by Proposition 2.1.12Proposition 2.1.12 and there-
fore admits products. CatLex∞,∗ also admits coproducts by Lemma 2.1.29Lemma 2.1.29. Finally,
CatLex∞,∗ is pointed by the one-point category ∗.
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We now fix a finite set F and a family (Cf )f∈F in CatLex∞,∗. For f in F let
ιf : Cf ′ →

∐
f∈F Cf be the canonical inclusion and πf :

∏
f ′∈F Cf ′ → Cf be

the canonical projection. For every f ′′ in F we have a morphism

pf ′′ := ιf ′′ ◦ πf ′′ :
∏
f ′∈F

Cf ′ →
∐
f∈F

Cf .

Their product(1)(1) in the left-exact ∞-category
∐
f∈F Cf is a morphism

p := ×f ′′∈F pf ′′ :
∏
f ′∈F

Cf ′ →
∐
f∈F

Cf .

We claim that p and the morphism q from (2.1.342.1.34) are mutually inverse equiva-
lences. In order to show that p◦q ≃ id∐

f∈F Cf
it suffices to provide equivalences

p◦q◦ιf ≃ ιf for all f in F . They are given by the following chains of equivalences:

p ◦ q ◦ ιf ≃ (×f ′′∈F ιf ′′ ◦ πf ′′) ◦ q ◦ ιf
≃ ×f ′′∈F (ιf ′′ ◦ πf ′′ ◦ q ◦ ιf )
≃ ×f ′′∈F ιf ′′ ◦ qf ′′ ◦ ιf
≃ ×f ′′∈F (ιf ′′ ◦ qf ′′,f )

≃ ιf ,

where we use the notation from (2.1.352.1.35) and (2.1.362.1.36). Similarly, in order to show
that q ◦ p ≃ id∏

f′∈F Cf′ it suffices to provide an equivalence πf ′ ◦ q ◦ p ≃ πf ′

for every f ′ in F . They are given by the following chains of equivalences

πf ′ ◦ q ◦ p ≃ πf ′ ◦ q ◦ (×f ′′∈F ιf ′′ ◦ πf ′′)

≃ qf ′ ◦ (×f ′′∈F ιf ′′ ◦ πf ′′)

!≃ ×f ′′∈F qf ′ ◦ ιf ′′ ◦ πf ′′)

≃ ×f ′′∈F qf ′,f ′′ ◦ πf ′′

≃ πf ′ ,

where at the marked equivalence we use that qf ′ preserves finite products.

In the remainder of this subsection, we consider a situation where a limit
and a colimit can be interchanged.

Remark 2.1.39. — We consider a small category I, functors T,C,D : I →
Cat∞, and a natural transformation ϕ : C → D. We consider the subspace
Map′Fun(I,Cat∞)(T,D) consisting of the components of MapFun(I,Cat∞)(T,D)
of those natural transformations ψ : T→ D such that for every i in I the functor

(1)This product of functors can formally be understood as a right Kan extension along the
functor of discrete categories F → ∗. It exists since F is finite and

∐
f∈F Cf being left-exact

admits finite products.
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ψ(i) : T(i)→ D(i) takes values in the essential image of ϕ(i) : C(i)→ D(i). If
ϕ is objectwise fully faithful, then the canonical map induces an equivalence

MapFun(J,Cat∞)(T,C)
≃−→ Map′Fun(J,Cat∞)(T,D) . ♦

Let I and J be small categories and let C : I× J→ Cat∞ be a functor.

Lemma 2.1.40. — Assume:
(1) I is filtered.
(2) J has only finitely many objects.
(3) For every morphism i → i′ in I and every object j in J the functor

C(i, j)→ C(i′, j) is fully faithful.
Then the natural functor

(2.1.41) colim
I

lim
J

C→ lim
J

colim
I

C

is an equivalence.

Proof. — By assumption, the transformation C(i,−)→ C(i′,−) of diagrams
J → Cat∞ is objectwise fully faithful for every morphism i → i′ in I. The
induced functor limJ C(i,−)→ limJ C(i′,−) is fully faithful by Lemma 2.1.21Lemma 2.1.21.
Since I is filtered, it follows that the functor

lim
J

C(i,−)→ colim
I

lim
J

C

is fully faithful for every i in I.
Similarly, the canonical functor C(i, j)→ colimI C(−, j) is fully faithful for

all i in I and j in J. We conclude that the induced map

lim
J

C(i,−)→ lim
J

colim
I

C

is fully faithful for every i in I.
Since I is filtered and since we have a commutative diagram

limJ C(i,−) //

��

limJ colimI C

colimI limJ C

66

for every i in I, it follows that colimI limJ C→ limJ colimI C is fully faithful.
We are left with showing essential surjectivity of the functor (2.1.412.1.41). Since

limJ is right adjoint to the functor − taking constant J-diagrams, an object A
in limJ colimI C corresponds to a natural transformation

∆0 → colim
I

C

of diagrams J → Cat∞. Since ∆0 is compact and since J has only finitely
many objects, there exists some i0 in I such that ∆0(j) = ∆0 → colimI C(−, j)
factors for every j in J through the canonical map C(i0, j)→ colimI C(−, j).
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Applying Remark 2.1.39Remark 2.1.39 yields a transformation ∆0 → C(i0,−) which fits into
a commutative triangle

∆0 //

��

colimI C

C(i0,−)

99
.

Hence, we obtain an object in limJ C(i0,−) whose image under the canonical
map limJ C(i0,−)→ colimI limJ C provides the required preimage of A.

For future reference, let us also recall what it means for filtered colimits to
distribute over products. Let M be an ∞-category admitting small filtered
colimits and small products.

Definition 2.1.42. — We say that filtered colimits distribute over products
in M if for any family of small filtered categories (Fi)i∈I and family of functors
(Ei : Fi →M)i∈I the canonical morphism

colim
(Fi)i∈

∏
i∈I Fi

∏
i∈I

Ei(Fi)→
∏
i∈I

colim
Fi∈Fi

Ei(Fi)

is an equivalence. ♦

Example 2.1.43. — Examples of ∞-categories in which filtered colim-
its distribute over products are Spc, Cat∞, and hence also CatLex∞,∗ by
Proposition 2.1.12Proposition 2.1.12. ♦

2.2. The calculus of fractions formula. — Our goal in this section is to
establish conditions under which there exists an explicit formula to compute
mapping spaces in Dwyer–Kan localisations.

Definition 2.2.1. — A relative ∞-category (C,W ) is an object C of Cat∞
together with a subcategory W containing all identity morphisms. ♦

If (C,W ) is a relative ∞-category, its Dwyer-Kan localisation

(2.2.2) ℓ : C→ C[W−1]

satisfies the universal property that for every D in Cat∞ the functor ℓ induces
an equivalence

Fun(C[W−1],D)→ FunW (C,D) ,

where the right-hand side is the subcategory of functors which send morphisms
in W to equivalences.

As explained in [Bar16Bar16, Sec. 1], one can define a large ∞-category Rel∞
of relative ∞-categories and functors preserving the chosen subcategories as a
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subcategory of the arrow category Fun(∆1,Cat∞). The universal property of
the Dwyer–Kan localisation implies that there exists a functor

(2.2.3) Loc: Rel∞ → Cat∞

sending a relative ∞-category (C,W ) to C[W−1] which is left adjoint to the
functor Cat∞ → Rel∞ which sends an∞-category C to the relative∞-category
(C,C≃), where C≃ denotes the groupoid core of C.

In the following, we summarise the main results of [Cis19Cis19, Sec. 7.2]. We
consider a relative ∞-category (C,W ), and we let A be an object of C.

Definition 2.2.4 ([Cis19Cis19, Def. 7.2.2]). — A putative calculus of fractions at
A is a functor π : W (A)→ C with the following properties:

(1) W (A) has a final object A0 with π(A0) ≃ A;
(2) the image of every morphism B → A0 in W (A) lies in W . ♦

Example 2.2.5. — The canonical example of a putative calculus of fractions
is given by the full subcategory W (A) of C/A spanned by the morphisms in W ,
together with the projection

π : W (A)→ C/A → C . ♦

Let π : W (A) → C be a putative calculus of fractions. The colimit of the
diagram

W (A)op
πop

−−→ Cop yo−→ Fun(C,Spc)

yields a functor

(2.2.6) MA : C→ Spc, B 7→ colim
A′∈W (A)op

MapC(π(A
′), B) .

Proposition 2.2.7. — The following are equivalent:

(1) The functor MA inverts all morphisms in W .
(2) The canonical map

(2.2.8) colim
A′∈W (A)op

MapC(π(A
′), B)→ MapC[W−1](ℓ(A), ℓ(B))

is an equivalence of spaces for every object B of C.

Proof. — In the language of [Cis19Cis19], MA inverting all morphisms in W means
that (W (A), π) is a right calculus of fractions. Hence [Cis19Cis19, Thm. 7.2.7]
implies that the morphism (2.2.82.2.8) is an equivalence for every object B of C.
Conversely, if (2.2.82.2.8) is an equivalence for every object B of C, thenMA sends
all morphisms in W to equivalences.
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2.3. Localisations of left-exact ∞-categories. — We will be primarily
interested in localisations of left-exact ∞-categories.

Definition 2.3.1. — A relative left-exact ∞-category (C,W ) is a relative
∞-category such that C is left-exact. ♦

In general, there is no reason to expect that the Dwyer–Kan localisation of a
relative left-exact ∞-category is also left-exact. The following records sufficient
conditions that guarantee this does in fact happen.

Let (C,W ) be a relative ∞-category.

Definition 2.3.2. — We say that W is preserved by pullbacks if every diagram

B′

f

��

A // B

in C with f in W can be extended to a pullback diagram

A′ //

g

��

B′

f

��

A // B

in C with g in W . ♦

Let (C,W ) be a relative ∞-category.

Lemma 2.3.3. — Assume:
(1) W is preserved by pullbacks.
(2) W has the two-out-of-three property.
(3) C admits finite limits.

Then ℓ : C→ C[W−1] preserves finite limits.

Proof. — Since C has finite limits, it may be considered as a category with
weak equivalences and fibrations in the sense of [Cis19Cis19, Def. 7.4.12], where the
weak equivalences are the elements of W , and the fibrations are all maps in C.
Hence we can apply [Cis19Cis19, Prop. 7.5.6].

Alternatively, one can combine [Cis19Cis19, Thm. 7.2.16] with Proposition 2.2.7Proposition 2.2.7
to see that the mapping spaces in the localisation are given by filtered colimits,
and use this directly to show the lemma.

Let (C,W ) be a relative left-exact ∞-category, and let ℓ : C→ C[W−1] be
the Dwyer–Kan localisation.
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Definition 2.3.4. — We say that ℓ is a localisation among left-exact ∞-
categories if C[W−1] and ℓ are left-exact and if for every left-exact ∞-category
D the restriction functor

ℓ∗ : FunCatLex
∞,∗

(C[W−1],D)→ FunWCatLex
∞,∗

(C,D)

is an equivalence, where FunWCatLex
∞,∗

(C,D) is the full subcategory of
FunCatLex

∞,∗
(C,D) on functors which send the morphisms in W to equiv-

alences. ♦

Proposition 2.3.5. — If ℓ : C→ C[W−1] preserves finite limits, then ℓ is a
localisation among left-exact ∞-categories. Furthermore, the induced functor
C∆1 → C[W−1]∆

1

is essentially surjective.

Proof. — Let W̃ be the subcategory of C given by the morphisms which are sent
to equivalence by ℓ. Then W̃ satisfies the two-out-of-three property, W ⊆ W̃ ,
and W̃ is closed under pullbacks since ℓ preserves finite limits.

Moreover, let W denote the smallest subcategory of C which contains W ,
satisfies the two-out-of-three property, and is preserved by pullbacks. Then W ⊆
W ⊆ W̃ , so the Dwyer–Kan localisations at each of these three subcategories
agree. [Cis19Cis19, Prop. 7.5.11] applies to the localisation at W to show that
C[W−1] is left-exact and has the correct universal property.

By [Cis19Cis19, Thm. 7.2.16], Proposition 2.2.7Proposition 2.2.7 provides a formula for the mapping
spaces in C[W

−1
] which shows in particular that any map A→ B in C[W

−1
]

may be written up to equivalence as a composition fs−1, where f : A′ → B is a
map in C, while s : A′ → A is a map in W .

We let RelLex∞,∗ denote the subcategory of Rel∞ of pairs (C,W ) where C

is left-exact and C→ C[W−1] is left-exact, and left-exact functors. Then the
localisation functor from (2.2.32.2.3) restricts to a functor

(2.3.6) Loc: RelLex∞,∗ → CatLex∞,∗ .

2.4. Stabilisation and cofibres. — In this section, we describe the process
of stabilisation of left-exact ∞-categories and exhibit a class of sequences in
CatLex∞,∗ which give rise to cofibre sequences in Catex∞ upon stabilisation.

We have a functor

(2.4.1) Ŝp : CatLex∞,∗ → CatLex∞,∗ , Ŝp(C) := colim(C
Ω−→ C

Ω−→ C
Ω−→ . . . )

and a natural transformation Ω̂∞ : id→ Ŝp. Note that this construction corre-
sponds to Spanier–Whitehead stabilisation under the identification CatLex∞,∗ ≃
CatRex

∞,∗ given by C 7→ Cop. Recall that Catex∞ denotes the full subcategory of
CatLex∞,∗ of stable ∞-categories.
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Lemma 2.4.2. — The functor Ŝp has an essentially unique factorisation

Catex∞

��

CatLex∞,∗

S̃p
99

Ŝp
// CatLex∞,∗

which fits into an adjunction

S̃p : CatLex∞,∗ ⇄ Catex∞ : incl .

Proof. — Under conjugation with the equivalence (−)op : CatLex∞,∗
≃−→ CatRex

∞,∗,
the functor Ŝp corresponds to the Spanier–Whitehead stabilisation, so the
lemma follows from [LurbLurb, Prop. C.1.1.7].

Definition 2.4.3. — We call S̃p : CatLex∞,∗ → Catex∞ the stabilisation functor.
♦

Lemma 2.4.4. — The stabilisation functor S̃p preserves fully faithfulness.

Proof. — The functor Ŝp from (2.4.12.4.1) is given by a filtered colimit in
CatLex∞,∗. Note that filtered colimits in CatLex∞,∗ can be calculated in Cat∞ by
Proposition 2.1.12Proposition 2.1.12. Furthermore a filtered colimit of fully faithful functors in
Cat∞ is fully faithful. This implies the assertion.

Let ϕ : C→ D be a morphism in CatLex∞,∗.

Definition 2.4.5. — We define the stable cofibre of ϕ to be the stable ∞-
category

Cofibs(ϕ) := Cofib(S̃p(ϕ)) . ♦

If ϕ is fully faithful, Lemma 2.4.4Lemma 2.4.4 implies by [CDH+CDH+, Prop. A.3.7.iii)] that

S̃p(D)
S̃p(ϕ)−−−−→ S̃p(C)→ Cofibs(ϕ)

is a Karoubi sequence in the sense of [CDH+CDH+, Def. A.3.5]. In the following we
will show that Cofibs(ϕ) admits an explicit model in terms of a Dwyer–Kan
localisation of C.

Let C be in CatLex∞,∗, and let f : C → C ′ be a morphism in C. Using the
existence of finite limits and a zero object in C, the fibre of f can be defined by

Fib(f) := 0×C′ C .

If ϕ : D→ C is a morphism in CatLex∞,∗, then we define the relative left-exact
∞-category (C,Wϕ) such that Wϕ is the smallest subcategory containing those
morphisms whose fibre lies in the essential image of ϕ, which satisfies the two-
out-of-three-property and which is closed under pullbacks. Then the Dwyer–Kan
localisation is left-exact by Lemma 2.3.3Lemma 2.3.3 and Proposition 2.3.5Proposition 2.3.5.
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Lemma 2.4.6. — The sequence of functors

S̃p(D)→ S̃p(C)→ S̃p(C[W−1
ϕ ])

is a cofibre sequence in Catex∞.

Proof. — For every stable ∞-category E, we have a commutative square

FunCatex∞(S̃p(C[W−1
ϕ ]),E) //

≃
��

FunCatex∞(S̃p(C),E)

≃

��

FunCatLex
∞,∗

(C[W−1
ϕ ],E) // FunCatLex

∞,∗
(C,E)

in which all morphisms are given by restriction functors. As indicated, the
vertical morphisms are equivalences by Lemma 2.4.2Lemma 2.4.2.

Since E is stable, a left-exact functor C→ E vanishes on D if and only if
it inverts all morphisms whose fibre lies in D. Moreover, the subcategory of
morphisms that get inverted by a left-exact functor C → E is closed under
pullbacks and satisfies the two-out-of-three-property. Hence such a functor
vanishes on D if and only if it inverts all morphisms in Wϕ. It follows from
Proposition 2.3.5Proposition 2.3.5 that the essential image of the bottom horizontal functor is
given precisely by the functors vanishing on D.

Moreover, the restriction of a functor S̃p(C) → E vanishing on S̃p(D)

along the unit map C → S̃p(C) also vanishes on D. Conversely, the functor
S̃p(C)→ E induced by a left-exact functor C→ E vanishing on D is trivial on
S̃p(D) since any object in S̃p(D) lies in D after finitely many applications of
Ω. Hence the right vertical functor restricts to an equivalence between the full
subcategories given by functors which vanish on S̃p(D) and D, respectively,
which proves that S̃p(C[W−1

ϕ ] has the desired universal property.

Remark 2.4.7. — Let ϕ : D → C be an exact functor between stable ∞-
categories. Since the essential image of ϕ is a full stable subcategory of C, the
subcategory Wϕ is given precisely by the collection of morphisms whose fibre
lies in the essential image of ϕ. Again by stability, Wϕ is equivalently given by
the collection of morphisms whose cofibre lies in the essential image of ϕ. Hence
Lemma 2.3.3Lemma 2.3.3 and its dual imply that the localisation functor ℓ : C→ C[W−1

ϕ ]

preserves both finite limits and colimits, and it follows that C[W−1
ϕ ] is stable.

So the unit map C[W−1
ϕ ] → S̃p(C[W−1

ϕ ]) is an equivalence in this case, and
Lemma 2.4.6Lemma 2.4.6 recovers the well-known fact that cofibres of stable ∞-categories
are given by Dwyer–Kan localisations.

In particular, we have for every morphism ϕ : D→ C in CatLex∞,∗ an equiva-
lence

S̃p(C)[W−1

S̃p(ϕ)
]

≃−→ S̃p(C[W−1
ϕ ]) . ♦
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2.5. Excisive squares in CatLex
∞,∗ and homological functors. — Any

localising invariant on stable ∞-categories induces an invariant on left-exact
∞-categories by precomposition with the stabilisation functor S̃p : CatLex∞,∗ →
Catex∞. Lemma 2.4.4Lemma 2.4.4 implies that a localising invariant sends a commutative
square

(2.5.1) D
ϕ
//

ψ′

��

C

ψ

��

D′ ϕ′
// C′

of left-exact ∞-categories to a pushout if it is excisive in the sense of the
following definition.

Definition 2.5.2. — A square (2.5.12.5.1) in CatLex∞,∗ is called excisive if:
(1) The functors ϕ : D→ C and ϕ′ : D′ → C′ are fully faithful.
(2) The induced functor on stable cofibres ψ̄ : Cofibs(ϕ)→ Cofibs(ϕ′) is an

equivalence. ♦

Under some conditions a colimit of a diagram of excisive squares is again
excisive. Let I be a small ∞-category, and consider an I-indexed diagram of
squares of the shape (2.5.12.5.1).

Lemma 2.5.3. — Assume:
(1) One of the following holds:

(a) I is filtered.
(b) I is a groupoid.

(2) The evaluation of the diagram at every object of I is an excisive square
in CatLex∞,∗.
Then

(2.5.4) colimI D
colimI ϕ //

colimI ψ
′

��

colimI C

colimI ψ

��

colimI D
′ colimI ϕ

′
// colimI C

′

is an excisive square in CatLex∞,∗.

Proof. — If I is filtered, then the functors colimI ϕ and colimI ϕ
′ are fully

faithful since a filtered colimit of fully faithful functors in CatLex∞,∗ (which can
be calculated in Cat∞, see Proposition 2.1.12Proposition 2.1.12) is again fully faithful. In the
other case, i.e., when I is a groupoid, we use Lemma 2.1.33Lemma 2.1.33 to conclude fully
faithfulness.

Since S̃p and taking cofibres preserve colimits, it follows that Cofibs(colimI ϕ)→
Cofibs(colimI ϕ

′) is an equivalence.
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As indicated above, we are mostly interested in localising invariants defined
on left-exact ∞-categories. To conclude the discussion in this section, we
introduce some related terminoloy and explain the relation between localising
invariants in our sense and localising invariants on stable ∞-categories.

We consider a functor Hg: CatLex∞,∗ →M. We say that Hg inverts Morita
equivalences if it sends the morphism C → Idem(C) (the unit of adjunction
(2.1.272.1.27)) to an equivalence for every C in CatLex∞,∗.

Definition 2.5.5. — The functor Hg is called homological if it has the following
properties:

(1) M is stable and cocomplete.
(2) Hg preserves filtered colimits.
(3) Hg sends excisive squares in CatLex∞,∗ (Definition 2.5.2Definition 2.5.2) to pushout

squares.
The functor Hg will be called a finitary localising invariant if it in addition
inverts Morita equivalences. ♦

Following [BGT13BGT13, Def. 8.1], a functor Catex∞ →M is called a stable finitary
localising invariant(2)(2) if M is stable and cocomplete, and the functor inverts
Morita equivalences, preserves filtered colimits, and sends Karoubi sequences
[CDH+CDH+, Def. A.3.5] to cofibre sequences.

By Lemma 2.4.2Lemma 2.4.2, we have an adjunction

(2.5.6) S̃p : CatLex∞,∗ ⇄ Catex∞ : incl .

If Hg is a finitary localising invariant, then Hg ◦ incl is clearly a stable fini-
tary localising invariant. The following lemma justifies our terminology and
shows that finitary localising invariants correspond to stable finitary localising
invariants by precomposition with the stabilisation functor S̃p.

Lemma 2.5.7. —
(1) If Hg is a homological functor, then the natural transformation

Hg→ Hg ◦ incl ◦S̃p

(induced by the unit of adjunction (2.5.62.5.6)) is an equivalence.
(2) If L is a stable finitary localising invariant, then L ◦ S̃p is a finitary

localising invariant and the transformation

L ◦ S̃p ◦ incl→ L

(induced by the counit of adjunction (2.5.62.5.6)) is an equivalence.

(2)We added the adjective stable in order to distinguish this notion from the one introduced
in Definition 2.5.5Definition 2.5.5. We further added the word finitary in order to highlight that the functor
preserves filtered colimits, as one might want to drop this assumption in certain applications.
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Proof. — Let C be in CatLex∞,∗. Then we have the following excisive square in
CatLex∞,∗:

0

��

// C

��

0 // S̃p(C)

.

Indeed, the horizontal morphisms are fully faithful, and the induced morphism
on stable cofibres is the identity of S̃p(C). The functor Hg sends this square to a
pushout square in M. Since Hg(0) ≃ 0, we conclude that Hg(C)→ Hg(S̃p(C))
is an equivalence.

For the second assertion, we observe that L◦S̃p is a finitary localising invariant
since S̃p commutes with filtered colimits and idempotent completion (since
filtered colimits of idempotent complete ∞-categories are idempotent complete
[Lur09Lur09, Cor. 4.4.5.21]), and preserves fully faithful functors by Lemma 2.4.4Lemma 2.4.4.
Moreover, the counit S̃p ◦ incl→ id is an equivalence.

Example 2.5.8. — We let

(2.5.9) Uloc : Catex∞ →Mloc

denote the universal (stable finitary) localising invariant of Blumberg–Gepner–
Tabuada [BGT13BGT13, Thm. 8.7]. The target Mloc is a presentable stable ∞-
category. The composition

(2.5.10) UK: CatLex∞,∗
S̃p−−→ Catex∞

Uloc−−→Mloc

is a finitary localising invariant by Lemma 2.5.7Lemma 2.5.7. ♦

Let Hg: CatLex∞,∗ →M be a functor.

Lemma 2.5.11. — If Hg is homological, then it preserves coproducts.

Proof. — For C,D in CatLex∞,∗ the commutative square

0 //

��

C

��

D // C⊕D
is excisive, so it becomes a pushout upon application of Hg. Since Hg(0) ≃ 0,
the induced square exhibits Hg(C⊕D) as a pushout of Hg(C) and Hg(D).

Remark 2.5.12. — As a consequence of Lemma 2.5.11Lemma 2.5.11, a homological functor
is additive. More precisely, let F,G : C → D be two morphisms in CatLex∞,∗
between the same objects. Then we have an equivalence

(2.5.13) Hg(F +G) ≃ Hg(F ) + Hg(G)
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of morphisms from Hg(C) to Hg(D). ♦

3. Sheaves on bornological coarse spaces

As explained in Section 1.2Section 1.2, our main goal is the construction of a functor

V : GBC→ CatLex∞,∗

which associates to every G-bornological coarse space X a left-exact∞-category
of X-controlled objects. This construction proceeds in several steps, each
of which makes use of some more structure encoded in the notion of a G-
bornological coarse space. Our presentation does not assume previous knowledge
of G-bornological coarse spaces. Instead, we will introduce G-bornological coarse
spaces step by step as our constructions require.

Throughout this and the following sections, we will freely use the notation
introduced in Section 2.1Section 2.1. In particular, coPrRω,∗ denotes the very large ∞-
category of opposites of pointed, compactly generated presentable ∞-categories
and right adjoint functors preserving cocompact objects, and CatLex∞,∗ denotes
the large ∞-category of small, pointed, left-exact ∞-categories and left-exact
functors.

3.1. Presheaves. — In the first step of our construction, we simply assign to
every set X and ∞-category C the ∞-category of functors from the power set
of X to C, and record the functoriality of this construction. More importantly,
we also introduce the notion of an entourage in Definition 3.1.7Definition 3.1.7 and define the
associated thickening and thinning functors in (3.1.83.1.8) and (3.1.93.1.9).

Let X be a set. By PX we denote the poset of subsets of X with the inclusion
relation. For C in coPrRω,∗ we consider the functor category

(3.1.1) PShC(X) := Fun(Pop
X ,C)

called the ∞-category of C-valued presheaves on X. It will be considered as an
object of coPrR∗ .

A map of sets f : X → X ′ gives rise to the inverse image map f−1(−) : PX′ →
PX of posets. By precomposition, it induces a morphism

f̂∗ : PShC(X)→ PShC(X
′)

in coPrR∗ between the presheaf categories which also preserves all colimits.
A morphism ϕ : C→ C′ in coPrRω,∗ gives rise to a morphism

(3.1.2) ϕ̂∗ : PShC(X)→ PShC′(X)

in coPrR∗ by postcomposition with ϕ. Its left adjoint preserves cofiltered limits.
These constructions can be turned into a functor

(3.1.3) PSh : Set× coPrRω,∗ → coPrR∗ .
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By taking images, the map f also induces the morphism of posets f(−) : PX →
PX′ . The relations f(f−1(Y ′)) ⊆ Y ′ for all Y ′ in PX′ and Y ⊆ f−1(f(Y )) for
all Y in PX provide the counit and the unit of an adjunction

(3.1.4) f(−) : PX ⇄ PX′ :f−1(−)

between poset morphisms. We get an induced adjunction

(3.1.5) f̂∗ : PShC(X
′) ⇄ PShC(X) : f̂∗

of functors between the presheaf categories, where f̂∗ is given by precomposition
with f(−).

If ϕ : C→ C′ is a morphism in coPrRω,∗, then ϕ̂∗ fits into an adjunction

(3.1.6) ϕ̂∗ : PShC′(X) ⇄ PShC(X) : ϕ̂∗ ,

where ϕ̂∗ preserves cofiltered limits (Example 2.1.10Example 2.1.10).

Definition 3.1.7. — An entourage on X is a subset of X ×X, i.e., a relation
on X. ♦

Consider an entourage V on X such that diag(X) ⊆ V . For every subset Y
of X we define the V -thickening

(3.1.8) V [Y ] := {x ∈ X | (∃y ∈ Y | (x, y) ∈ V )}

and the V -thinning

(3.1.9) V (Y ) := {x ∈ X | V [{x}] ⊆ Y } .

The reflexivity of V guarantees that Y ⊆ V [Y ] and V (Y ) ⊆ Y for every subset
Y of X.

Example 3.1.10. —
(1) On every set X, we can consider the entourage diag(X). Both diag(X)-

thickening and diag(X)-thinning are given by the identity functor on PX .
(2) At the other extreme, X ×X is also an entourage containing diag(X).

The (X × X)-thickening of a non-empty subset is the entirety of X, while
(X ×X)[∅] = ∅. Analogously, the (X ×X)-thinning of any proper subset of
X is empty, while (X ×X)(X) = X.

(3) Suppose that d is a metric on X. Then for r ≥ 0

(3.1.11) Vr := {(x, y) ∈ X ×X | d(x, y) ≤ r}

is an entourage on X. For a subset Y of X, the Vr-thickening Vr[Y ] is the union
over all closed r-balls with center in Y , and the Vr-thinning Vr(Y ) is the set of
those points y in Y such that the closed r-ball around y is entirely contained in
Y . ♦
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Thickening and thinning induce morphisms of posets

(3.1.12) V [−], V (−) : PX → PX .

We define the functors

V ∗, V∗ : PShC(X)→ PShC(X)

through precomposition with V [−] and V (−), respectively. The relations
Y ⊆ V (V [Y ]) and V [V (Y )] ⊆ Y for all Y in PX provide the unit and counit of
an adjunction

(3.1.13) V [−] : PX ⇄ PX :V (−)

between endofunctors of PX . We therefore get an induced adjunction

(3.1.14) V ∗ : PShC(X) ⇄ PShC(X) :V∗

between the presheaf categories.
Let G be a group and let GSet := Fun(BG,Set) be the category of G-sets.

The functor PSh from (3.1.33.1.3) induces a functor PShG which sends a pair (X,C)

in GSet×Fun(BG, coPrRω,∗) to the fixed point category limBGPShC(X) with
respect to the conjugation action, and is formally defined as the following
composition:

PShG : GSet× Fun(BG, coPrRω,∗)
PSh−−−→ Fun(BG×BG, coPrR∗ )(3.1.15)
diag∗

BG−−−−−→ Fun(BG, coPrR∗ )

limBG−−−−→ coPrR∗ .

The first morphism is given by postcomposition with PSh, the functor
diagBG : BG→ BG× BG is the diagonal embedding, and the limit over BG
exists since coPrR∗ is complete by Lemma 2.1.13Lemma 2.1.13. We write

PShGC : GSet→ coPrR∗

for the specialisation of the functor PShG from (3.1.153.1.15) at C in Fun(BG, coPrRω,∗).
In the following, we repeatedly use that a G-equivariant adjunction induces

an adjunction after passing to the limit over BG.
If f : X → X ′ is a morphism in GSet, and if C is in Fun(BG, coPrRω,∗), then

by passing to the limit over BG the adjunction (3.1.53.1.5) induces an adjunction

f̂∗,G : PShGC(X
′) ⇄ PShGC(X) : f̂G∗ .

Similarly, if X is a G-set and the entourage V is G-invariant, then the adjunction
(3.1.143.1.14) induces an adjunction

(3.1.16) V ∗,G : PShGC(X) ⇄ PShGC(X) :V G∗ .
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Finally, if ϕ : C→ C′ is a morphism in Fun(BG, coPrRω,∗), then the adjunction
(3.1.63.1.6) induces an adjunction

(3.1.17) ϕ̂∗,G : PShGC′(X) ⇄ PShGC(X) : ϕ̂G∗ .

The left adjoint functors f̂∗,G, V ∗,G and ϕ̂∗,G all preserve cofiltered limits.

3.2. Sheaves. — In the second step, we restrict our attention to presheaves
which are completely determined by their values on sufficiently small sub-
sets, where smallness is encoded in the notion of a U -bounded subset
(Definition 3.2.1Definition 3.2.1). Saying that a presheaf is determined by its values on
U -bounded subsets amounts to a rather simple sheaf condition, and we observe
that the adjunctions recorded in Section 3.1Section 3.1 descend to the level of sheaves.
Moreover, we dicuss the functoriality of the full subcategory of U -sheaves with
respect to U , and prove a glueing formula for U -sheaves.

Let X be a set with an entourage U which contains the diagonal of X.

Definition 3.2.1. — A subset B of X is called U -bounded if B ×B ⊆ U . ♦

Example 3.2.2. — We continue Example 3.1.10Example 3.1.10.
(1) The diag(X)-bounded subsets of X are precisely the sets with at most

one element.
(2) Every subset of X is (X ×X)-bounded.
(3) If X carries a metric, a subset is Vr-bounded if and only if its diameter

is at most r. ♦

Let Y be a subset of X, and let Y be a family of subsets of Y .

Definition 3.2.3. — The family Y is a U -covering family of Y if for every
non-empty U -bounded subset B of Y there exists a member Y ′ of Y such that
B ⊆ Y ′. ♦

Example 3.2.4. — If Y and Z are subsets of X satisfying Y ∪ Z = X, then
U [Y ] and Z form a U -covering of X. ♦

The collections of U -covering families of subsets of X determine a Grothen-
dieck topology τU on PX . For C in coPrRω,∗ we let ShUC(X) denote the full
subcategory of PShC(X) of τU -sheaves, which we also call U -sheaves.

Remark 3.2.5. — Let Y be a subset of X and let Y be a U -covering family.
Then we consider the associated sieve SY . It is the full subcategory of (PX)/Y
consisting of objects Z → Y such that Z is contained in a member of Y.

An object M in PShC(X) is a U -sheaf if and only if the canonical morphism

(3.2.6) M(Y )→ lim
(Z→Y )∈(SY)op

M(Z)
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is an equivalence for all Y in PX and all U -covering families Y of Y . Note that
the empty family is a U -covering of the empty set, so the sheaf condition forces
M(∅) ≃ 0. ♦

Example 3.2.7. — We continue Example 3.2.2Example 3.2.2.
(1) A diag(X)-sheaf is the same as a function associating an object of C to

each point in X.
(2) An (X ×X)-sheaf is a pointed functor Pop

X → C, i.e., a functor sending
the empty set to a zero object of C.

(3) If X carries a metric, being a Vr-sheaf is a non-trivial notion. In general,
we do not know of a better description than the one provided by Lemma 3.2.10Lemma 3.2.10
below. ♦

The covering family of a non-empty subset Y consisting of all U -bounded
subsets refines every other U -covering family. As a consequence, it is easy to
construct the U -sheafification functor.

Let i : PUbd
X → PX be the inclusion of the sub-poset of PX of non-empty

U -bounded elements. Then we have an adjunction

(3.2.8) i∗ : PShC(X)⇄Fun(PUbd,op
X ,C) : i∗ ,

where i∗ is the restriction, and i∗ is the right Kan extension functor along i
(which exists since C is complete). We set

(3.2.9) LU := i∗i
∗ .

Lemma 3.2.10. — We have an adjunction

(3.2.11) LU : PShC(X) ⇄ ShUC(X) : incl .

Moreover, LU preserves small limits and ShUC(X) ∈ coPrR∗ .

Proof. — Since i is fully faithful, the counit of the adjunction (3.2.83.2.8) is an equiv-
alence i∗i∗ ≃ id. Therefore, it suffices to show that i∗ identifies Fun(PUbd,op

X ,C)

with the full subcategory of U -sheaves. This in particular implies that ShUC(X) ∈
coPrR∗ .

Let M : PUbd,op
X → C be a functor. We must show that i∗M is a U -sheaf.

The pointwise formula for Kan extensions implies i∗M(∅) ≃ 0, so we only
need to consider the evaluation of i∗M on non-empty subsets of X. Since the
covering family by U -bounded subsets refines every other U -covering family,
it suffices to check the sheaf condition for the sieves associated to this family.
Thus let Y be a non-empty subset of X. The sieve associated to the covering
family of all U -bounded subsets is the slice category (PUbd

X )/Y (Remark 3.2.5Remark 3.2.5).
We must show that

(3.2.12) (i∗M)(Y )→ lim
B∈((PUbd

X )/Y )op
(i∗M)(B)
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is an equivalence(3)(3). Since PUbd
X is a full subcategory of PX , we have (i∗M)(B) ≃

M(B) for every non-empty U -bounded subset B of X. So the pointwise formula
for the right Kan extension shows that the morphism (3.2.123.2.12) is an equivalence.

We now consider a U -sheaf M and show that M → LUM is an equivalence.
Indeed, the evaluation of this morphism at a non-empty subset Y of X is
equivalent to

M(Y )→ lim
B∈((PUbd

X )/Y )op
M(B)

which is an equivalence by the sheaf condition.
Since the functors i∗ and i∗ preserve small limits, so does LU .

Let ϕ : C→ C′ be a morphism in coPrRω,∗.

Lemma 3.2.13. — The functor ϕ̂∗ from (3.1.63.1.6) preserves U-sheaves, and we
have an adjunction

(3.2.14) LU ϕ̂∗ : ShUC′(X) ⇄ ShUC(X) : ϕ̂∗ .

Moreover, LU ϕ̂∗ preserves small cofiltered limits.

Proof. — Since ϕ preserves small limits, it is clear that ϕ̂∗ preserves U -sheaves.
It then follows from Lemma 3.2.10Lemma 3.2.10 and the adjunction (3.1.63.1.6) that the left
adjoint is given by the claimed formula. The last assertion follows from this
formula and the fact that LU and ϕ̂∗ preserve small cofiltered limits.

Consider a map of sets f : X → X ′. Let U ′ be an entourage of X ′ such that
f(U) ⊆ U ′ (where f(U) abbreviates (f × f)(U)).

Lemma 3.2.15. — The functor f̂∗ from (3.1.53.1.5) sends U -sheaves to U ′-sheaves,
and we have an adjunction

(3.2.16) LU f̂∗ : ShU
′

C (X ′) ⇄ ShUC(X) : f̂∗ .

Moreover, LU f̂∗ preserves small limits.

Proof. — By assumption, we have the following commutative diagram:

PUbd
X

f(−)
//

��

PU ′bd
X′

��

PX
f(−)

// PX′

The functor f̂∗ in (3.1.53.1.5) is given by right Kan extension along f(−) : PX → PX′ .
In the proof of Lemma 3.2.10Lemma 3.2.10 we have seen that right Kan extension along the

(3)In order to shorten the notation we denote the objects of (PUbd
X )/Y by B instead of B → Y .
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vertical maps in the square above produces sheaves. It then follows from the
transitivity of right Kan extensions that f̂∗ sends U -sheaves to U ′-sheaves.

It is now clear that the left adjoint is given by the claimed formula. The last
assertion follows from this formula and the fact that LU and f̂∗ preserve small
limits.

The inverse of an entourage V and the composition of entourages U, V of X
are defined by

(3.2.17) V −1 := {(y, x) ∈ X ×X | (x, y) ∈ V }
and

(3.2.18) UV := {(x′′, x) ∈ X ×X | (∃x′ ∈ X | (x′′, x′) ∈ U ∧ (x′, x) ∈ V )} .
Let V be an entourage of X with diag(X) ⊆ V and assume that U ′ is an
entourage of X such that V UV −1 ⊆ U ′.

Lemma 3.2.19. — The functor V∗ from (3.1.143.1.14) sends U -sheaves to U ′-sheaves,
and we have an adjunction

(3.2.20) LUV ∗ : ShU
′

C (X) ⇄ ShUC(X) :V∗ .

Moreover, LUV ∗ preserves small limits.

Proof. — As in the proof of Lemma 3.2.15Lemma 3.2.15, the second assertion is a formal
consequence of the first. To prove the first assertion, we observe that the
assumptions provide the following commutative diagram:

PUbd
X

V [−]
//

��

PU ′bd
X

��

PX
V [−]

// PX
Since V∗ is given by right Kan extension along the thickening functor V [−],
it follows as in the proof of Lemma 3.2.15Lemma 3.2.15 that V∗ sends U -sheaves to U ′-
sheaves.

Let G be a group, let X be a G-set, and let C be in Fun(BG, coPrRω,∗).
Assume that U is a G-invariant entourage of X, i.e., that for every g in G and
(x, y) in U , we also have (gx, gy) ∈ U . We further assume that U contains the
diagonal of X. Under this condition, the action of G on X preserves U -sheaves
by Lemma 3.2.15Lemma 3.2.15. We define

(3.2.21) ShU,GC (X) := lim
BG

ShUC(X) ,

where the limit is interpreted in CAT∞. By Lemma 3.2.10Lemma 3.2.10, ShUC(X) is an
object of coPrR∗ , and the same is true for ShU,GC (X) by Lemma 2.1.13Lemma 2.1.13. As a
consequence of Lemma 2.1.21Lemma 2.1.21, ShU,GC (X) is a full subcategory of PShGC(X).
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Corollary 3.2.22. — The adjunction (3.2.113.2.11) induces an adjunction

LU,G : PShGC(X) ⇄ ShU,GC (X) : incl .

Moreover, LU,G preserves small limits.

Let ϕ : C → C′ be a morphism in Fun(BG, coPrRω,∗), and let U be an
invariant entourage of X.

Corollary 3.2.23. — The adjunction (3.2.143.2.14) induces an adjunction

(3.2.24) LU,Gϕ̂∗,G : ShU,GC′ (X) ⇄ ShU,GC (X) : ϕ̂G∗ .

Moreover, LU,Gϕ̂∗,G preserves small cofiltered limits.

Let V be an invariant entourage of X such that diag(X) ⊆ V . Then V∗ and
V ∗ in (3.2.203.2.20) are equivariant. Assume that U ′ is an invariant entourage of X
which in addition satisfies V UV −1 ⊆ U ′.

Corollary 3.2.25. — The adjunction (3.2.203.2.20) induces an adjunction

LU,GV ∗,G : ShU
′,G

C (X) ⇄ ShU,GC (X) :V G∗ .

Moreover, LU
′,GV G∗ preserves small limits.

Assume that f : X → X ′ is a map between G-sets, and that U ′ is an invariant
entourage of X ′ such that f(U) ⊆ U ′.

Corollary 3.2.26. — The adjunction (3.2.163.2.16) induces an adjunction

(3.2.27) LU,Gf̂∗,G : ShG,U
′

C (X ′) ⇄ ShG,UC (X) : f̂G∗

Moreover, LU,Gf̂∗,G preserves limits.

Let X be a G-set and i : Y → X be the inclusion of an invariant subset.
Let U be an invariant entourage of X containing the diagonal and set UY :=
(Y × Y ) ∩ U .

Lemma 3.2.28. — We have an adjunction

(3.2.29) î∗,G : ShU,GC (X) ⇄ ShUY ,G
C (Y ) : îG∗

and the relation î∗,GîG∗ ≃ id.

Proof. — We have i(UY ) ⊆ U and can therefore apply Corollary 3.2.26Corollary 3.2.26 to i in
place of f and UY in place of U ′. In order to remove the application of the
sheafification functor LU,G on the left adjoint side it then suffices to observe
that î∗,G obviously sends U -sheaves to UY -sheaves. Since i−1(−) ◦ i(−) = id on
PY we get the relation î∗î∗ ≃ id on PShC which induces the desired relation
î∗,GîG∗ ≃ id by applying limBG and restricting to sheaves.



44 U. BUNKE, D.-C. CISINSKI, D. KASPROWSKI & C. WINGES

Let X be a G-set with invariant subsets Y and Z such that Y ∪ Z = X.
Then we have the following inclusions:

Y ∩ Z l //

m

��

k

##

Y

j

��

Z
i // X

Let U be an invariant entourage of X containing the diagonal and consider M in
ShU,GC (X). In the square below, the morphisms are the units of the adjunctions
(̂i∗,G, îG∗ ) etc.

Lemma 3.2.30 (Glueing Lemma). — If (Y,Z) is a U-covering family of X,
then we have a cartesian square

(3.2.31) M //

��

ĵG∗ ĵ
∗,GM

��

îG∗ î
∗,GM // k̂G∗ k̂

∗,GM

in ShU,GC (X). Moreover, the base change transformation î∗,GĵG∗ → m̂G
∗ l̂

∗,G is
an equivalence, so there is an induced equivalence

(3.2.32) k̂G∗ k̂
∗,G ≃ îG∗ î∗,GĵG∗ ĵ∗,G .

Proof. — The filler of the square is obtained from the equality im = k = jl. The
evaluation ShU,GC (X) → ShUC(X) detects cartesian squares by Lemma 2.1.22Lemma 2.1.22.
So it suffices to check the assertion in the non-equivariant case.

Since (3.2.313.2.31) is a square of U -sheaves (this follows from Lemma 3.2.28Lemma 3.2.28) it
suffices to check that the evaluation of the square (3.2.313.2.31) at every U -bounded
B in PX is cartesian. Since (Y,Z) is a U -covering, B is contained in one of Y
or Z. We consider the case that B ⊆ Y (the case B ⊆ Z is analoguous). The
evaluation of (3.2.313.2.31) at B is the square in C

M(B)
≃ //

��

M(B)

��

M(Z ∩B)
≃ // M(Z ∩B)

which is obviously cartesian.
The base change transformation is the composite

î∗,GĵG∗ → î∗,GĵG∗ l̂
G
∗ l̂

∗,G ≃ î∗,GîG∗ m̂G
∗ l̂

∗,G → m̂G
∗ l̂

∗,G

arising from the respective unit and counit. The counit î∗,GîG∗ → id is an
equivalence by Lemma 3.2.28Lemma 3.2.28. The map induced by the unit morphism is itself
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induced by the canonical inclusion

j−1(i(B)) ⊆ l(l−1(j−1(i(B))))

for every B ⊆ Y . It is straightforward to check that these sets are equal, so
the base change transformation is an equivalence. In particular, we obtain the
induced equivalence

k̂G∗ k̂
∗,G ≃ îG∗ m̂G

∗ l̂
∗,Gĵ∗,G

≃←− îG∗ î∗,GĵG∗ ĵ∗,G .

3.3. Sheaves on GCoarse. — In Section 3.2Section 3.2, we considered C-valued
sheaves as a functor on pairs of a G-set equipped with an invariant entourage.
In the present section, we get rid of the explicit choice of an entourage by
equipping the G-set with a whole collection of such entourages called a coarse
structure and considering the union of the sheaf categories for all these coarse
entourages. In this way we eventually obtain a functor of C-valued sheaves on
the category GCoarse of G-coarse spaces. We also discuss how the various
adjunctions from the preceding section descend to the categories of sheaves. To
provide a context in which restriction/transfer functors still make sense, we
introduce the notion of a coarse covering in Definition 3.3.16Definition 3.3.16 and prove a base
change formula for coarse coverings in Lemma 3.3.22Lemma 3.3.22.

Let X be a G-set.

Definition 3.3.1. — A G-coarse structure on X is a subset CX of PX×X
satisfying the following conditions:

(1) CX is G-invariant.
(2) diag(X) ∈ CX .
(3) C is closed under forming subsets, finite unions, inverses (see (3.2.173.2.17))

and compositions (see (3.2.183.2.18)).
(4) The sub-poset of G-invariants CGX is cofinal in CX . ♦

The elements of CX will be called coarse entourages of X. We will often
use the notation CG,∆X for the sub-poset of CX of invariant coarse entourages
containing the diagonal.

Definition 3.3.2. — A G-coarse space is a pair (X, CX) (usually denoted just
by X) of a G-set with a G-coarse structure. ♦

The idea of a coarse space has been introduced by John Roe, see e.g. [Roe03Roe03,
Ch. 2].

Example 3.3.3. — We continue Example 3.1.10Example 3.1.10, assuming in addition that
X is a G-set.

(1) The minimal coarse structure on X contains precisely the subsets of
diag(X). We denote the associated G-coarse space by Xmin.

(2) The maximal coarse structure contains all entourages on X. We denote
the associated G-coarse space by Xmax.
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(3) If X carries a metric d and the group G acts by isometries on X, then
the metric coarse structure on X is given by

Cd := {U ⊆ X ×X | ∃ r ≥ 0: U ⊆ Vr}

with Vr as in (3.1.113.1.11). ♦

Example 3.3.4. — Let G be a group. The canonical coarse structure on G
is the smallest G-coarse structure on G containing all sets of the form B ×B,
where B is a finite subset of G. If G is countable, this coarse structure coincides
with the metric coarse structure induced by any choice of G-invariant proper
metric on G. We denote the associated G-coarse space by Gcan. ♦

Consider two G-coarse spaces (X, CX) and (X ′, CX′) and an equivariant map
between the underlying G-sets f : X → X ′.

Definition 3.3.5. — The map f is controlled if f(CX) ⊆ CX′ . ♦

The category GCoarse of G-coarse spaces and controlled maps is complete
and cocomplete [BEKW20aBEKW20a, Prop. 2.18 and 2.21], and the forgetful functor to
GSet preserves limits and colimits since it has a left adjoint X 7→ Xmin and a
right adjoint X 7→ Xmax.

Using precomposition with the forgetful functor GCoarse → GSet, the
functor PShG from (3.1.153.1.15) induces a functor (denoted by the same symbol)

(3.3.6) PShG : GCoarse× Fun(BG, coPrRω,∗)→ coPrR∗ .

Let X be in GCoarse. Consider the invariant (not necessarily coarse) entourage

(3.3.7) U(π0(X)) :=
⋃

U∈CX

U .

It is an invariant equivalence relation on X.

Definition 3.3.8. — The G-set of equivalence classes π0(X) with respect to
U(π0(X)) is called the set of coarse components of X. ♦

Example 3.3.9. —
(1) For a G-set X we have π0(Xmin) ∼= X and π0(Xmax) ∼= ∗.
(2) If X carries a metric d, we have π0(Xd) ∼= ∗. If we allow metrics to take

the value ∞, two points in X lie in the same coarse component if and only if
they are at a finite distance from each other.

(3) Similarly, the canonical coarse structure on a group also has only one
coarse component. ♦

Remark 3.3.10. — If Y is a subset of of a G-coarse space X, then we can
consider Y with the induced coarse structure, and then take π0(Y ) in the sense
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of Definition 3.3.8Definition 3.3.8 for the trivial group. Alternatively, we can consider the
subset

{Z ∈ π0(X) | Z ∩ Y ̸= ∅}
of π0(X). Both constructions give canonically isomorphic sets. The latter
description shows that π0(Y ) is a G-invariant subset of π0(X) if Y is a G-
invariant subset. ♦

For C in Fun(BG, coPrRω,∗) we will abbreviate Sh
U(π0(X)),G
C (X) (see

(3.2.213.2.21)) by Shπ0,G
C (X) and LU(π0(X)),G (see Corollary 3.2.22Corollary 3.2.22) by Lπ0,G.

If f : X → X ′ is a morphism of G-coarse spaces, then f(U(π0(X)) ⊆
U(π0(X

′)). As a consequence of Corollary 3.2.26Corollary 3.2.26, we get:

Corollary 3.3.11. — We have an adjunction

(3.3.12) Lπ0,Gf̂∗,G : Shπ0,G
C (X ′) ⇄ Shπ0,G

C (X) : f̂G∗

Moreover, Lπ0,Gf̂∗,G preserves small limits.

Moreover, using in addition the existence of the right adjoints in (3.2.243.2.24), we
obtain a subfunctor

(3.3.13) Shπ0,G : GCoarse× Fun(BG, coPrRω,∗)→ coPrR∗

of the functor PShG from (3.3.63.3.6).
If U and U ′ are invariant entourages of X such that U ⊆ U ′, then applying

Corollary 3.2.25Corollary 3.2.25 for V = diag(X) we get an inclusion ShU,GC (X)→ ShU
′,G

C (X).
We define the ∞-category

(3.3.14) ShGC(X) := colim
U∈CG

X

ShU,GC (X) .

The filtered colimit is interpreted in CAT∞. The objects of ShGC(X) are called
sheaves. Since this ∞-category still admits finite limits, it is actually an object
of CATLex

∞,∗ (Example 2.1.6Example 2.1.6).
As a consequence of Corollary 3.2.26Corollary 3.2.26 and Corollary 3.2.23Corollary 3.2.23, we get a subfunc-

tor

(3.3.15) ShG : GCoarse× Fun(BG, coPrRω,∗)→ CATLex
∞,∗

of the functor Shπ0,G from (3.3.133.3.13). Note the difference in the targets in (3.3.133.3.13)
and (3.3.153.3.15).

In general, we do not expect that for a morphism f : X → X ′ of G-coarse
spaces the morphism f̂G∗ : ShGC(X)→ ShGC(X

′) has a left adjoint. The reason
is that the left adjoint in the adjunction (3.2.273.2.27) explicitly depends on the
entourage U . But we have such left adjoints for a special sort of morphism in
GCoarse called coarse coverings.

Let f : X → X ′ be a morphism in GCoarse.
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Definition 3.3.16. — The morphism f is called a coarse covering if it satisfies
the following conditions:

(1) The restriction f|Y : Y → f(Y ) to every coarse component Y of X is an
isomorphism of coarse spaces, and f(Y ) is a coarse component of X ′.

(2) The G-coarse structure of X is generated by the entourages f−1(U ′) ∩
U(π0(X)) for all U ′ in CX′ . ♦

Example 3.3.17. — If Y is a collection of coarse components of X, then the
inclusion of Y into X is a coarse covering. ♦

Example 3.3.18. — If W is a G-set, then the projection Wmin ⊗X → X is a
coarse covering. Here ⊗ is the cartesian product in GCoarse and Wmin is as
in Example 3.3.3Example 3.3.3. The restriction of a general coarse covering Y → X to any
coarse component of X is isomorphic to a coarse covering of this form. ♦

Since every coarse entourage U of X is contained in U(π0(X)) from (3.3.73.3.7),
we have an inclusion ShU,GC (X) ⊆ Shπ0,G

C (X). This explains the meaning of
the word “restricts” in the following statement.

Lemma 3.3.19. — If f : X → X ′ is a coarse covering, then the adjunction
(3.3.123.3.12) restricts to an adjunction

(3.3.20) Lπ0,Gf̂∗,G : ShGC(X
′) ⇄ ShGC(X) : f̂G∗ .

Moreover, the left adjoint Lπ0,Gf̂∗,G preserves finite limits.

Proof. — First we observe that the non-equivariant case implies the equivariant
case by passing to the limit over BG. It then suffices to show that Lπ0 f̂∗

preserves sheaves. Let U ′ be in CX′ and M be in ShU
′

C (X ′). We will show that
Lπ0 f̂∗M ∈ ShUC(X) for U := f−1(U ′)∩U(π0(X)) which is a coarse entourage of
X by Definition 3.3.16Definition 3.3.16 (22). It suffices to show that (Lπ0 f̂∗M)|Y ∈ ShUY

C (Y ) for
every coarse component Y of X, where UY := U ∩ (Y × Y ). We first note that
(Lπ0 f̂∗M)|Y ≃ (f̂∗M)|Y by the formula (3.2.93.2.9) for Lπ0 . Since f restricts to
isomorphisms between coarse components (as coarse spaces), the pullback is an
equivalence f̂∗|Y : Sh

f(UY )
C (f(Y ))

≃−→ ShUY

C (Y ). Since (f̂∗M)|Y ≃ f̂∗|Y (M|f(Y ))

and f(UY ) = U ′ ∩ (f(Y ) × f(Y )), we have M|f(Y ) ∈ Sh
f(UY )
C (f(Y )). We

conclude that (f̂∗M)|Y ∈ ShUY

C (Y ).
The second assertion is an immediate consequence of the second assertion in

Corollary 3.3.11Corollary 3.3.11.



CONTROLLED OBJECTS AND THE NOVIKOV CONJECTURE 49

We now consider a pullback square

(3.3.21) Y

g

��

f ′
// Y ′

g′

��

X
f
// X ′

in GCoarse.

Lemma 3.3.22. — The canonical morphism of functors

Lπ0,Gĝ′,∗,Gf̂G∗ → f̂ ′,G∗ Lπ0,Gĝ∗,G : Shπ0,G
C (X)→ Shπ0,G

C (Y ′)

is an equivalence.

Proof. — The non-equivariant case implies the equivariant case by passing to
the limit over BG.

Using that the underlying square of sets is cartesian, we have for Z ′ in PY ′

the relation f−1(g′(Z ′)) = g(f ′,−1(Z ′)). This immediately implies that the
canonical morphism

ĝ′,∗f̂∗ → f̂ ′∗ĝ
∗ : PShC(X)→ PShC(Y

′)

is an equivalence. The morphism in question is given by

Lπ0 ĝ′,∗f̂∗ ≃ Lπ0 f̂ ′∗ĝ
∗ → Lπ0 f̂ ′∗L

π0 ĝ∗
≃←− f̂ ′∗Lπ0 ĝ∗ ,

where for the last equivalence we employ the fact that f̂ ′∗ preserves π0-sheaves
by Lemma 3.2.15Lemma 3.2.15. So it remains to show that Lπ0 f̂ ′∗ĝ

∗M → Lπ0 f̂ ′∗L
π0 ĝ∗M is

an equivalence for every M in Shπ0

C (Y ). Using formula (3.2.93.2.9) for Lπ0 , its
evaluation on a subset Z ′ in PY ′ is given by the morphism

(3.3.23)
∏

D′∈π0(Z′)

M(g(f ′,−1(D′)))→
∏

D′∈π0(Z′)

∏
D∈π0(f ′,−1(D′))

M(g(D))) ,

which in the factor D′ is induced by the restrictions along the embeddings
g(D)→ g(f ′,−1(D′)) for all D in π0(f ′,−1(D′)). Using that M is a π0-sheaf, we
can rewrite the domain of the map in the form
(3.3.24)∏

D′∈π0(Z′)

∏
C∈π0(g(f ′,−1(D′)))

M(C)→
∏

D′∈π0(Z′)

∏
D∈π0(f ′,−1(D′))

M(g(D)) .

We now argue that for fixed D′ in π0(Z ′) the map

(3.3.25) π0(f
′,−1(D′))→ π0(g(f

′,−1(D′))), D 7→ g(D)

is a well-defined bijection. Let us first show that g(D) is a coarse component of
g(f ′,−1(D′)) whenever D is a coarse component of f ′,−1(D′). Suppose d is a
point in D and x is a point in g(f ′,−1(D′)) such that {(g(d), x)} ∈ CX . Then
x = g(y) for some point y in f ′,−1(D′). Since D′ is coarsely connected we have
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{(f ′(d), f ′(y))} ∈ CY ′ . We conclude that {(d, y)} ∈ CY by the characterisation
of the entourages in a pullback in GCoarse. Hence y ∈ D and thus x ∈ g(D).

Since the map (3.3.253.3.25) is surjective by definition, we only have to check
injectivity. Let D0 and D1 be in π0(f ′,−1(D′)) such that g(D0) = g(D1). Then
there are points z0 in D0 and z1 in D1 such that {(g(z0), g(z1))} ∈ CX . Since
we also have {(f ′(z0), f ′(z1))} ∈ CY ′ , it follows that {(z0, z1)} ∈ CY , again by
the characterisation of entourages in a pullback in GCoarse.

This implies that the morphism (3.3.243.3.24) is an equivalence.

Let i : Y → X be the inclusion of a subspace in GCoarse. As a consequence
of Lemma 3.2.28Lemma 3.2.28 we get:

Corollary 3.3.26. — We have an adjunction

(3.3.27) î∗,G : ShGC(X) ⇄ ShGC(Y ) : îG∗

and the relation îG,∗îG∗ ≃ id.

We again consider the pullback square (3.3.213.3.21). If g′ is a coarse covering,
then g is a coarse covering, too (see [BEKW20cBEKW20c, Lem. 2.11]). Similarly, if g′ is
the inclusion of a subspace, then so is g.

Corollary 3.3.28. — If g′ is a coarse covering or an inclusion of a subspace,
then the canonical morphism of functors

Lπ0,Gĝ′,∗,Gf̂G∗ → f̂ ′,G∗ Lπ0,Gĝ∗,G : ShGC(X)→ ShGC(Y
′)

is an equivalence.

Proof. — If g is a coarse covering, then we use Lemma 3.3.22Lemma 3.3.22 together with
Lemma 3.3.19Lemma 3.3.19. If g is an inclusion, then we use Corollary 3.3.26Corollary 3.3.26 and the fact
that we can drop the application of Lπ0 .

Let X be a G-coarse space, and let V be a G-invariant coarse entourage
on X containing the diagonal. Note that for every coarse entourage U of
X, we also have V UV −1 ∈ CX by Definition 3.3.1Definition 3.3.1 (33). As a consequence of
Corollary 3.2.25Corollary 3.2.25, we get:

Corollary 3.3.29. — The functor V G∗ from (3.1.163.1.16) restricts to an endofunc-
tor of ShGC(X).

Let f : X → X ′ be a morphism in GCoarse and let V ′ be a G-invariant
coarse entourage on X ′ containing the diagonal. Then we define the entourage
V := f−1(V ′) ∩ U(π0(X)) on X (see (3.3.73.3.7)). If f is a coarse covering, then V
is also a G-invariant coarse entourage containing the diagonal.

Lemma 3.3.30. — If f is a coarse covering, then we have an equivalence of
functors

Lπ0,Gf̂∗,GV ′,G
∗ ≃ V G∗ Lπ0,Gf̂∗,G : ShGC(X

′)→ ShGC(X) .
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Proof. — Using that f is a coarse covering, we see that for every subset Y of
X we have f(V (Y )) = V ′(f(Y )). Furthermore, using the explicit formulas, one
checks that Lπ0,G and V G∗ commute. This implies the chain of equivalences

Lπ0,Gf̂∗,GV ′,G
∗ ≃ Lπ0,GV G∗ f̂

∗,G ≃ V G∗ Lπ0,Gf̂∗,G .

Let i : Y → X be an inclusion of a subspace in GCoarse, and let V be
a G-invariant coarse entourage on X containing the diagonal. Then we let
j : V (Y )→ X be the inclusion and set VY := V ∩ (Y × Y ).

Lemma 3.3.31. — We have the relation

(3.3.32) î∗,GV G∗ ≃ V GY,∗î∗,GĵG∗ ĵ∗,G : ShGC(X)→ ShGC(Y ) .

Proof. — The non-equivariant case implies the equivariant case by passing to
the limit over BG. For every subset Z of Y we have the relation V (i(Z)) =
i(VY (Z)) ∩ V (Y ). This implies the desired relation between operations on
presheaves and therefore on sheaves.

3.4. Equivariantly small sheaves on GBC. — The category ShGC(X) is
too large to have interesting K-theoretic invariants since it always admits Eilen-
berg swindles. To remedy this defect, we introduce the concept of equivariantly
small sheaves. We equip the coarse spaces with an additional structure, a col-
lection of subsets (called bounded subsets) satisfying the axioms of a bornology.
The naive idea would then be to require that a C-valued sheaf is equivariantly
small if its values on bounded subsets belong to Cω, the full subcategory of
cocompact objects in C. This condition leads to a well-behaved coarse homology
theory, but this theory does not take the “correct” values; more specifically,
Proposition 5.4.14Proposition 5.4.14 would fail for this theory. However, a sufficiently equivariant
version of this condition turns out to behave exactly as desired.

Let X be a G-set.

Definition 3.4.1. — A G-bornology on X is a subset BX of PX satisfying
the following properties:

(1) BX is G-invariant.
(2) BX is closed under forming subsets and finite unions.
(3)

⋃
B∈BX

B = X. ♦

A G-bornological space is a pair (X,BX) of a G-set X with a G-bornological
structure BX . The elements of BX will be called the bounded subsets of X.

Example 3.4.2. —
(1) On every G-set X, there are both the minimal G-bornology, which

contains only the finite subsets of X, and the maximal G-bornology, which
contains all subsets of X.
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(2) If d is a metric on X and G acts by isometries, the collection of metrically
bounded subsets defines a G-bornology on X. ♦

Consider G-bornological spaces (X,BX) and (X ′,BX′) and a G-equivariant
map between the underlying G-sets f : X → X ′.

Definition 3.4.3. —
(1) f is proper if f−1(BX′) ⊆ BX .
(2) f is bornological if f(BX) ⊆ BX′ . ♦

We denote by GBorn the category of G-bornological spaces and proper
maps.

Example 3.4.4. — We continue Example 3.4.2Example 3.4.2. Let f : X → X ′ be a mor-
phism of G-sets.

(1) With respect to the minimal bornology on X and X ′, f is bornological,
but it is only proper if it is finite-to-one.

(2) At the other extreme, f is proper and bornological with respect to the
maximal bornologies.

(3) If both X and X ′ carry a metric, f is proper with respect to the metric
bornology on X and X ′ if and only if preimages of subsets with finite diameter
also have finite diameter. Analogously, it is bornological precisely if images of
subsets with finite diameter also have finite diameter. ♦

Let X be a G-set with a G-coarse structure CX and a G-bornology BX .

Definition 3.4.5. — CX and BX are compatible if for every B in BX and V
in CX also V [B] ∈ BX (see (3.1.83.1.8)). ♦

Remark 3.4.6. — If CX and BX are compatible and U is a coarse entourage
of X, then every U -bounded subset B of X is bounded in the sense of the
bornology: by definition, B is contained in the U -thickening U [{x}] for any x
in B. ♦

Definition 3.4.7. — A G-bornological coarse space is a triple (X, CX ,BX)
(usually abbreviated by the symbol X) of a G-set X with a G-coarse structure
CX and a G-bornological structure BX such that CX and BX are compatible. A
morphism between G-bornological coarse spaces is a morphism of the underlying
G-coarse spaces which is in addition proper. ♦

In this way we get a category GBC of G-bornological coarse spaces. It comes
with a forgetful functor

(3.4.8) GBC→ GCoarse .
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Example 3.4.9. — For a G-set S we can consider the objects Smax,max,
Smin,max and Smin,min in GBC, where the first index min or max refers to
the minimal or maximal G-coarse structure (Example 3.3.3Example 3.3.3), and the second
min or max refers to the minimal or maximal G-bornology (Example 3.4.2Example 3.4.2).
Note that the object Smax,min is ill-defined unless S is finite. We actually get a
functor

(3.4.10) i : GSet→ GBC , S 7→ Smin,max .

Sending S to Smax,max also defines a functor (which we are less interested in),
whereas sending S to Smin,min is not functorial in maps of G-sets. ♦

Example 3.4.11. — Let (X, d) be a metric space with an isometric G-action.
Then the metric coarse structure (Example 3.3.3Example 3.3.3) and the metric bornology
(Example 3.4.2Example 3.4.2) combine to define a G-bornological coarse space Xd. ♦

Example 3.4.12. — On a discrete group G, the canonical coarse structure from
Example 3.3.4Example 3.3.4 and the minimal bornology combine to define a G-bornological
coarse space Gcan,min. ♦

Remark 3.4.13. — By dropping condition Definition 3.4.1Definition 3.4.1 (33), one gets an
even better category of generalised G-bornological coarse spaces GB̃C which (in
contrast to GBC, see the discussion in [BEKW20aBEKW20a, Sec. 2.2]) is complete and
cocomplete [HeiHei]. As shown in this reference, GBC and GB̃C yield equivalent
categories of equivariant coarse homology theories. As the present paper builds
on [BEKW20aBEKW20a], [BEKW19BEKW19] and [BEKW20bBEKW20b] working with GBC, we keep using
this category also in the present paper. ♦

Remark 3.4.14. — The category GBC has a symmetric monoidal structure ⊗.
For X,X ′ in GBC the underlying G-set of X ⊗X ′ is X ×X ′ with the diagonal
action. Its G-coarse structure is generated by the entourages U × U ′ for all U
in CX and U ′ in CX′ , and its G-bornology is generated by the sets B ×B′ for
all B in BX and B′ in B′X . The forgetful functor (3.4.83.4.8) is symmetric monoidal
with respect to ⊗ on GBC and the cartesian product on GCoarse (which we
also denote by ⊗). See also [BEKW20aBEKW20a, Ex. 2.17]. ♦

By pulling back the functors from (3.3.63.3.6), (3.3.133.3.13) and (3.3.153.3.15) along the
forgetful functor (3.4.83.4.8), we obtain functors

PShG,Shπ0,G : GBC× Fun(BG, coPrRω,∗)→ coPrR∗

and

ShG : GBC× Fun(BG, coPrRω,∗)→ CATLex
∞,∗(3.4.15)

((X, CX ,BX),C) 7→ ShGC((X, CX)) .

We proceed to introduce a second type of morphism between G-bornological
coarse spaces which we call coverings. Ultimately, we are going to show that



54 U. BUNKE, D.-C. CISINSKI, D. KASPROWSKI & C. WINGES

sending a G-bornological coarse space to its category of controlled objects is
covariantly functorial on GBC and contravariantly functorial with respect to
coverings.

Consider G-bornological coarse spaces X,Y and a map f : Y → X between
the underlying G-sets.

Definition 3.4.16. — f is a covering if it has the following properties:
(1) f is a coarse covering (Definition 3.3.16Definition 3.3.16).
(2) f is bornological (Definition 3.4.3Definition 3.4.3 (22)).
(3) For every B in BY there exists a finite bound (depending on B) on the

cardinality of the fibres of the map π0(B)→ π0(X) (Remark 3.3.10Remark 3.3.10). ♦

Remark 3.4.17. — Definition 3.4.16Definition 3.4.16 is equivalent to [BEKW20aBEKW20a, Def. 2.14].
The condition Definition 3.4.16Definition 3.4.16 (33) is preserved by forming finite unions or
taking subsets. So it suffices to check this condition on a set of generators of
the bornology BY . ♦

We obtain a category GBC† of G-bornological coarse spaces and coverings.
It comes with a forgetful functor

GBC† → GCoarse .

Example 3.4.18. —
(1) Let W be a G-set and X be in GBC. Then the projection

Wmin,min ⊗X → X

is a covering (compare with Example 3.3.18Example 3.3.18).
(2) Let (X, C) be a G-coarse space with two compatible bornologies B and

B′ such that B ⊆ B′. Then the identity of the underlying set is a covering
(X, C,B)→ (X, C,B′).
The restriction of a general covering to a coarse component in the target is a
composition of a map of type (22) followed by a map of type (11). ♦

Using the existence of the left adjoints asserted in Corollary 3.3.11Corollary 3.3.11 and
Lemma 3.3.19Lemma 3.3.19, we can consider sheaves on GBC† as functors

Shπ0,G,† : GBC†,op × Fun(BG, coPrRω,∗)→ coPrR∗ ,

ShG,† : GBC†,op × Fun(BG, coPrRω,∗)→ CATLex
∞,∗ .(3.4.19)

Let X be a G-bornological space and let H be a subgroup of G.

Definition 3.4.20. — A subset Y of X is called H-bounded if there exists a
bounded subset B of X such that Y = HB. ♦



CONTROLLED OBJECTS AND THE NOVIKOV CONJECTURE 55

Remark 3.4.21. — Note that H-bounded subsets are H-invariant by definition.
The G-bounded subsets of X generate a G-bornology denoted by GBX . We

have BX ⊆ GBX .
If X is a G-bornological coarse space, then GBX is again compatible with

the coarse structure. ♦

Next, we introduce the notion of equivariant smallness and show that all
relevant functors on sheaves preserve equivariantly small sheaves. While this is
relatively straightforward for most of them, the proof that the transfer functors
along coverings preserve equivariant smallness (Proposition 3.4.33Proposition 3.4.33) requires
some effort.

If H is a subgroup of G and C is a complete∞-category, then we can consider
the natural transformation

(3.4.22) rGH : lim
BG
→ lim

BH
◦ResGH : Fun(BG, C)→ Fun(BH, C) .

We write resGH : GBC→ HBC for the functor which restricts the action from G
to H (we use the same notation also for the restriction of actions on other sorts
of spaces). For a G-bornological coarse space X and C in Fun(BG, coPrRω,∗) we
have an equivalence ResGH ShC(X) ≃ ShResGH C(resGH X) in Fun(BH,CATLex

∞,∗)

(compare with (3.4.373.4.37)). We will usually drop the symbol ResGH in front of the
∞-category C, but we will always write resGH in front of space variables. The
transformation (3.4.223.4.22) thus induces a left-exact functor

(3.4.23) rGH : ShGC(X)→ ShHC(resGH X) .

Varying X, these functors give rise to a natural transformation

rGH : ShGC → ShHC ◦ resGH
of functors from GBC to CATLex

∞,∗.
Let X be a G-bornological coarse space, and let C be in Fun(BG, coPrRω,∗).

For a subgroup H of G and an H-invariant subset Y of X we have a left-exact
evaluation functor

(3.4.24) evY : ShGC(X)
rGH−−→ ShHC(resGH X)

î∗,H−−−→ ShHC(Y )
p̂H∗−−→ ShHC(∗) ≃ CH ,

where i : Y → resGH X and p : Y → ∗ denote the inclusion map and the projection,
respectively. Note that the limit CH is taken in coPrR∗ (or equivalently in
CAT∞). If M is a sheaf on X, then we write M(Y ) := evY (M) for the value
of M on Y considered as an object of CH .

Let M be in ShGC(X).

Definition 3.4.25. — We call M equivariantly small if M(Y ) is a cocompact
object of CH for all subgroups H of G and all H-bounded subsets Y of X. ♦

Let X be a G-bornological coarse space, and let C be in Fun(BG, coPrRω,∗).
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Definition 3.4.26. — We denote by ShG,eqsmC (X) the full subcategory of
ShGC(X) of equivariantly small objects. ♦

Lemma 3.4.27. — We have ShG,eqsmC (X) ∈ CatLex∞,∗.

Proof. — Since evY preserves finite limits and finite limits of cocompact ob-
jects are cocompact, ShG,eqsmC (X) is closed under taking finite limits. This
implies that ShG,eqsmC (X) ∈ CATLex

∞,∗. It remains to show that ShG,eqsmC (X) is
essentially small.

For every subset Y of X, the family (B)B∈(BX)/Y
is a U -covering family of

Y for every entourage U . It follows that the restriction functor ShGC(X) →
FunG(BopX ,C) is fully faithful. Since the values of equivariantly small sheaves on
bounded subsets are cocompact, this exhibits ShG,eqsmC (X) as a full subcategory
of FunG(BopX ,Cω). The latter ∞-category is essentially small, so ShG,eqsmC (X)
is essentially small, too.

Let f : X → X ′ be a morphism of G-bornological coarse spaces.

Lemma 3.4.28. — The morphism f̂G∗ from (3.3.203.3.20) preserves equivariantly
small objects.

Proof. — Let M be in ShG,eqsmC (X). If Y ′ is an H-bounded subset of X ′,
then f−1(Y ′) is an H-bounded subset of X. Consequently, f̂G∗ M(Y ′) ≃
M(f−1(Y ′)) ∈ CH,ω.

Let X be a G-bornological coarse space, and let V be be a G-invariant coarse
entourage of X containing the diagonal. Recall the endofunctor V G∗ of ShGC(X)
from Corollary 3.3.29Corollary 3.3.29.

Lemma 3.4.29. — The endofunctor V G∗ preserves equivariantly small objects.

Proof. — Let M be in ShG,eqsmC (X) and assume that Y is an H-bounded subset
of X. We must show that (V G∗ M)(Y ) ∈ CH,ω.

Note that V (Y ) is also H-bounded. Let i : Y → resGH X, j : V (Y )→ resGH X
and k : V (Y ) → Y denote the inclusions, and let p : Y → ∗ and q : V (Y ) → ∗



CONTROLLED OBJECTS AND THE NOVIKOV CONJECTURE 57

denote the projections. We have the following chain of equivalences

(V G∗ M)(Y )
def≃ evY (V

G
∗ M)

(3.4.243.4.24)
≃ p̂H∗ î

∗,HrGHV
G
∗ M

≃ p̂H∗ î
∗,HV H∗ rGHM

Lemma 3.3.31Lemma 3.3.31≃ p̂H∗ V
H
Y,∗i

∗,H ĵH∗ ĵ
∗,HrGHM

j=i◦k
≃ p̂H∗ V

H
Y,∗i

∗,H îH∗ k̂
H
∗ ĵ

∗,HrGHM

Corollary 3.3.26Corollary 3.3.26
≃ p̂H∗ V

H
Y,∗k̂

H
∗ ĵ

∗,HrGHM

VY (Y )∩V (Y )=V (Y )
≃ q̂H∗ ĵ

∗,HrGHM

(3.4.243.4.24)
≃ evV (Y )(M)

def≃ M(V (Y )) .

Consequently, we have (V G∗ M)(Y ) ≃M(V (Y )) ∈ CH,ω.

Let ϕ : C→ C′ be a morphism in Fun(BG, coPrRω,∗).

Lemma 3.4.30. — The morphism ϕ̂G∗ : ShGC(X)→ ShGC′(X) preserves equiv-
ariantly small objects.

Proof. — By Lemma 2.1.30Lemma 2.1.30, the subcategory of cocompact objects in CH is
generated under finite limits and retracts by the essential image of the functor
can: Cω → CH . Since ϕ : C→ C′ preserves cocompact objects, the naturality
of can implies that ϕH : CH → C′,H preserves cocompact objects.

Let M be an equivariantly small sheaf on X. If Y is an H-bounded subset
of X, then ϕ̂G∗ M(Y ) ≃ ϕH(M(Y )) ∈ C′,H,ω.

As a consequence of Lemmas 3.4.27Lemmas 3.4.27, 3.4.283.4.28 and 3.4.303.4.30 we get:

Corollary 3.4.31. — We have a subfunctor

ShG,eqsm : GBC× Fun(BG, coPrRω,∗)→ CatLex∞,∗

of ShG from (3.4.153.4.15).

Let X be a G-bornological coarse space, and let i : Y → X be the inclusion
of a G-invariant subset.

Lemma 3.4.32. — The morphism î∗,G from (3.3.273.3.27) preserves equivariantly
small objects.

Proof. — Any H-bounded subset Z of Y is also an H-bounded subset of X, so
î∗,GM(Z) ≃M(i(Z)) ∈ CH,ω.
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Let p : Z → X be a a covering of G-bornological coarse spaces.

Proposition 3.4.33. — The morphism Lπ0,Gp̂∗,G : ShGC(X)→ ShGC(Z) pre-
serves equivariantly small objects.

Corollary 3.4.34. — We have a subfunctor

ShG,†,eqsm : GBC†,op × Fun(BG, coPrRω,∗)→ CatLex∞,∗

of ShG,† from (3.4.193.4.19).

The proof of Proposition 3.4.33Proposition 3.4.33 requires some preparation. We will first
describe the behaviour of the transfer in some concrete cases, and then observe
that every covering is modelled locally on these special cases. This allows us to
show that transfers along coverings also preserve equivariantly small sheaves.

Let H be a subgroup of G. For any complete category C the restriction and
right Kan extension functors along the inclusion functor j : BH → BG are
parts of an adjunction

ResGH : Fun(BG, C) ⇄ Fun(BH, C) : CoindGH .

This can be applied to C := coPrR∗ since the latter ∞-category is complete by
Lemma 2.1.13Lemma 2.1.13. In the following, we consider sets as discrete categories. For C
in coPrRω,∗ and a set X we have a canonical identification

(3.4.35) Fun(X,C)
≃−→
∏
X

C , C 7→ (C(x))x∈X

in coPrR∗ . More generally, for a G-set X and C in Fun(BG, coPrRω,∗) we get
an object Fun(X,C) in Fun(BG, coPrR∗ ) with the G-action by conjugation.
Furthermore,

(3.4.36) FunG(X,C) := lim
BG

Fun(X,C)

is the ∞-category of G-equivariant functors. The diagram

(3.4.37) GSetop
Fun(−,C)

//

resGH

��

Fun(BG, coPrR∗ )

ResGH
��

HSetop
Fun(−,ResGH C)

// Fun(BH, coPrR∗ )

commutes.
Given a G-set X, we have an inclusion of H-sets

(3.4.38) i : resGH X → resGH(G/H ×X) , i(x) := (eH, x).

It induces the restriction functor

(3.4.39) i∗ : ResGH Fun(G/H ×X,C)→ ResGH Fun(X,C) ,

whose definition implicitly uses the square (3.4.373.4.37).
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Lemma 3.4.40. — The adjoint

Fun(G/H ×X,C)→ CoindGH ResGH Fun(X,C)

of i∗ in (3.4.393.4.39) is an equivalence.

Proof. — Note that ResGH and CoindGH are the restriction and the right Kan ex-
tension functors along j : BH → BG. It thus suffices to show that the morphism
i∗ exhibits Fun(G/H×X,C) as a right Kan extension of ResGH Fun(X,C) along
the inclusion j.

We first consider the case X = ∗. It suffices to check that the functor

Fun(G/H,C)→ lim
BG/j

ResGH C

induced by i∗ is an equivalence. The functor BG/j → ho(BG/j) ≃ G/H is an
equivalence. Any choice of section s : G/H → G to the projection map induces
an inverse equivalence es : G/H

≃−→ BG/j . Under this identification, we must
show that the map

(i∗ ◦ s(gH))gH∈G/H : ResG{1} Fun(G/H,C)→
∏
G/H

ResG{1} C

is an equivalence of ∞-categories. By (3.4.353.4.35) we can rewrite the domain as a
product over G/H, and then the functor becomes a product of equivalences,
hence is an equivalence itself.

For a general G-set X we use the canonical equivalence

Fun(G/H ×X,C) ≃ Fun(G/H,Fun(X,C))

in Fun(BG, coPrR∗ ) in order to reduce the problem to the special case above
with Fun(X,C) in place of C. This finishes the proof of the lemma.

Let p : G/H ×X → X be the G-equivariant projection map and recall the
notation rGH from (3.4.223.4.22). Recall further the convention that we usually drop
ResGH in front of C. Let

η : Fun(X,C)→ CoindGH ResGH Fun(X,C)

be the component of the unit of the adjunction (ResGH ,Coind
G
H) at Fun(X,C).

We then define the functor

coindGH : FunH(resGH X,C)→ FunG(X,C)

as the composition

FunH(resGH X,C) ≃ limBGCoindGH ResGH Fun(X,C)
limBG η∗// limBGFun(X,C) ≃ FunG(X,C) ,

where η∗ is the right adjoint of η (its existence will be shown in the proof of
Lemma 3.4.41Lemma 3.4.41 below).

The left vertical arrow in (3.4.423.4.42) implicitly uses the square (3.4.373.4.37).
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Lemma 3.4.41. — There exists a commutative diagram

(3.4.42) FunG(G/H ×X,C)
p∗ //

rGH
��

≃

**

FunG(X,C)

FunH(resGH(G/H ×X),C)
limBH(i∗)

// FunH(resGH X,C)

coindG
H

OO

in coPrR∗ whose diagonal is an equivalence. Furthermore, the functor coindGH
restricts to a functor

coindG,ωH : FunH(resGH X,C)ω → FunG(X,C)ω

whose essential image generates the target under finite limits and retracts.

Proof. — By Lemma 3.4.40Lemma 3.4.40 (for the lower triangle and the diagonal equivalence)
and the identity p ◦ i = idX (for the upper triangle), we have the following
commutative diagram
(3.4.43)

Fun(G/H ×X,C)

≃

++
unit
��

Fun(X,C)
p∗

oo

η

��

CoindGH ResGH Fun(G/H ×X,C)
CoindG

H(i∗)

// CoindGH ResGH Fun(X,C)

in Fun(BG, coPrR∗ ). Since p∗ has a right adjoint (given by the right Kan
extension functor p∗ along p), also η has one which will be denoted by η∗.
Passing to the right adjoints in the upper triangle in (3.4.433.4.43) we get the diagram

Fun(G/H ×X,C)

≃

++
unit
��

p∗ // Fun(X,C)

CoindGH ResGH Fun(G/H ×X,C)
CoindG

H(i∗)

// CoindGH ResGH Fun(X,C)

η∗

OO

in Fun(BG, coPrR∗ ). We now apply limBG. Use that rGH in (3.4.223.4.22) is given by

(3.4.44) lim
BG

limBG(unit)−−−−−−−−→ lim
BG

CoindGH ResGH ≃ lim
BH

ResGH ,

and recall the square (3.4.373.4.37) in order to rewrite the lower left corner. Lastly,
use the definition coindGH := limBG η∗ in order to get the square (3.4.423.4.42).

We now show the second assertion. Since limBG η∗ is right adjoint to limBG η,
which preserves limits, it follows that coindGH preserves cocompact objects. It
follows that coindGH restricts to coindG,ωH as asserted. In order to see that the
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essential image of coindG,ωH generates the target under finite limits and retracts,
we consider the diagram below.
(3.4.45)

Fun(X,C)(∗BG)ω

aG

**
aH // FunH(resGH X,C)ω

(2.1.312.1.31) ≃
��

coindG,ω
H // FunG(X,C)ω

(2.1.312.1.31) ≃
��

Fun(X,C)(∗BG)ω

canG

55

canH // colimBHop Fun(resGH X,C)ω
! // colimBGop Fun(X,C)ω

The functors aH and aG are the restrictions to cocompact objects of the right
adjoints (which exist as seen in the proof of Lemma 2.1.30Lemma 2.1.30) of the canonical
functors

e∗BH
: FunH(resGH X,C)→ Fun(X,C)(∗BG)

e∗BG
: FunG(X,C)→ Fun(X,C)(∗BG)

(instances of (2.1.162.1.16)). The left square commutes by Lemma 2.1.30Lemma 2.1.30 (22), and
the arrow marked by ! is defined such that the right square commutes. In order
to show that the upper triangle commutes, we first observe(4)(4) that

Fun(X,C)(∗BG) FunH(resGH X,C)
e∗BH

oo FunG(X,C)
rGH

oo

e∗BG

ww

(implicitly we identify Fun(X,C)(∗BG) with ResGH Fun(X,C)(∗BH)) commutes
in a canonical way. Then we take right adjoints, use (3.4.443.4.44) in order to identify
the right adjoint of rGH with coindGH , and restrict to cocompact objects.

(4)We consider the diagram
BG

vG

!!
∗

uG

==

uH
!!

∗

BH

j

OO

vH

==

.

Then we must observe that the morphism vG,∗ → vG,∗uG,∗u
∗
G ≃ u∗

G induced by the unit
of the (u∗

G, uG,∗)-adjunction is equivalent to the morphism vG,∗ → vG,∗j∗j
∗ ≃ vH,∗j

∗ →
vH,∗uH,∗u

∗
Hj∗ ≃ u∗

G induced by the units of the adjunctions (u∗
H , uH,∗) and (j∗, j∗).
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By Lemma 2.1.30Lemma 2.1.30 (33) the essential images of canH (this is can(∗BG) in the
notation of Lemma 2.1.30Lemma 2.1.30) and canG generate their respective targets under
retracts and finite limits. Hence the essential image of the restriction of coindGH to
cocompact objects generates its target under finite limits and retracts, too.

Remark 3.4.46. — Let C be in Fun(BG, coPrRω,∗). Applying Lemma 3.4.41Lemma 3.4.41
to the case X = ∗, we get a morphism

(3.4.47) coindGH : CH → CG

in coPrR∗ . This morphism restricts to a morphism

(3.4.48) coindG,ωH : CH,ω → CG,ω

in CatLex,perf∞,∗ whose essential image generates the target under retracts and
finite limits. ♦

The commutative diagram (3.4.423.4.42) can be realised as a diagram of categories
of sheaves:

Corollary 3.4.49. — There exists a commutative diagram

(3.4.50) ShGC((G/H)min ⊗Xmin)
p̂G∗ //

rGH
��

≃

++

ShGC(Xmin)

ShHC(resGH((G/H)min ⊗Xmin))
î∗,H

// ShHC(resGH Xmin)

coindG
H

OO
.

Furthermore, the functor coindGH restricts to a functor

coindG,ωH : ShHC(resGH Xmin)
ω → ShGC(Xmin)

ω

whose essential image generates its target under finite limits and retracts.

Proof. — If Y is a G-set, then ({y})y∈Y is a diag(Y )-covering family of Y .
Consequently, in view of (3.4.363.4.36), the functor M 7→ (M({y}))y∈Y induces
an equivalence ShGC(Ymin)

≃−→ FunG(Y,C). We thus can replace the functor
categories in the corners of (3.4.423.4.42) by sheaf categories. One further checks that
the horizontal morphisms are given by the sheaf-theoretic operations as indicated.
This yields the diagram (3.4.503.4.50). The second assertion of Corollary 3.4.49Corollary 3.4.49 follows
from the second assertion of Lemma 3.4.41Lemma 3.4.41.

Recall that ⊗ denotes the cartesian product in GCoarse. Let H be a
subgroup of G, and let Y be an H-coarse space. We form the G-coarse space
Gmin ⊗ resH{1} Y with the G-action (g′, (g, y)) 7→ (g′g, y). The group H acts by
automorphisms on the G-coarse space Gmin ⊗ resH{1} Y such that (h, (g, y)) 7→
(gh−1, hy). The colimit in the following definition is interpreted in GCoarse.
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Definition 3.4.51. — We define the G-coarse space

G⊗H Y := colim
BH

(Gmin ⊗ resH{1} Y ) . ♦

Remark 3.4.52. — The underlying set of G⊗H Y can be identified with the
set G×H Y of equivalence classes [g, y] with [g, y] = [gh−1, hy] for h in H. It
is equipped with the smallest G-coarse structure such that the canonical map
from Gmin ⊗ resH{1} Y , (g, y) 7→ [g, y], is controlled.

We have an adjunction

G⊗H − : HCoarse ⇄ GCoarse : resGH .

As in the corresponding adjunction between GSet and HSet, the H-equivariant
inclusions

Y → resGH(G⊗H Y ) , y 7→ [e, y]

for Y in HCoarse define the unit, while the G-equivariant multiplication maps

µ : G⊗H resGH X → X , [g, x] 7→ gx

for X in GCoarse provide the counit of the adjunction. ♦

Let X be a G-coarse space, and let Y be an H-invariant subspace for some
subgroup H of G. Denote by i : Y → resGH X the inclusion map. We consider
the composition

(3.4.53) ι : G⊗H Y
G⊗H i−−−−→ G⊗H resGH X

µ−→ X

in GCoarse. Since G ⊗H i is an inclusion and µ is a coarse covering, both
Ĝ⊗H i

∗,G
and Lπ0 µ̂∗,G define functors on sheaves by Lemma 3.3.19Lemma 3.3.19 and

Corollary 3.3.26Corollary 3.3.26, respectively. We consider the composition(5)(5)

ι̂∗,G := Ĝ⊗H i
∗,G
◦ Lπ0 µ̂∗,G : ShGC(X)→ ShGC(G⊗H Y ) .

Recall the notation evY from (3.4.243.4.24).

Lemma 3.4.54. — There exists a commutative diagram

(3.4.55) ShGC(X)

evY

��

ι̂∗,G // ShGC(G⊗H Y )

evG×HY

��

CH
coindG

H // CG

(5)Note that this is a slight abuse of notation since ι̂∗,G is not directly obtained from ι by one
of our previous constructions.
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Proof. — Let q : Y → ∗ denote the projection map in HCoarse. We have a
canonical isomorphismG⊗H∗ ∼= (G/H)min. By naturality of the transformation
(3.4.233.4.23), we have a commutative diagram
(3.4.56)

ShGC(X)

rGH
��

ι̂∗,G

))
Lπ0,Gµ̂∗,G

// ShGC(G⊗H resGH X)

rGH
��

Ĝ⊗H i
∗,G

// ShGC(G⊗H Y )

rGH
��

Ĝ⊗Hq
G

∗ // ShGC((G/H)min)

rGH
��

ShHC(resGH X)
Lπ0,H µ̂∗,H

//

ι̂∗,H

55
ShHC(resGH(G⊗H resGH X))

Ĝ⊗H i
∗,H

// ShHC(resGH(G⊗H Y ))
Ĝ×Hq

H

∗ // ShHC(resGH(G/H)min)

Since the inclusion i can be factorised as the composition

Y
j−→ resGH(G⊗H Y )

resHG (G⊗H i)−−−−−−−−→ resGH(G⊗H resGH X)
resGH(µ)−−−−−→ resGH X ,

where j is the canonical inclusion y 7→ [e, y], we have an equivalence

(3.4.57) î∗,H ≃ ĵ∗,H ι̂∗,H .

Let k : ∗ → resGH(G/H)min denote the inclusion of the point eH. Since

Y

j

��

q
// ∗

k

��

resGH(G⊗H Y )
G⊗Hq // (G/H)min

is a pullback in HCoarse, by Corollary 3.3.28Corollary 3.3.28 we obtain an equivalence

(3.4.58) k̂∗,H ◦ Ĝ⊗H q
H

∗ ≃ q̂H∗ ◦ ĵ∗,H .

Combining (3.4.573.4.57) and (3.4.583.4.58) with the commutative diagram (3.4.563.4.56), we
have the solid part of the commutative diagram

ShGC(X)
ι̂G,∗

//

rGH
��

ShGC(G⊗H Y )

evG×HY

))
Ĝ⊗Hq

G

∗ //

rGH
��

ShGC((G/H)min)

rGH
��

p̂G∗ // ShGC(∗) ≃ CG

ShHC(resGH X)
ι̂∗,H //

îH,∗
))

ShHC(resGH(G⊗H Y ))
̂G⊗HqH∗ //

ĵ∗,H

��

ShHC(resGH(G/H)min)

k̂∗,H

��

ShHC(Y )
q̂H∗ // ShHC(∗) ≃ CH

coindG
H

;;

22evY

We can extend the diagram by the dashed part by applying Corollary 3.4.49Corollary 3.4.49
(with X = ∗ and i = k). The combination with the dotted part (reflecting the
definition of the evaluation maps) then yields the asserted square.
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Remark 3.4.59. — Note that the diagonal map in (3.4.553.4.55) sends M in ShGC(X)
to Lπ0,Gµ̂∗,GM(G×H Y ) in CG. ♦

Let X be a G-coarse space, and let Y be a coarse component of X. Denote
by

GY := {g ∈ G | gY = Y }
the stabiliser of Y . We consider Y as a GY -coarse subspace of resGGY

X.

Lemma 3.4.60. — If X = GY (as sets), then the multiplication map µ : G⊗GY

Y → X is an isomorphism of G-coarse spaces.

Proof. — The morphism

Gmin ⊗ resGY

{1} Y → X , (g, y) 7→ gy

in GCoarse is controlled and constant along GY -orbits for the GY -action

(h, (g, y)) 7→ (gh−1, hy)

on its domain. By the universal property of the colimit in Definition 3.4.51Definition 3.4.51 it
factorizes over the multiplication map µ : G ⊗GY

Y → X in GCoarse. The
latter is surjective by our assumptions.

We now show that µ is injective. Consider [g, y], [g, y′] in G ⊗GY
Y and

suppose that µ([g, y]) = µ([g′, y′]). Then y = g−1g′y′. Let y′′ be any point in
Y . Since Y is coarsely connected, we have {(y, y′′)} ∈ CX and {(y′, y′′)} ∈ CX .
Since CX is G-invariant, we also have g−1g′{(y′, y′′)} = {(y, g−1g′y′′)} ∈ CX and
therefore g−1g′y′′ ∈ Y . Since y′′ is arbitrary, we can conclude that g−1g′ ∈ GY ,
and hence [g, y] = [g′, y′].

If U is a G-invariant entourage of X, then we have U = G(U ∩(Y ×Y )). This
entourage is thus the image of diag(G)× (U ∩ (Y × Y )) under the composition
of the projection G× Y → G×GY

Y and the multiplication map and therefore
the image of a coarse entourage of G⊗GY

Y under the multiplication map µ.
This shows that the map µ is an isomorphism of G-coarse spaces.

Let X be be a G-coarse space, and let A be a coarsely connected subspace
of X. By [A] in π0(X) we denote the coarse closure of A. We consider GA as a
G-coarse subspace of X and G[A]A as a G[A]-coarse subspace of resGG[A]

X.

Corollary 3.4.61. — The multiplication map induces an isomorphism

G⊗G[A]
G[A]A ∼= GA .

Proof. — The subspace G[A]A of GA is a coarse component of GA. Conse-
quently, the corollary follows from Lemma 3.4.60Lemma 3.4.60 applied to GA in place of X
and G[A]A in place of Y .

Let p : Z → X be a coarse covering (Definition 3.3.16Definition 3.3.16) of G-coarse spaces,
let M be in ShGC(X), and let H be a subgroup of G.
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Proposition 3.4.62. — If B is a coarsely connected subset of Z, then

Lπ0,Gp̂∗,GM(HB) ≃ coindHH[B]
(M(p(H[B]B))) .

Proof. — We consider the H[B]-invariant subspace H[B]B of Z with the induced
coarse structure as an object of H[B]Coarse. By Corollary 3.4.61Corollary 3.4.61, we have an
isomorphism of H-coarse spaces HB ∼= H ⊗H[B]

H[B]B. Since p is a coarse

covering, it induces in view of Definition 3.3.16Definition 3.3.16.(11) an isomorphism H[B]B
∼=−→

p(H[B]B) = H[B]p(B), and we can identify p|HB with the multiplication map

H ⊗H[B]
p(H[B]B)→ H(p(H[B]B)) .

The desired equivalence is now given by the composition

Lπ0,Gp̂∗,GM(HB) ≃ Lπ0,H p̂∗,HrGHM(HB)
!≃ coindHH[B]

(rGHM(p(H[B]B)))

≃ coindHH[B]
(M(p(H[B]B))) ,

where the marked equivalence is given by the filler of the square (3.4.553.4.55). Here
we apply Lemma 3.4.54Lemma 3.4.54 to H in place of G, H[B] in place of H, p(H[B]B) in
place of Y , and resGH X in place of X. We furthermore use Remark 3.4.59Remark 3.4.59.

Let D be a large ∞-category which admits small limits, and let (Di)i∈I be a
family of objects in D.

Lemma 3.4.63. — If
∏
i∈I Di is cocompact in D, then Di ≃ 0 for all but

finitely many i in I.

Proof. — Since
∏
i∈I Di ≃ limF

∏
i∈F Di, with F running over all finite subsets

of I, is a cofiltered limit, the identity morphism factors through some finite
product:

id :
∏
i∈I

Di →
∏
i∈F

Di →
∏
i∈I

Di .

This implies idDi ≃ 0 for all but finitely many i, and thus Di ≃ 0 for all but
finitely many i.

Let X be a G-bornological coarse space, let M be an equivariantly small
sheaf on X, and let B be a bounded subset of X.

Corollary 3.4.64. — We have M(B ∩C) ≃ 0 for all but finitely many coarse
components C of X.

Proof. — Since (B ∩ C)C∈π0(X) is a U(π0)-covering family of B and M is in
particular a U(π0)-sheaf, we have an equivalence

M(B) ≃
∏

C∈π0(X)

M(B ∩ C) .
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By the equivariant smallness condition Definition 3.4.25Definition 3.4.25 (applied to the trivial
subgroup), we have M(B) ∈ Cω. Now apply Lemma 3.4.63Lemma 3.4.63.

Proof of Proposition 3.4.33Proposition 3.4.33. — Recall that we consider a covering p : Z → X
of G-bornological coarse spaces. Let M be an equivariantly small sheaf on X.
Let H be a subgroup of G and let Y be an H-bounded subset of Z. Then
we want to show that Lπ0 p̂∗,GM(Y ) is a cocompact object of CH . We can
choose a bounded subset B of Z such that Y = HB. Since p is a covering
(Definition 3.4.16Definition 3.4.16) there exists a finite, coarsely disjoint family (Bj)j∈J of subsets
of B such that B =

⋃
j∈J Bj and such that the induced map on coarse closures

p|[Bj ] : [Bj ]→ [p(Bj)] is an isomorphism of coarse spaces for every j in J . We
fix j in J for the moment. Then for every coarse component C of Z we have
Bj ∩ C = ∅ or an equivalence

Lπ0 p̂∗,GM(Bj ∩ C) ≃M(p(Bj) ∩ p(C)) .

Note that in the latter case p|Bj∩C : Bj ∩ C → p(Bj) ∩ p(C) is an isomorphism
by Definition 3.3.16Definition 3.3.16.(11). Since M is equivariantly small, Corollary 3.4.64Corollary 3.4.64 and
condition (33) of Definition 3.4.16Definition 3.4.16 imply that we have Lπ0 p̂∗,GM(Bj ∩ C) ≃ 0
for all but finitely many C in π0(Z). Hence, without changing the value M(Y ),
we can replace B (and hence Y = HB) by a smaller subset which is contained
in the union of finitely many coarse components of Z. In addition, we can then
assume that Bj is coarsely connected for every j in J .

Let ∼ denote the equivalence relation on J such that j ∼ j′ if there exists h
in H with h[Bj ] = [Bj′ ]. We choose a set S of representatives of J/ ∼. Note
that S is finite. For every j in J we choose hj in H such that hj [Bj ] = [Bs]
with s in S and s ∼ j. For every s in S we then define the subset

B′
s :=

⋃
j∼s

hjBj

of Y . We observe that (B′
s)s∈S is a finite family of coarsely connected subsets,

(HB′
s)s∈S is a coarsely disjoint family of subsets, and that Y =

⋃
s∈S HB

′
s. We

have the following chain of equivalences in CH

Lπ0 p̂∗,GM(Y ) ≃
∏
s∈S

Lπ0 p̂∗,GM(HB′
s) ≃

∏
s∈S

coindHH[B′
s]
M(p(H[B′

s]
B′
s)) ,

where the first follows from the sheaf condition on M , and the second is given
by Proposition 3.4.62Proposition 3.4.62. Since coindHH[B′

s]
preserves cocompact objects by the

second assertion of Lemma 3.4.41Lemma 3.4.41, we see that Lπ0 p̂∗,GM(Y ) is cocompact in
CH . This finishes the proof of Proposition 3.4.33Proposition 3.4.33.

To close this section, we record some consequences of the equivariant smallness
condition which will only come to bear in Section 5.4Section 5.4. The common theme
among them is to translate the equivariant smallness condition into a more
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concrete cocompactness property for sheaves on some specific G-bornological
coarse space.

Remark 3.4.65. — If Y is a G-coarse space admitting a maximal entourage
U , e.g, Y = Xmin for a G-set X, then we have ShGC(Y ) = ShU,GC (Y ) ∈
coPrR∗ by Lemma 3.2.10Lemma 3.2.10. Consequently, we can consider cocompact objects in
ShGC(Y ). ♦

Let X be a set. Recall the bornological coarse space Xmin,max from
Example 3.4.9Example 3.4.9. For x in X, let ix : {x} → X denote the inclusion map.

Lemma 3.4.66. — There exists a commutative diagram

(3.4.67) Sheqsm
C (Xmin,max) // ShC(Xmin,max)

M 7→(M({x})x
��∐

X Cω

∑
x∈X îx,∗

OO

//
∏
X C .

in which both vertical maps are equivalences. In particular,

(3.4.68) Sheqsm
C (Xmin,max) ≃ ShC(Xmin,max)

ω .

Proof. — The upper horizontal morphism is the canonical inclusion. The lower
horizontal morphism is the composition∐

X

Cω (2.1.312.1.31)
≃ (

∏
X

C)ω ↪→
∏
X

C .

The right vertical morphism is an equivalence in view of the sheaf condition for
M since ({x})x∈X is a diag(X)-covering family of X.

Note that X is a bounded subset of Xmin,max. It follows from the definition
of equivariant smallness and Corollary 3.4.64Corollary 3.4.64 that M in ShC(Xmin,max) is
equivariantly small if and only if M({x}) ∈ Cω for all x in X and M({x}) ≃ 0
for all but finitely many x in X. This implies that the left vertical morphism is
well-defined and an equivalence, too. The up-right-down composition in (3.4.673.4.67)
is canonically equivalent to the lower horizontal map.

Since the lower horizontal morphism is equivalent to the inclusion of the
cocompact objects of its target, the same also applies to the upper horizontal
map. This shows the second assertion.

Let X be a G-set and consider the embedding (3.4.383.4.38) for H := {1}. It
induces an embedding of bornological coarse spaces

resG{1}Xmin,max → resG{1}(Gmin,min ⊗Xmin,max) .

The diagonal map in (3.4.503.4.50) provides an equivalence

(3.4.69) θ : ShGC(Gmin,min ⊗Xmin,max)
≃−→ ShC(res

G
{1}Xmin,max) .
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Lemma 3.4.70. — The equivalence θ restricts to an equivalence

(3.4.71) θeqsm : ShG,eqsmC (Gmin,min⊗Xmin,max)
≃−→ Sheqsm

C (resG{1}Xmin,max) .

In particular, we have an equivalence

(3.4.72) ShG,eqsmC (Gmin,min ⊗Xmin,max) ≃ ShGC(Gmin,min ⊗Xmin,max)
ω .

Proof. — The second assertion of the lemma follows from the first combined
with (3.4.693.4.69) and the second assertion of Lemma 3.4.66Lemma 3.4.66.

We now show the first assertion. The equivalence θ has a decomposition

ShGC(Gmin,min ⊗Xmin,max)
rG{1}−−−→ ShC(res

G
{1}(Gmin,min ⊗Xmin,max))

î∗−→ ShC(res
G
{1}Xmin,max) .

The morphism rG{1} obviously preserves equivariantly small objects, and the
morphism î∗ preserves equivariantly small objects by Lemma 3.4.32Lemma 3.4.32. Hence the
functor θeqsm in (3.4.713.4.71) is well-defined. Since it is a restriction of an equivalence,
it is clearly fully faithful. It remains to show that θeqsm is essentially surjective.

Let M be an object of ShGC(Gmin,min ⊗Xmin,max) such that θ(M) is equiv-
ariantly small in ShC(resG{1}Xmin,max). We claim that then M itself is equivari-
antly small. The claim (for all M) immediately implies that θeqsm is essentially
surjective.

Let H be a subgroup of G and Y be an H-bounded subset of Gmin,min ⊗
Xmin,max. Then we must show that M(Y ) is cocompact in CH .

We can choose a bounded subset B of Gmin,min ⊗ Xmin,max such that
Y = HB. After replacing B by a smaller subset if necessary, we can assume
that there exists a finite subset F of G and a family (Xf )f∈F of subsets
of X such that the projection F → G/H is injective and B =

⋃
f∈F {f} ×

Xf . Then (H({f} × Xf ))f∈F is a coarsely disjoint family of H-bounded
subsets of Gmin,min ⊗Xmin,max and Y =

⋃
f∈F H({f} ×Xf ). Since M(Y ) ≃∏

f∈F M(H({f} ×Xf )) by the sheaf condition on M , it suffices to show that
M(H({f} ×Xf )) is cocompact in CH for every f in F .

We now fix f in F , set A := Xf , and consider the H-bornological coarse
space Z := H({f} × A) with the structures induced from the embedding
Z → resGH(Gmin,min ⊗Xmin,max).

We have a diagram

Z
incl // resGH(Gmin,min ⊗Xmin,max)

H ⊗{1} Amin,max

∼=
m

ff

ι

44
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in HBC, where ι is as in (3.4.533.4.53) (for H in place of G, {1} in place of H,
resGH(Gmin,min ⊗Xmin,max) in place of X, and {f} ×A in place of Y ), and m
is an isomorphism given by (h, a) 7→ (hf, ha). By Lemma 3.4.54Lemma 3.4.54, we have the
middle square of the following commutative diagram

ShHC(Gmin,min ⊗Xmin,max)

rGH
��

≃
θ

// ShC(res
G
{1}Xmin,max)

evA

��

ShHC(resGH(Gmin,min ⊗Xmin,max))
ev{e}×A

//

ι̂∗,H

��

C

coindH
{1}

��

ShHC(H ⊗{1} Amin,max)
evH×A

//

m̂H
∗ ≃
��

CH

ShHC(Z)

evZ

33

.

The upper square and the lower triangle obviously commute. The composi-
tion along the bottom left corner sends M in ShHC(Gmin,min ⊗Xmin,max) to
M(Z) in CH . The filler of the diagram provides an equivalence M(Z) ≃
coindH{1} θ(M)(A). Since θ(M)(A) is cocompact in C by assumption and
coindH{1} preserves cocompact objects by the second assertion of Lemma 3.4.41Lemma 3.4.41,
we conclude that M(Z) is cocompact in CH . This finishes the proof of the
claim and hence of the lemma.

Let X be a G-set, and let C be in Fun(BG, coPrRω,∗). The following proposi-
tion is an analogue of the second assertion of Lemma 3.4.70Lemma 3.4.70 in the case where we
replace the minimal coarse structure of G by the canonical one (Example 3.4.12Example 3.4.12).
If G is infinite, then ShGC(Gcan,min ⊗Xmin,max) is not expected to admit all
cofiltered limits, i.e. that it only belongs to CATLex

∞,∗ instead of CATcplt
∞,∗ or even

coPrR∗ . In particular, it does not makes sense to consider cocompact objects
therein. But PShGC(Gcan,min ⊗ Xmin,max) belongs to coPrR∗ and therefore
admits a good notion of cocompact objects.

Proposition 3.4.73. — We have an inclusion

ShG,eqsmC (Gcan,min ⊗Xmin,max) ⊆ PShGC(Gcan,min ⊗Xmin,max)
ω .

For the proof we need the following generalisation of [Lur09Lur09, Prop. 5.3.4.13].
Let K be a G-finite G-simplicial set, i.e., a G-simplicial set with only finitely
many G-orbits of non-degenerate simplices. By K0 we denote the G-set of
vertices of K. For k in K0 we let Gk denote the stabilizer of k in G. Let
C be in Fun(BG, coPrRω,∗). Then we have FunG(K,C) ∈ coPrR∗ . Fix M in
FunG(K,C). For k in K0 we consider M(k) in CGk in the natural way.
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Lemma 3.4.74. — If M(k) is cocompact in CGk for all k in K0, then M is
cocompact in FunG(K,C).

Proof. — We first assume that K is zero-dimensional and that K0 is a transitive
G-set. We fix a point k in K0. The diagonal equivalence in (3.4.423.4.42) applied to
X := ∗, H := Gk (and using the identification K = K0 ∼= G/Gk) provides an
equivalence

FunG(K,C) ≃ FunGk(∗,C) ≃ CGk , M 7→M(k) .

In this case, the lemma holds true for obvious reasons.
In the next step, we assume that K = ∆n × S for some transitive G-set S

and n in N. We have an equivalence

FunG(S ×∆n,C) ≃ Fun(∆n,FunG(S,C)) .

By [Lur09Lur09, Prop. 5.3.4.13] applied to the right-hand side of this equivalence, we
have that M is cocompact in FunG(S ×∆n,C) if and only if the evaluation of
M at every vertex of ∆n is cocompact in FunG(S,C). By the case considered
in the first paragraph, the latter condition is implied by our assumption on M .

Suppose now that we are given a pushout square

L′ f ′
//

i

��

K ′

j

��

L
f
// K

of G-simplicial sets where i is a cofibration. Then the induced diagram of
∞-categories

Fun(K,C)
j∗
//

f∗

��

Fun(K ′,C)

f
′,∗

��

Fun(L,C)
i∗ // Fun(L′,C)

is a pullback in CAT∞, and hence also a pullback in Fun(BG, coPrR∗ ).
Applying limBG yields the pullback square

FunG(K,C)
j∗,G
//

f∗,G

��

FunG(K ′,C)

f
′,∗,G

��

FunG(L,C)
i∗,G // FunG(L′,C)

in coPrR∗ . Therefore, we can apply [Lur09Lur09, Lem. 5.4.5.7] to see that M in
FunG(K,C) is cocompact if j∗,GM , f∗,GM , and i∗,Gf∗,GM are all cocompact.

The general case follows from this observation by induction on the number
of non-degenerate equivariant simplices in K.
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Proof of Proposition 3.4.73Proposition 3.4.73. — Let M be an equivariantly small sheaf on
Gcan,min ⊗Xmin,max. Let U be an entourage such that M is a U -sheaf. After
enlarging U if necessary we may assume that U = G(F × F ) × diag(X) for
some finite subset F of G.

Let F ′ be a subset of F . Then F ′ ×X is a bounded subset of Gcan,min ⊗
Xmin,max. By Corollary 3.4.64Corollary 3.4.64 and since Xmin,max has the discrete coarse
structure, there exists a finite subset XF ′ of X such that M(F ′ × {x}) = 0 for
all x in X \XF ′ . Since F is finite, the subset X0 :=

⋃
F ′∈P(F )XF ′ of X is again

finite. Moreover, for every subset F ′ of F we have M(F ′ × {x}) ≃ 0 for all x in
X \X0.

We consider the G-invariant subset G(F ×X0) of G×X. Furthermore, by
i : PUbd

G(F×X0)
→ PG×X we denote the inclusion of the G-subposet of U -bounded

subsets of G(F ×X0). Then we have an adjunction

i∗,G : PShGC(G×X) ⇄ FunG(PUbd,op
G(F×X0)

,C) : iG∗ .

We can consider M as an object of PShGC(G × X) and claim that the unit
M → iG∗ i

∗,GM is an equivalence. By Lemma 2.1.21Lemma 2.1.21 and since M is a U -sheaf,
it suffices to show that M(B) → iG∗ i

∗,GM(B) is an equivalence for every U -
bounded subset B of Gcan,min ⊗ Xmin,max. We thus must show that the
canonical morphism

(3.4.75) M(B)→ lim
B′∈((PUbd

G(F×X0)
)/B)op

M(B′)

is an equivalence.
Since B is U -bounded, there exists g in G and a subset F ′ of F such that

B = g(F ′×{x}). Any other subset of B is then of the form B′ = g(F ′′×{x}) for
some subset F ′′ of F ′. Since M is a G-invariant sheaf, we have an equivalence
M(B′) ≃M(F ′′ × {x}). We distinguish two cases:

(1) If B ̸∈ PUbd
G(F×X0)

, then x ̸∈ X0 and hence M(B′) ≃ 0 for all B′ in
(PUbd

G(F×X0)
)/B . In this case M(B) ≃ 0 and limB′∈(PUbd

G(F×X0)
)op
/B
M(B′) ≃ 0.

(2) If B ∈ PUbd
G(F×X0)

, then B is final in (PUbd
G(F×X0)

)/B

Thus in both cases (3.4.753.4.75) is obviously an equivalence.
Above we have seen that M ≃ iG∗ i

∗,GM . Since the restriction functor i∗,G
preserves cofiltered limits, iG∗ preserves cocompact objects. Hence in order to
show that M is cocompact in PShGC(G ×X), it suffices to check that i∗,GM
is cocompact in FunG(PUbd,op

G(F×X0)
,C). Since F and X0 are finite, the poset

PUbd
G(F×X0)

is G-finite. Since M(B) is cocompact in CGB for every bounded
subset B by assumption, we indeed have i∗,GM ∈ FunG(PUbd,op

G(F×X0)
,C)ω by

Lemma 3.4.74Lemma 3.4.74.



CONTROLLED OBJECTS AND THE NOVIKOV CONJECTURE 73

3.5. Localisation. — If f, g : X → X ′ are two morphisms between of G-
bornological coarse spaces, then one says that f and g are close to each other
if there exists a coarse entourage U ′ of X ′ containing the pairs (f(x), g(x))
for all x in X. A morphism f : X → X ′ between G-bornological coarse is
a coarse equivalence if it admits an inverse up to closeness. It is one of the
basic principles of coarse geometry that coarsely equivalent bornological coarse
spaces should be considered as equivalent. So invariants of bornological coarse
spaces should be constructed from functors which send pairs of close morphisms
to equivalent morphisms. Such functors are called coarsely invariant, see also
Remark 4.1.3Remark 4.1.3. The functor ShG,eqsmC is not coarsely invariant since morphisms
in ShG,eqsmC (X) are natural transformations between sheaves, which are local
in X.

In the present section, we turn the functor ShG,eqsmC into a coarsely invariant
functor (see Section 4.1Section 4.1 below for proofs) by performing Dwyer-Kan localisations
of its values. The localisation of ShG,eqsmC (X) adds morphisms which may
propagate on X in a way which is controlled by the coarse entourages of X.
In order to calculate the mapping spaces of the localisation and verify its
left-exactness, we use the calculus of fractions formula for mapping spaces
introduced in Section 2.3Section 2.3.

Consider a G-coarse space X. If U is an invariant coarse entourage of X
containing the diagonal, and Y is a subset of X, then we have U(Y ) ⊆ Y (see
(3.1.93.1.9) for the definition of the U -thinning U(−)). We consider the family of
these inclusions for all Y as a transformation U(−) → id of endofunctors of
the power set PX . It induces a transformation id → UG∗ of endofunctors of
PShGC(X) which by Corollary 3.3.29Corollary 3.3.29 restricts to ShGC(X).

We form the relative∞-category (ShGC(X),WX), where the subcategory WX

is generated by the collection of morphisms

(3.5.1) {M → UG∗ M | U ∈ C
G,∆
X ,M ∈ ShGC(X)} ,

where CG,∆X denotes the poset of G-invariant coarse entourages of X which
contain the diagonal.

Definition 3.5.2. — We define V̂G
C(X) as the Dwyer–Kan localisation

V̂G
C(X) := ShGC(X)[W−1

X ] . ♦

Recall Definition 2.3.4Definition 2.3.4 of the notion of a localisation among left-exact ∞-
categories.

Proposition 3.5.3. —
(1) For M,N in ShGC(X) there is a natural equivalence of mapping spaces:

(3.5.4) colim
U∈CG,∆

X

MapShG
C(X)(M,UG∗ N)

≃−→ MapV̂G
C(X)(ℓM, ℓN) .
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(2) The localisation functor ShGC(X) → V̂G
C(X) presents V̂G

C(X) as the
localisation among (large) left-exact ∞-categories.

Proof. — We first establish the formula for mapping spaces in ShGC(X)[W−1
X ]

using the version of the material in Section 2.2Section 2.2 for the opposite categories. Let
N be in ShGC(X). The functor π : CG,∆X → ShGC(X) given by U 7→ UG∗ N is a
putative calculus of fractions at N since diag(X) is initial in CG,∆X and each
morphism N → UG∗ N lies in WX by definition. By Proposition 2.2.7Proposition 2.2.7, it suffices
to show that the functor

MN : ShGC(X)→ Spc, M 7→ colim
U∈CG,∆

X

MapShG
C(X)(M,UG∗ N)

inverts all morphisms in WX .
Consider an arbitrary invariant entourage V which contains the diagonal

and an object M in ShGC(X). Using the adjunction (3.1.163.1.16), we can rewrite the
induced map

colim
U∈CG,∆

X

MapShG
C(X)(V

G
∗ M,UG∗ N)→ colim

U∈CG,∆
X

MapShG
C(X)(M,UG∗ N) .

in the form
(3.5.5)

colim
U∈CG,∆

X

MapPShG
C(X)(U

∗,GV G∗ M,N)→ colim
U∈CG,∆

X

MapPShG
C(X)(U

∗,GM,N) .

We will now see by a cofinality argument that this morphism is an equivalence.
For every subset Y of X we have inclusions

V (U [Y ]) ⊆ U [Y ] ⊆ V (V U [Y ]) ⊆ V U [Y ] .

We thus get transformations

(3.5.6) (V U)∗,GM → (V U)∗,GV G∗ M → U∗,GM → U∗,GV G∗ M .

Since the functor CG,∆X → CG,∆X given by U 7→ V U is cofinal, and in view of
(3.5.63.5.6), the two-out-of-six-property for equivalences implies that (3.5.53.5.5) is an
equivalence.

Since CG,∆X is filtered, we can conclude from formula (3.5.43.5.4) that the functor
ℓ preserves finite limits. So Proposition 2.3.5Proposition 2.3.5 implies the second assertion of
the proposition.

Let now X be a G-bornological coarse space. In view of Lemma 3.4.29Lemma 3.4.29, we
can consider the relative left-exact ∞-category (ShG,eqsmC (X),W eqsm

X ), where
W eqsm
X is the subcategory generated by the collection of morphisms

(3.5.7) {M → UG∗ M | U ∈ C
G,∆
X ,M ∈ ShG,eqsmC (X)} .

Definition 3.5.8. — We define VG
C(X) as the Dwyer–Kan localisation

VG
C(X) := ShG,eqsmC (X)[W eqsm,−1

X ] . ♦
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Proposition 3.5.9. —
(1) For M,N in ShG,eqsmC (X) there is a natural equivalence of mapping

spaces:

(3.5.10) colim
U∈CG,∆

X

MapShG
C(X)(M,UG∗ N)

≃−→ MapVG
C(X)(ℓM, ℓN) .

(2) The localisation functor ShG,eqsmC (X)→ VG
C(X) presents VG

C(X) as the
localisation among left-exact ∞-categories.

Proof. — This is shown by the same argument as for Proposition 3.5.3Proposition 3.5.3.

The universal property of the localisation provides the marked arrow in

(3.5.11) ShG,eqsmC (X) //

ℓ

��

ShGC(X)

ℓ
��

VG
C(X)

! // V̂G
C(X)

.

Corollary 3.5.12. — The marked arrow in (3.5.113.5.11) is a fully faithful inclu-
sion.

Proof. — We use that the upper horizontal arrow in (3.5.113.5.11) is fully faithful,
and that the mapping spaces in VG

C(X) and V̂G
C(X) are given by the coinciding

formulas (3.5.103.5.10) and (3.5.43.5.4), respectively.

Example 3.5.13. — Consider a set X with the minimal coarse structure Xmin.
Then CG,∆X = {diagX}. Since for M in ShGC(X) the morphism M → diagGX,∗M
is equivalent to the identity of M , the subcategory WX consists of equivalences.
Consequently, the canonical morphism ℓ : ShGC(X)→ V̂G

C(X) is an equivalence.
Similarly, if X is a G-bornological coarse space which carries the minimal

coarse structure, then W eqsm
X consists of equivalences and the canonical mor-

phism ℓ : ShG,eqsmC (X)→ VG
C(X) is an equivalence. ♦

3.6. Functoriality of VG. — In this section, we show that the left-exact
∞-category VG

C(X) introduced in Section 3.5Section 3.5 depends functorially on X and
C.

If f : X → X ′ is a morphism ofG-coarse spaces and C is in Fun(BG, coPrRω,∗),
then we have the bold part of the following diagram

(3.6.1) ShGC(X)

ℓX
��

f̂G
∗ // ShGC(X

′)

ℓX′

��

V̂G
C(X)

f∗ // V̂G
C(X

′)

.
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Lemma 3.6.2. — The morphism f̂G∗ descends essentially uniquely to a mor-
phism f∗ : V̂

G
C(X)→ V̂G

C(X
′) in CATLex

∞,∗ completing the square (3.6.13.6.1).

Proof. — In view of the universal property of Dwyer–Kan localisations, it
suffices to show that ℓX′ f̂G∗ sends morphisms in WX to equivalences in V̂G

C(X ′).
Let V be an invariant coarse entourage of X containing the diagonal and set

f(V )∆ := f(V ) ∪ diag(X ′). Then f(V )∆ is an invariant coarse entourage of X ′

containing the diagonal. For a subset Y ′ of X ′ we have an inclusion

f−1(f(V )∆(Y
′)) ⊆ V (f−1(Y ′))

of subsets of X. The family of these inclusions for all subsets Y ′ of X ′ induces
a transformation

t : f̂G∗ ◦ V G∗ → f(V )G∆,∗ ◦ f̂G∗ : ShGC(X)→ ShGC(X
′) .

IfM is in ShGC(X), then we consider ιV (M) : M → V G∗ M inWX . The morphism
f̂G∗ ιV (M) fits into the following sequence of morphisms in ShGC(X

′):

f̂G∗ M

!

ιf(V )∆
(f̂G

∗ M)
%%

f̂G
∗ ιV (M)

// f̂G∗ V
G
∗ M

t //

!

ιf(V )∆
(f̂G

∗ V
G
∗ M)

66
f(V )G∆,∗f̂

G
∗ M

f(V )G∆,∗f̂
G
∗ ιV (M)

// f(V )G∆,∗f̂
G
∗ V

G
∗ M .

The morphisms marked by ! belong to WX′ and induce equivalences in V̂G
C(X ′).

By the two-out-of-six property, we conclude that all morphisms in this diagram
are sent to equivalences in V̂G

C(X
′).

This shows that ℓX′ f̂G∗ WX consists of equivalences in V̂G
C(X

′).

Let f : X → X ′ be a morphism of G-bornological coarse spaces. As a
consequence of Lemma 3.4.28Lemma 3.4.28, Corollary 3.5.12Corollary 3.5.12 and Proposition 3.5.9Proposition 3.5.9 we get:

Corollary 3.6.3. — The morphism f∗ from (3.6.13.6.1) restricts to a morphism

f∗ : V
G
C(X)→ VG

C(X
′)

of left-exact ∞-categories.

Let X be a G-coarse space, and let ϕ : C → C′ be a morphism in
Fun(BG, coPrRω,∗). Then we obtain the following diagram:

(3.6.4) ShGC(X)

ℓX
��

ϕ̂G
∗ // ShGC(X

′)

ℓX
��

V̂G
C(X)

ϕ∗ // V̂G
C′(X)
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Lemma 3.6.5. — The morphism ϕ̂G∗ descends essentially uniquely to a mor-
phism ϕ∗ : V̂

G
C(X)→ V̂G

C′(X) in CATLex
∞,∗ completing the square (3.6.43.6.4).

Proof. — We write WC,X and WC′,X for the subcategories generated by (3.5.13.5.1)
for C and C′, respectively. Then it is obvious that ϕ̂G∗ (WC,X) ⊆WC′,X . This
implies the assertion.

If X is a G-bornological coarse space, then Lemma 3.4.30Lemma 3.4.30 implies:

Corollary 3.6.6. — The morphism ϕ∗ from (3.6.43.6.4) restricts to a morphism

ϕ∗ : V
G
C(X)→ VG

C′(X) .

Let W̃X denote the subcategory of ShGC(X) of morphisms which are sent to
equivalences by the localisation functor ℓX . By Lemma 3.6.2Lemma 3.6.2 and Lemma 3.6.5Lemma 3.6.5,
the functor (X,C) 7→ ShGC(X) promotes to a functor
(3.6.7)
ℓShG : GCoarse×Fun(BG, coPrRω,∗)→ RELLex

∞,∗ , (X,C) 7→ (ShGC(X), W̃X) ,

where RELLex
∞,∗ is the large version of RelLex∞,∗ from Section 2.3Section 2.3. The large

left-exact ∞-categories defined in Definition 3.5.2Definition 3.5.2 for all X and C now become
the values of the functor

(3.6.8) V̂G : GCoarse× Fun(BG, coPrRω,∗)
ℓShG

−−−→ RELLex
∞,∗

Loc−−→ CATLex
∞,∗ ,

where Loc is the large version of the functor from (2.3.62.3.6). As a consequence
of Corollary 3.6.3Corollary 3.6.3 and Corollary 3.6.6Corollary 3.6.6, we further obtain a subfunctor (the
restriction along (3.4.83.4.8) is hidden)

(3.6.9) VG : GBC× Fun(BG, coPrRω,∗)
ℓShG,eqsm

C−−−−−−→ RelLex∞,∗
Loc−−→ CatLex∞,∗

with the values prescribed by Definition 3.5.8Definition 3.5.8.
Finally, consider a coarse covering f : X ′ → X (Definition 3.3.16Definition 3.3.16) and the

square

(3.6.10) ShGC(X)

ℓX
��

Lπ0,Gf̂∗,G
// ShGC(X

′)

ℓX′

��

V̂G
C(X)

f∗
// V̂G

C(X
′)

.

Lemma 3.6.11. —
(1) The morphism Lπ0,Gf̂∗ descends essentially uniquely to a morphism f∗

completing the square (3.6.103.6.10).
(2) If f is a covering of bornological coarse spaces (Definition 3.4.16Definition 3.4.16), then

the morphism f∗ (in (11)) restricts to a morphism

f∗ : VG
C(X)→ VG

C(X
′) .
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Proof. — It follows from Lemma 3.3.30Lemma 3.3.30 that Lπ0,Gf̂∗,G sends WX to WX′ . This
implies (11). (22) is now an immediate consequence of Proposition 3.4.33Proposition 3.4.33 and
Corollary 3.5.12Corollary 3.5.12.

The full contravariant functoriality of VG
C will be part of the discussion in

Section 6Section 6.

4. Properties of VG
C

We now study the behavior of VG
C as a functor on G-bornological coarse

spaces. The results of this section are instrumental in showing that VG
C gives rise

to a coarse homology theory upon application of a finitary localising invariant,
which will be the subject of Section 7Section 7.

The first three subsections record elementary properties of our construction
of controlled objects. Section 4.1Section 4.1 introduces the notion of coarse invariance,
which encodes a kind of homotopy invariance on G-bornological coarse spaces,
and shows that VG

C is coarsely invariant. Section 4.2Section 4.2 describes a special class of
G-bornological coarse spaces called flasque spaces, and proves that the controlled
objects over a flasque space admit an Eilenberg swindle. Section 4.3Section 4.3 describes
VG

C(X) as a filtered colimit whose individual stages only depend on coarse
structures generated by a single entourage. We call this property u-continuity.

The main non-trivial property of VG
C is a version of excision on G-bornological

coarse spaces, which we formulate and prove in Section 4.5Section 4.5. The preceding
Section 4.4Section 4.4 prepares the proof of excision by showing that subspace inclusions
induce fully faithful functors on VG

C.
Finally, Section 4.6Section 4.6 introduces the free union of a collection of G-bornological

coarse spaces and shows that the category of controlled objects over a free union
is equivalent to the product of the categories of controlled objects over the
individual components of the free union.

4.1. Coarse invariance. — Below we consider the set {0, 1} with the trivial
G-action. Recall Example 3.4.9Example 3.4.9 and the monoidal structure from Remark 3.4.14Remark 3.4.14.
For every G-bornological coarse space X the projection

(4.1.1) {0, 1}max,max ⊗X → X

is a morphism of G-bornological coarse spaces.
Let M be some ∞-category and consider a functor E : GBC→M.

Definition 4.1.2. — E is called coarsely invariant if the projection (4.1.14.1.1)
induces an equivalence E({0, 1}max,max⊗X)→ E(X) for every G-bornological
coarse space X. ♦

Remark 4.1.3. — We say that two morphisms f, g : X → X ′ in GBC are
close to each other if (f × g)(diag(X)) is a coarse entourage of X ′. This
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is equivalent to requiring that f and g define a morphism of G-bornological
coarse spaces {0, 1}max,max ⊗X → X ′. Closeness is an equivalence relation on
HomGBC(X,X ′) for all G-bornological coarse spaces X,X ′ which is compatible
with composition. A morphism of G-bornological coarse spaces is a coarse
equivalence if it can be inverted up to closeness.

It is easy to see that the following assertions on E are equivalent:
(1) E is coarsely invariant.
(2) For every pair of close morphisms f, g we have E(f) ≃ E(g).
(3) E sends coarse equivalences to equivalences. ♦

Example 4.1.4. — The following are examples of coarse equivalences. By
Remark 4.1.3Remark 4.1.3, these morphisms are sent to equivalences by any coarsely invariant
functor.

(1) For every set X, the projection Xmax,max → ∗ is a coarse equivalence.
The inclusion of any point of X is a coarse inverse.

(2) Consider the bornological coarse space Rd given by the set R with the
bornology and coarse structure induced by the Euclidean metric. Then the
inclusion of the bornological coarse subspace Z into R is a coarse equivalence:
the floor function is one choice of coarse inverse. ♦

Lemma 4.1.5. — The functor

VG
C : GBC→ CatLex∞,∗

is coarsely invariant.

Proof. — We consider a pair f, g : X → X ′ of morphisms which are close to
each other. By Remark 4.1.3Remark 4.1.3 it suffices to show that VG

C(f) ≃ VG
C(g).

Let Y ′ be a subset of X ′ and let V ′ be an invariant, symmetric coarse
entourage of X ′ containing the diagonal such that (f×g)(diag(X)) ⊆ V ′. Then
we have the following chain of inclusions of subsets of X:

f−1(Y ′) ⊇ g−1(V ′(Y ′)) ⊇ f−1(V ′,2(Y ′)) ⊇ g−1(V ′,3(Y ′)) .

For M in ShG,eqsmC (X) we then get induced morphisms

(4.1.6) f̂G∗ M

!

$$

// V ′,G
∗ ĝG∗ M //

!

99
V ′,2,G
∗ f̂G∗ M // V ′,3,G

∗ ĝG∗ M .

The marked morphisms are sent to equivalences in VG
C(X ′) since they belong to

the set (3.5.73.5.7) (for X ′ in place of X) generating W eqsm
X′ . By the two-out-of-six
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property for equivalences, all morphisms in (4.1.64.1.6) are sent to equivalences, in
particular, the first one. Consequently, the second map in the zig-zag

ĝG∗ M
ιV (ĝG∗ M)

// V ′,G
∗ ĝG∗ M f̂G∗ Moo

is an equivalence. The morphism ιV (ĝ
G
∗ M) is also an equivalence because it

belongs to W eqsm
X′ , too. Since all the arrows above are components of natural

transformations between functors evaluated at M , we can conclude that f∗ and
g∗ are naturally equivalent functors.

4.2. Flasques. — Let X be a G-bornological coarse space.

Definition 4.2.1 ([BEKW20aBEKW20a, Def. 3.8]). — X is flasque if it admits an
endomorphism f : X → X with the following properties:

(1) f is close to idX .
(2) For every U in CX we have

⋃
n∈N f

n(U) ∈ CX .
(3) For every B in BX there exists n in N such that fn(X) ∩B = ∅. ♦

We say that f implements the flasqueness of X.

Example 4.2.2. — The standard example of a flasque space is [0,∞) equipped
with the metric bornological coarse structure induced by the Euclidean metric.
In this case, flasqueness is implemented by the shift map sending x to x+ 1.
More generally, every G-bornological coarse space of the form X ⊗ [0,∞) is
flasque. ♦

Definition 4.2.3. — X is pre-flasque if it admits an endomorphism f : X → X
with properties Definition 4.2.1Definition 4.2.1 (22) and Definition 4.2.1Definition 4.2.1 (33). ♦

We say that f implements the pre-flasqueness of X.
Let M be a semi-additive ∞-category (Definition 2.1.37Definition 2.1.37). A semi-additive

category is enriched in commutative monoids, and we use the symbol + in order
to denote the sum of morphisms.

Let M be an object of M.

Definition 4.2.4. — M is flasque if it admits an endomorphism S such that

♦(4.2.5) S ≃ idM +S .

We again say that S implements the flasqueness of M . By Mfl we denote
the smallest full subcategory of M which is closed under filtered colimits and
contains all flasque objects.

Let E : GBC→M be a functor.

Definition 4.2.6. — E preserves flasqueness if it sends flasque objects of
GBC to objects in Mfl. ♦
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Remark 4.2.7. — If M is additive (Definition 7.4.2Definition 7.4.2), then a flasque object is
a zero object. Consequently, if M is additive, then Mfl consists of zero objects.
In this case, the following conditions are equivalent:

(1) E preserves flasquenss.
(2) E vanishes on flasques, i.e., sends flasque G-bornological coarse spaces

to zero objects. ♦

Below in Lemma 4.2.16Lemma 4.2.16 (33) we will show that the functor VG
C is flasqueness

preserving. But note that VG
C is not the final object of consideration. We

will also need to show that certain functors derived from VG by auxiliary
constructions in Section 5Section 5 are flasqueness preserving, too. In this case it is
important to keep track of the morphisms implementing the flasqueness of
the values of the functor. We therefore introduce the stronger notions of a
functorially flasqueness and functorially pre-flasqueness preserving functor, and
we verify that VG has these properties.

We let End(M) := Fun(∆1/∂∆1,M) be the category of endomorphisms
of objects of M. Its objects are pairs (M,S) of an object M of M and an
endomorphism S :M →M . We have a forgetful functor End(M)→M sending
(M,S) to M . Note that this functor preserves colimits.

Definition 4.2.8. — We define the ∞-category F̃l(M) by the pullback

F̃l(M)

��

// End(M)

diag

��

End(M)×M End(M)
((M,S),(M,T )) 7→((M,S),(M,idM +T◦S))

// End(M)×M End(M)

.

We furthermore define Fl(M) as the pullback

Fl(M) //

��

F̃l(M)

e

��

M
M 7→(M,id)

// End(M)

,

where the functor e is given by composing F̃l(M) → End(M) ×M End(M)
with the projection onto the second factor. ♦

The objects of F̃l(M) are tuples (M,S, T, ϕ) with an equivalence

ϕ : S
≃−→ idM +T ◦ S .

Objects in Fl(M) are tuples (M,S, T, ϕ, ψ) with (M,S, T, ϕ) in F̃l(M) together
with an equivalence ψ : T ≃ id. In particular, S implements flasqueness of M
in this case. There are forgetful functors

(4.2.9) p̃ : F̃l(M)→M and p : Fl(M)→ F̃l(M)
p̃−→M
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which project to the underlying object. By [Lur09Lur09, Lem. 5.4.5.5], a diagram in
F̃l(M) and Fl(M) admits a colimit if and only if its composition with p̃ or p
admits a colimit, and both p̃ and p preserve colimits.

Definition 4.2.10. —
(1) Let Flpre(GBC) be the full subcategory of End(GBC) consisting of

pairs (X, f) where f implements pre-flasqueness of X.
(2) Let Fl(GBC) be the full subcategory of Flpre(GBC) of those pairs

(X, f), where f implements flasqueness of X. ♦

Let P be some auxiliary ∞-category (Fun(BG, coPrRω,∗) in our application),
and let E : GBC×P→M be a functor.

Definition 4.2.11. — E functorially preserves pre-flasqueness if there exist a
functor

Flpre(E) : Flpre(GBC)×P→ F̃l(M)

and a commutative diagram

(4.2.12) Flpre(GBC)×P

))

Flpre(E)
// F̃l(M)

e

��

End(M) ,

where the diagonal arrow is the functor sending ((X, f), P ) to (E(X,P ), E(f, P ))
and e is the forgetful functor from Definition 4.2.8Definition 4.2.8. ♦

Definition 4.2.13. — E functorially preserves flasqueness if there exists a
functor

Fl(E) : Fl(GBC)×P→ Fl(M)

and a commutative diagram analogous to (4.2.124.2.12) in which we replace
Flpre(GBC), Flpre(E) and F̃l(M) by Fl(GBC), Fl(E) and Fl(M), respec-
tively. ♦

The following is obvious from the definitions.

Corollary 4.2.14. — If E functorially preserves flasqueness, then E(−, P )
preserves flasqueness for every object P in P.

A priori, showing that a functor is functorially flasqueness preserving requires
us to produce more structure than showing that it is pre-flasqueness preserving.
The next lemma asserts that this additional structure comes for free if the
functor is coarsely invariant.

Lemma 4.2.15. — Assume:
(1) E functorially preserves pre-flasqueness.
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(2) For every P in P the functor E(−, P ) : GBC→M is coarsely invariant.
Then E functorially preserves flasqueness.

Proof. — By assumption, the composite

Fl(GBC)×P→ Flpre(GBC)×P
Flpre(E)−−−−−→ F̃l(M)

e−→M

is equivalent to the functor sending ((X, f), P ) to (E(X,P ), E(f, P )). The
inclusions {0} → {0, 1} and {1} → {0, 1} induce a zig-zag of natural equivalences

E(X,P )

E(f,P )

��

≃ // E(X ⊗ {0, 1}max,max, P )

E(f⊔idX ,P )

��

E(X,P )
≃oo

id

��

E(X,P )
≃ // E(X ⊗ {0, 1}max,max, P ) E(X,P )

≃oo

which induce a lift
Fl(E) : Fl(GBC)×P→ Fl(M)

of Flpre(E)|Fl(GBC)×P. It follows that E functorially preserves pre-flasqueness.

Let C be in Fun(BG, coPrRω,∗). Note that CatLex∞,∗ is semi-additive by
Lemma 2.1.38Lemma 2.1.38. So Definitions 4.2.6Definitions 4.2.6, 4.2.114.2.11 and 4.2.134.2.13 apply to the functor

VG : GBC× Fun(BG, coPrRω,∗)→ CatLex∞,∗

from (3.6.93.6.9). In this case we use the more natural symbol × instead of + for
the sum of morphisms.

Lemma 4.2.16. —
(1) The functor VG functorially preserves pre-flasqueness.
(2) The functor VG functorially preserves flasqueness.
(3) The functor VG

C preserves flasqueness for every C in Fun(BG, coPrRω,∗).

Proof. — We start with (11). If we apply the functor from (3.3.153.3.15) (for the
trivial group) to G-coarse spaces and coefficient categories with G-action, then
we get a functor

Sh : GCoarse× Fun(BG, coPrRω,∗)→ Fun(BG,CATLex
∞,∗) .

We extend it to a functor

Flpre(Sh) : Flpre(GBC)× Fun(BG, coPrRω,∗)→ F̃l(Fun(BG,CATLex
∞,∗)) .

such that

(4.2.17) Flpre(Sh)((X, f),C) := (ShC(X),
∏
n∈N

f̂n∗ , f̂∗, ϕ̂) ,

where ϕ̂ is the canonical identification
∏
n∈N f̂

n
∗ ≃ idShC(X)×f̂∗ ◦

∏
n∈N f̂

n
∗ . We

must argue that the infinite product Ŝ(X, f) :=
∏
n∈N f̂

n
∗ of morphisms in
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(4.2.174.2.17) exists. For M in ShC(X), by Definition 4.2.1Definition 4.2.1 (22) there exists U in CGX
such that f̂n∗ (M) in ShUC(X) for all n in N. Since ShUC(X) belongs to coPrRω,∗,
the product

∏
n∈N f̂

n
∗ (M) exists in ShUC(X) and hence in ShC(X).

By composing Flpre(Sh) with limBG we obtain a functor

Flpre(Sh)G : Flpre(GBC)× Fun(BG, coPrRω,∗)→ F̃l(CATLex
∞,∗) ,

((X, f),C) 7→ (ShGC(X), Ŝ(X, f)G, f̂G∗ , ϕ̂
G) .

Consider the square

ShGC(X)
Ŝ(X,f)G

//

ℓX
��

ShGC(X)

ℓX
��

V̂G
C(X)

S(X,f)
// V̂G

C(X)

.

Similarly as in the proof of Lemma 3.6.2Lemma 3.6.2, using Definition 4.2.1Definition 4.2.1 (22) on f , we
check that ℓX Ŝ(X, f)G sends the generators (3.5.13.5.1) of WX to equivalences in
V̂G

C(X). It follows that Ŝ(X, f)G descends to the desired functor

S(X, f) : V̂G
C(X)→ V̂G

C(X) .

Similarly, the functor f̂G∗ descends to a functor f∗, and ϕ̂G descends to an
equivalence ϕG : S(X, f)

≃→ idV̂G
C(X)×(f∗ ◦ S(X, f)).

It remains to show that S(X, f) preserves the full subcategory VG
C(X)

of V̂G
C(X). To this end, we show that Ŝ(X, f)G preserves the subcategory

ShG,eqsmC (X) of ShGC(X).
Let M be in ShG,eqsmC (X). Consider an H-bounded subset Y of X. By

Definition 4.2.1Definition 4.2.1 (33), there exists n0 in N such that fn0(X) ∩ Y = ∅. Then we
have

(Ŝ(X, f)G(M))(Y ) ≃
∏
n≤n0

f̂n,G∗ M(Y ) .

By Lemma 3.4.28Lemma 3.4.28, f̂n,G∗ M is equivariantly small for all n. Thus every factor of
the product belongs to CH,ω, and therefore the finite product, too. We conclude
that Ŝ(X, f)G(M) ∈ ShG,eqsmC (X). This finishes the proof of assertion (11).

(22) follows from (11) by Lemma 4.2.15Lemma 4.2.15 since VG
C is coarsely invariant by

Lemma 4.1.5Lemma 4.1.5.
(33) follows from (22) and Corollary 4.2.14Corollary 4.2.14.

4.3. u-continuity. — Let X be a G-bornological coarse space. If U is an
invariant coarse entourage on X, then XU denotes the G-bornological coarse
space obtained from X by replacing the original coarse structure of X by the
G-coarse structure C⟨{U}⟩ generated by U . There is a canonical morphism
XU → X given by the identity of the underlying sets.
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Let M be an ∞-category which admits all small filtered colimits. Consider a
functor E : GBC→M.

Definition 4.3.1. — E is u-continuous if the natural morphism

colim
U∈CG

X

E(XU )→ E(X)

is an equivalence for every G-bornological coarse space X. ♦

Let C be in Fun(BG, coPrRω,∗) and note that CATLex
∞,∗ admits small filtered

colimits by (the large version of) Proposition 2.1.12Proposition 2.1.12. Recall the functor V̂G
C

from (3.6.83.6.8).

Proposition 4.3.2. — The functor V̂G
C : GBC→ CATLex

∞,∗ is u-continuous.

Proof. — Let X be a G-bornological coarse space. Filtered colimits and limits
in CATLex

∞,∗ may by computed in CAT∞. Consider the following chain of
functors:

colim
U∈CG

X

V̂G
C(XU ) ≃ colim

U∈CG
X

(
(lim
BG

ShC(XU ))[W
−1
XU

]
)

i−→

(
colim
U∈CG

X

lim
BG

ShC(XU )

)[
colim
U∈CG

X

W−1
XU

]
ii−→

(
lim
BG

colim
U∈CG

X

ShC(XU )

)[
colim
U∈CG

X

W−1
XU

]
iii−→
(
lim
BG

ShC(X)
)
[W−1

X ]

≃ V̂G
C(X)

The morphism marked by i is an equivalence since the functor Loc in (2.2.32.2.3) is
a left adjoint and therefore preserves all colimits. The morphism marked by ii
is an equivalence by Lemma 2.1.40Lemma 2.1.40 since BG has only a single object, the poset
of invariant coarse entourages CGX is filtered, and Sh(XU )→ Sh(XU ′) is fully
faithful for all U,U ′ in CGX with U ⊆ U ′. The morphism marked by iii is an
equivalence since the map

CGX → {(U, V )∈ CGX × CGX | U ∈ CGX , V ∈ CGXU
}, U 7→ (U,U)

is cofinal.

Lemma 4.3.3. — The functor VG
C : GBC→ CatLex∞,∗ is u-continuous.

Proof. — Lemma 3.4.28Lemma 3.4.28 applied to the morphisms XU → X, Proposition 4.3.2Proposition 4.3.2,
and the fact that a filtered colimit of fully faithful functors is fully faithful implies
that we have an inclusion colimU∈CG

X
VG

C(XU )→ VG
C(X) of full subcategories of



86 U. BUNKE, D.-C. CISINSKI, D. KASPROWSKI & C. WINGES

V̂G
C(X). It is also essentially surjective since the notion of equivariant smallness

is independent of the coarse structure.

4.4. Subspace inclusions. — In this section, we derive some technical results
which will enter the discussion of excision for VG

C in Section 4.5Section 4.5.
Let i : Z → X be the inclusion of a subspace of a G-bornological coarse space

X.

Proposition 4.4.1. — The functors i∗ : V̂G
C(Z)→ V̂G

C(X) and i∗ : VG
C(Z)→

VG
C(X) are fully faithful.

The proof requires a little preparation. We fix an invariant coarse entourage
U of X which contains the diagonal. Note that for any subset A of X we have
U(A)∩Z ⊆ UZ(A∩Z), where UZ := U ∩ (Z ×Z) is considered as an invariant
entourage of Z. We consider the sub-poset

(4.4.2) PUX := {A ∈ PX | U(A) ∩ Z = UZ(A ∩ Z)}

of the power set PX .

Lemma 4.4.3. —
(1) If A,A′ are in PUX , then we also have A ∩A′ ∈ PUX .
(2) For every Y in PX the slice (PUX)Y/ has a unique minimal element

U [Y,Z]. It satisfies Z ∩ U [Y, Z] = Z ∩ Y .

Proof. — (11) follows from the fact that thinning (see (3.1.93.1.9)) preserves inter-
sections.

We now show (22). We will show that the unique minimal element of (PUX)Y/
is given by

U [Y, Z] := Y ∪
⋃

x∈Y ∩Z,UZ [x]⊆Y ∩Z

U [x] \ Z .

Note that Z∩U [Y,Z] = Z∩Y by definition. We first check that U [Y, Z] belongs
to the set (PUX)Y/.

By definition, we have Y ⊆ U [Y,Z]. It remains to check that

UZ(U [Y,Z] ∩ Z) = U(U [Y, Z]) ∩ Z .

We must show that

UZ(U [Y,Z] ∩ Z) ⊆ U(U [Y, Z]) ∩ Z .

Let x be in UZ(U [Y,Z] ∩ Z). Then we have the relations x ∈ Y ∩ Z and
UZ [x] ⊆ Y ∩ Z. This implies

U [x] = UZ [x] ∪ (U [x] \ Z) ⊆ (Y ∩ Z) ∪ U [Y, Z] = U [Y,Z] ,

and hence x ∈ U(U [Y,Z]) ∩ Z.
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We now show that U [Y,Z] is the unique minimal element in (PUX)Y/. Suppose
that A is any other element of (PUX)Y/. Assume that x is in U [Y,Z]. We consider
two cases:

(1) x ∈ Y : Then x ∈ A.
(2) x /∈ Y : Then x ∈ U [x′] \ Z for some x′ in Y ∩ Z satisfying UZ [x

′] ⊆
Y ∩Z ⊆ A∩Z. Since UZ(A∩Z) = U(A)∩Z, we also have U [x′] ⊆ A. Because
of x ∈ U [x′], this implies x ∈ A.

Proof of Proposition 4.4.1Proposition 4.4.1. — In view of Corollary 3.5.12Corollary 3.5.12, it suffices to show
that the functor i∗ : V̂G

C(Z)→ V̂G
C(X) is fully faithful.

Let M and N be in ShGC(Z). We will use the formula for mapping spaces in
the localisation provided by Proposition 3.5.3Proposition 3.5.3. The map of posets CG,∆X → CG,∆Z

given by U 7→ UZ := U ∩ (Z × Z) is cofinal. Note that îG∗ is fully faithful by
the second assertion of Corollary 3.3.26Corollary 3.3.26. Therefore the map

MapV̂G
C(Z)(ℓZM, ℓZN)→ MapV̂G

C(X)(i∗ℓXM, i∗ℓXN)

induced by i can be identified with the map

colim
U∈CG,∆

X

MapShG
C(X)(̂i

G
∗ M, îG∗ U

G
Z,∗N)→ colim

U∈CG,∆
X

MapShG
C(X)(̂i

G
∗ M,UG∗ î

G
∗ N)

induced by the canonical map îG∗ UGZ,∗N → U∗î
G
∗ N . We claim that the map

MapShG
C(X)(̂i

G
∗ M, îG∗ U

G
Z,∗N)→ MapShG

C(X)(̂i
G
∗ M,UG∗ î

G
∗ N)

is an equivalence for every U in CG,∆X . Since ShC(X) is a full subcategory of
PShC(X), by Lemma 2.1.21Lemma 2.1.21.(11) it suffices to prove that

MapPShC(X)(̂i∗M, î∗UZ,∗N)→ MapPShC(X)(̂i∗M,U∗î∗N)

is an equivalence.
Lemma 4.4.3Lemma 4.4.3.(22) implies that the inclusion functor

L : PU,opX → Pop
X

admits a right adjoint R which sends Y to U [Y,Z]. Consequently, we obtain an
induced co-Bousfield localisation

R∗ : Fun(PU,opX ,C) ⇄ PShC(X) :L∗ .

The map R∗L∗î∗M → î∗M is an equivalence since Z ∩ R(Y ) = Z ∩ Y for all
Y , i.e., î∗M is a colocal object. Hence the map in question becomes identified
with the canonical map

MapFun(PU,op
X ,C)(L

∗î∗M,L∗î∗UZ,∗N)→ MapFun(PU,op
X ,C)(L

∗î∗M,L∗U∗î∗N) .

By definition of PUX , the map L∗î∗UZ,∗N → L∗U∗î∗N is an equivalence, so we
are done.
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4.5. Excision. — Let Y := (Yℓ)ℓ∈L be a filtered family of invariant subsets
of a G-bornological coarse space X. The members Yℓ will be considered as
G-bornological coarse spaces with the coarse and bornological structures induced
from X.

Definition 4.5.1. — Y is a big family if for every coarse entourage U of X and
ℓ in L there exists ℓ′ in L such that U [Yℓ] ⊆ Yℓ′ (see (3.1.83.1.8) for the thickening
construction). ♦

For a functor E : GBC→M to a cocomplete target we set

(4.5.2) E(Y) := colim
ℓ∈L

E(Yℓ) .

The family of inclusions (Yℓ → X)ℓ∈L induces a canonical morphism

(4.5.3) E(Y)→ E(X) .

Definition 4.5.4. — A complementary pair on X is a pair (Z,Y) of an
invariant subset Z and a big family Y such that there exists ℓ in L with
Z ∪ Yℓ = X. ♦

Example 4.5.5. — Consider the bornological coarse space Rd, where d is the
Euclidean metric. Then

((−∞, 0], ([−n,∞))n∈N)

is a complementary pair on Rd. ♦

We can form the big family Z ∩ Y := (Z ∩ Yℓ)ℓ∈L on Z.

Definition 4.5.6. — E is called excisive if for every G-bornological coarse
space X with a complementary pair (Z,Y) the commutative square

E(Z ∩ Y) //

��

E(Z)

��

E(Y) // E(X)

is a pushout square. ♦

Example 4.5.7. — Consider the complementary pair from Example 4.5.5Example 4.5.5. An
excisive functor E then gives rise to a pushout

E(([−n, 0])n∈N) //

��

E((−∞, 0])

��

E(([−n,∞))n∈N) // E(Rd)
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If E additionally vanishes on flasque spaces (Definition 4.2.1Definition 4.2.1), the two outer
corners of this square are trivial due to Example 4.2.2Example 4.2.2. We therefore get an
equivalence

E(Rd) ≃ ΣE(([−n, 0])n∈N) .

If E is also coarsely invariant (Remark 4.1.3Remark 4.1.3), the right-hand side is equivalent
to ΣE(∗). ♦

Remark 4.5.8. — We do not expect that VG
C is excisive in the sense of

Definition 4.5.6Definition 4.5.6. Proposition 4.5.10Proposition 4.5.10 below is the appropriate statement using
the notion of an excisive square for left-exact categories as introduced in
Definition 2.5.2Definition 2.5.2. ♦

Let E : GBC→ CatLex∞,∗ be a functor.

Definition 4.5.9. — E is called l-excisive if for every G-bornological coarse
space X with a complementary pair (Z,Y) the commutative square

E(Z ∩ Y) //

��

E(Z)

��

E(Y) // E(X)

is an excisive square in CatLex∞,∗ (Definition 2.5.2Definition 2.5.2). ♦

Note that the composition of an l-excisive functor with a homological functor
is excisive.

Let C be in Fun(BG, coPrRω,∗).

Proposition 4.5.10. — The functor VG
C : GBC→ CatLex∞,∗ is l-excisive.

The proof of Proposition 4.5.10Proposition 4.5.10 occupies the remainder of this section.
By Lemma 3.4.28Lemma 3.4.28, there is a commutative square

(4.5.11) ShG,eqsmC (Z ∩ Y)
ι̂GZ //

ĝG∗
��

ShG,eqsmC (Z)

îG∗
��

ShG,eqsmC (Y)
ι̂GX // ShG,eqsmC (X)

in CatLex∞,∗, where ĝG∗ is induced by the family of morphisms (iℓ : Z∩Yℓ → Yℓ)ℓ∈L
using Lemma 3.4.28Lemma 3.4.28, and ι̂GZ and ι̂GX are instances of the morphism (4.5.34.5.3). By
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Corollary 3.6.3Corollary 3.6.3, the square (4.5.114.5.11) induces a square

(4.5.12) VG
C(Z ∩ Y)

ιZ //

g∗

��

VG
C(Z)

i∗

��

VG
C(Y)

ιX // VG
C(X)

in CatLex∞,∗. In order to show Proposition 4.5.10Proposition 4.5.10, we must show that the square
(4.5.124.5.12) in CatLex∞,∗ is excisive. This amounts to showing that the horizontal
functors are fully faithful, and that the induced morphism between their stable
cofibres (see Definition 2.4.5Definition 2.4.5) is an equivalence.

Note that ιX is the colimit of the family of functors (VG
C(Yℓ)→ VG

C(X))ℓ∈L.
Since the members of this family are fully faithful by Proposition 4.4.1Proposition 4.4.1, and a
filtered colimit of fully faithful functors is again fully faithful, we conclude that
ιX is fully faithful. Similarly, ιZ is fully faithful.

The rest of the argument is devoted to the comparison of the stable cofibres.
We define the subcategory WιX of VG

C(X) to be the smallest subcategory
containing all morphisms with fibres in the essential image of ιX , which is closed
under pullbacks and satisfies the two-out-of-three property. Then Lemma 2.4.6Lemma 2.4.6
shows that the stable cofibre of ιX can be explicitly described as

Cofibs(ιX) ≃ S̃p(VG
C(X)[W−1

ιX ]) .

We define the subcategory WιZ of VG
C(Z) similarly, and observe that Cofibs(ιZ)

admits an analogous description.
We consider the following diagram

(4.5.13) ShG,eqsmC (X)

î∗,G

��

ℓX // VG
C(X)

ℓsιX //

ĩ∗

%%

Cofibs(ιX)

ī∗

��

ShG,eqsmC (Z)
ℓZ

// VG
C(Z) ℓsιZ

// Cofibs(ιZ)

in CatLex∞,∗. At the moment forget the dashed part.

Lemma 4.5.14. — The universal property of ℓX provides the dotted arrow ĩ∗.

Proof. — It suffices to show that the composition

ĩ∗,G : ShG,eqsmC (X)
î∗,G−−→ ShG,eqsmC (Z)

ℓZ−→ VG
C(Z)

ℓsιZ−−→ Cofibs(ιZ)

sends the morphisms in W eqsm
X (see the text before Definition 3.5.8Definition 3.5.8) to equiva-

lences.
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Let M be in ShG,eqsmC (X) and let V be an invariant coarse entourage of X
containing the diagonal. Then we consider the generator ιV (M) : M → V G∗ M

of W eqsm
X . It suffices to show that ℓsιZ ℓZ î

∗,GιV (M) is an equivalence.
Let U be be an invariant coarse entourage of X containing the diagonal

such that M ∈ ShU,GC (X). Using that the family Y is big, we can choose a
member Y of Y such that (Z, Y ) is a V UV −1-covering family of X (see (3.2.183.2.18),
Definition 3.2.3Definition 3.2.3 and Example 3.2.4Example 3.2.4). Since U ⊆ V UV −1, the pair (Z, Y ) is also
a U -covering family, and we have V G∗ M ∈ ShV UV

−1,G
C (X) by Corollary 3.2.25Corollary 3.2.25.

We now use the notation introduced in connection with the Glueing
Lemma 3.2.30Lemma 3.2.30. By Lemma 3.2.30Lemma 3.2.30, the morphism ιV (M) is equivalent in
ShGC(X) to the morphism

(4.5.15) îG∗ î
∗,GM ×

k̂G∗ k̂
∗,GM

ĵG∗ ĵ
∗,GM −→ îG∗ î

∗,GV G∗ M ×
k̂G∗ k̂

∗,GV G
∗ M

ĵG∗ ĵ
∗,GV G∗ M .

The functor ĩ∗,G is left-exact and therefore preserves the fibre products in
(4.5.154.5.15). The functor ℓZ îG,∗ sends objects in the image of k̂G∗ or ĵG∗ to objects
in the image of ιZ by the commutativity (justified by Corollary 3.3.28Corollary 3.3.28 and
Lemma 3.4.32Lemma 3.4.32) of the diagram

(4.5.16) ShG,eqsmC (Z ∩ Y)
ι̂GZ // ShG,eqsmC (Z)

ShG,eqsmC (Y)

ĝ∗,G

OO

ι̂GX // ShG,eqsmC (X)

î∗,G

OO

ShG,eqsmC (Y )

ĵG∗

66OO

.

Finally by definition, the functor ℓsιZ sends objects in the image of ιZ to zero
objects. Using the above observations, in Cofibs(ιZ) we get an equivalence

ℓsιZ ℓZ î
∗,GιV (M) ≃ ℓsιZ ℓZ î

∗,G [̂iG∗ î
∗,GM → îG∗ î

∗,GV G∗ M ] .

Using Lemma 3.3.31Lemma 3.3.31, setting M ′ := î∗,GĥG∗ ĥ
∗,GM for the inclusion h : V (Z)→

X and VZ := V ∩ (Z × Z), we have an equivalence î∗,GV G∗ M ≃ V GZ,∗M ′.
Using in addition the equivalence î∗,GîG∗ ≃ id (Lemma 3.2.28Lemma 3.2.28) we get a

factorisation of ℓsιZ ℓZ î
∗,GιV (M) as

(4.5.17) ℓsιZ ℓZ î
∗,GM

ℓsιZ
ℓZα

−−−−−→ ℓsιZ ℓZM
′ ℓsιZ

ℓZιVZ
(M ′)

−−−−−−−−−→ ℓsιZ ℓZV
G
Z,∗M

′ ,

where α : î∗,GM →M ′ is induced by the unit id→ ĥG∗ ĥ
∗,G.

We first observe that ℓsιZ ℓZιVZ
(M ′) is an equivalence since ιVZ

(M ′) ∈W eqsm
Z .
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We then argue that ℓsιZ ℓZα is an equivalence, too. To this end we show that
the fibre of ℓZα : ℓZ î∗,GM → ℓZM

′ belongs to the essential image of ιZ , which
implies that ℓsιZ sends this morphism to an equivalence.

Let l : V (Z)→ Z denote the inclusion map. Since h = i ◦ l and îG∗ î∗,G ≃ id,
the morphism

î∗,GM →M ′ ≃ î∗,GĥG∗ ĥ∗,GM ≃ l̂G∗ l̂∗,Gî∗,GM

is equivalent to the one induced by the unit id → l̂G∗ l̂
∗,G. Arguing similarly

as above using Lemma 3.2.30Lemma 3.2.30 again and that (V (Z), Y ∩ Z) is a UZ-covering
family of Z, we have an equivalence

Fib(̂i∗,GM → l̂G∗ l̂
∗,Gî∗,GM) ≃ Fib(m̂G

∗ m̂
∗,Gî∗,GM → n̂G∗ n̂

∗,Gî∗,GM) ,

where m : Y ∩Z → Z and n : Y ∩V (Z)→ Z are the inclusion maps. The latter
object obviously lies in the essential image of ιZ .

Since both maps in (4.5.174.5.17) are equivalences, we conclude that ℓsιZ ℓZ î
∗,GιV (M)

is an equivalence.

The square (4.5.124.5.12) induces a morphism between stable cofibres

ī∗ : Cofibs(ιZ)→ Cofibs(ιX) .

We now show that it is an equivalence. Our candidate for the inverse functor is
the dashed arrow ī∗ in diagram (4.5.134.5.13). We will obtain ī∗ using the universal
property of the morphism ℓsιX . To this end, we note that its target is stable. In
order to construct ī∗, it therefore suffices to show the following result.

Lemma 4.5.18. — The morphism ĩ∗ from (4.5.134.5.13) sends the morphisms in
WιX to equivalences.

Proof. — Let f be a morphism in VG
C(X) such that Fib(f) belongs to the

essential image of ιX . Since ℓX is left-exact, there exists by Proposition 2.3.5Proposition 2.3.5 a
morphism f̃ in ShG,eqsmC (X) such that ℓX(f̃) is equivalent to f . In the following,
we use the commutativity of the established part of the diagram (4.5.134.5.13). We
have an equivalence

ĩ∗(f) ≃ ℓsιGZ ℓ
G
Z î

∗,G(f̃) .

By the assumption on f , there exists an object P of ShG,eqsmC (Y) such that

ιXℓY(P ) ≃ Fib(f) .

On the one hand, since ĩ∗ is left-exact, we have the equivalence

ĩ∗ιXℓY(P ) ≃ ĩ∗ Fib(f) ≃ Fib(̃i∗f) .
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On the other hand, we have an equivalence

ĩ∗ιXℓY(P )
(3.6.13.6.1)
≃ ĩ∗ℓX ι̂

G
X(P )

(4.5.134.5.13)
≃ ℓsιZ ℓZ î

∗,Gι̂GX(P )

(4.5.164.5.16)
≃ ℓsιZ ℓZ ι̂

G
Z ĝ

∗,G(P )

(3.6.13.6.1)
≃ ℓsιZ ιZℓZ ĝ

∗,G(P )

≃ 0 .

We now use that Cofibs(ιZ) is stable in order to conclude that ĩ∗(f) is an
equivalence.

Proof of Proposition 4.5.10Proposition 4.5.10. — From Lemma 4.5.18Lemma 4.5.18 we get a further factorisa-
tion

(4.5.19) ī∗ : Cofibs(ιX)→ Cofibs(ιZ) ,

of ĩ∗, namely the dashed arrow in (4.5.134.5.13). By construction, we have the
equivalence

ī∗ ◦ ī∗ ≃ idCofibs(ιZ) .

The transformation idShG
C(X) → îG∗ î

∗,G furthermore induces a transformation

idCofibs(ιZ) → ī∗ī
∗ .

It remains to show that the latter is an equivalence. Let M be an object of
ShGC(X). We can choose an invariant entourage U of X containing the diagonal
such that M is a U -sheaf on X and a member Y of Y such that (Y,Z) is a
U -covering family of X. By Lemma 3.2.30Lemma 3.2.30, we have an equivalence

M ≃ îG∗ î∗,G(M)×k̂G∗ k̂∗,G(M) ĵ
G
∗ ĵ

∗,G(M) .

We must show that ℓsιX ℓX sends the projection

îG∗ î
∗,G(M)×k̂G∗ k̂∗,G(M) ĵ

G
∗ ĵ

∗,G(M)→ îG∗ î
∗,G(M)

to an equivalence in Cofibs(ιX). This is clear since ℓs
ιGX
ℓGX preserves fibre

products and sends the objects ĵG∗ ĵ∗,G(M) and k̂G∗ k̂
∗,G(M) (which belong to

the essential image of ι̂GX) to zero objects in Cofibs(ιX).

4.6. Strong additivity. — Let X be a G-bornological coarse space, and
let (Y,Z) be a partition of X into invariant subsets. We say that (Y,Z) is a
coarsely disjoint decomposition if Y and Z are both unions of collections of
coarse components.

Let E : GBC → M be a functor with target an ∞-category admitting an
initial object ∅.
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Definition 4.6.1. — E is π0-excisive if for every G-bornological coarse space
X with a coarsely disjoint decomposition (Y, Z) the square

∅ //

��

E(Z)

��

E(Y ) // E(X)

is a pushout square. ♦

Note that CATLex
∞,∗ and CatLex∞,∗ are pointed by the category 0 := ∆0. Let C

be in Fun(BG, coPrRω,∗).

Lemma 4.6.2. — The functors ShGC, ShG,eqsmC , and VG
C are π0-excisive.

Proof. — We consider a G-bornological coarse space X with a coarsely disjoint
decomposition (Y,Z).

We first consider the case of ShGC. We have an isomorphism of posets

s : PX
∼=−→ PY × PZ , B 7→ (B ∩ Y,B ∩ Z) .

Since C is left-exact, we have a product functor × : C×C→ C. It induces the
functor denoted by the same symbol in

(4.6.3) ShGC(Y )× ShGC(Z)
m //

×
��

ShGC(X)

��

limBGFun(Pop
Y × P

op
Z ,C)

s∗ // limBGPShC(X)

,

where the dotted arrow m is obtained by checking that the composition along the
lower left corner takes values in the subcategory of sheaves. As a consequence of
Lemma 3.2.30Lemma 3.2.30, we see that the functor m is an equivalence with inverse induced
by the restrictions of sheaves along PY → PX and PZ → PX . We now use that
CATLex

∞,∗ is semi-additive (the CATLex
∞,∗-version of Lemma 2.1.38Lemma 2.1.38) in order to

get the first equivalence in

(4.6.4) ShGC(Y ) ⊔ ShGC(Z)
≃−→ ShGC(Y )× ShGC(Z)

m,≃−−−→ ShGC(X) ,

showing that ShGC is π0-excisive.
In order to get the result for ShG,eqsmC we must check thatm preserves equivari-

antly small sheaves. But this is clear since (by an inspection of Definition 3.4.25Definition 3.4.25)
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the square

ShG,eqsmC (Y ) ⊔ ShG,eqsmC (Z) //

��

ShG,eqsmC (X)

��

ShGC(Y ) ⊔ ShGC(Z)
m // ShGC(X)

is a pullback.
The family (Y ) consisting of the single member Y is a big family

(Definition 4.5.1Definition 4.5.1). Then (Z, (Y )) is a complementary pair (Definition 4.5.4Definition 4.5.4).
By Proposition 4.5.10Proposition 4.5.10 and using that VG

C(∅) ≃ 0 and VG
C(Y ) ≃ VG

C((Y )), we
obtain an excisive square

0 //

��

VG
C(Z)

iZ,∗

��

VG
C(Y )

iY,∗
// VG

C(X)

in CatLex∞,∗, where iY : Y → X and iZ : Z → X are the inclusions. It induces a
morphism

(4.6.5) VG
C(Y ) ⊔VG

C(Z)→ VG
C(X) .

We want to show that this morphism is an equivalence in CatLex∞,∗. To this end
we show that this morphism is fully faithful and essentially surjective.

The map (4.6.54.6.5) is the localisation of (4.6.44.6.4). This shows that (4.6.54.6.5) is
essentially surjective.

We already know from Proposition 4.4.1Proposition 4.4.1 that the components iY,∗ and iZ,∗
of the morphism (4.6.54.6.5) are fully faithful. It remains to show that if M is in
ShGC(Y ) and N is in ShGC(Z), then

MapVG
C(X)(iY,∗ℓYM, iZ,∗ℓYN) ≃ ∗ .

This is obvious from the formula (3.5.103.5.10), noting that

MapShG
C(X)(̂i

G
Y,∗M,V G∗ î

G
Z,∗N) ≃ ∗

for all invariant coarse entourages V of X which contain the diagonal, since the
sheaves îGY,∗M and V G∗ îGZ,∗N have disjoint support.

Consider a π0-excisive functor E : GBC→M. Let X be a G-bornological
coarse space with a coarsely disjoint decomposition (Y,Z). Then we can define
a projection map as the composition

(4.6.6) pY : E(X)
π0−exc.≃ E(Y ) ⊔ E(Z)

qY−−→ E(Y ) ,

where qY is classified by the morphisms idE(Y ) : E(Y )→ E(Y ) and 0: E(Z)→
E(Y ).
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Let (Xi)i∈I be a family of G-bornological coarse spaces.

Definition 4.6.7 ([BEKW20aBEKW20a, Ex.2.16]). — We define the free union
⊔free
i∈I Xi

to be the following G-bornological coarse space:
(1) The underlying G-set is the disjoint union of G-sets

⊔
i∈I Xi.

(2) The coarse structure is generated by entourages
⋃
i∈I Ui for all families

(Ui)i∈I , where Ui is in CXi
for every i in I.

(3) The bornology is generated by the set {B | B ∈ BXi
, i ∈ I} of subsets of⊔

i∈I Xi. ♦

Remark 4.6.8. — Note that in general the free union
⊔free
i∈I Xi of the family

(Xi)i∈I differs from the coproduct
∐
iXi in GBC. The underlying G-sets of

the coproduct and the free union coincide. But the coarse structure of the
coproduct is generated by the set {U | U ∈ CXi

, i ∈ I}. It is in general smaller
than the coarse structure of the free union. Furthermore, the bornology of the
coproduct is generated by the sets

⋃
i∈I Bi for all families (Bi)i∈I with Bi in

BXi . In general, this bornology is bigger than the one of the free union. The
identity of the underlying sets is a morphism

∐
i∈I Xi →

⊔free
i∈I Xi in GBC. ♦

If E : GBC→M is π0-excisive, then for every i0 in I we have the coarsely dis-
joint decomposition of

⊔free
i∈I Xi into the invariant subsets Xi0 and

⊔
i∈I\{i0}Xi,

and therefore a projection (see (4.6.64.6.6))

pi0 : E(

free⊔
i∈I

Xi)→ E(Xi0) .

The family of projections (pi)i∈I provides a map

(4.6.9) E(

free⊔
i∈I

Xi)
(pi)i∈I−−−−→

∏
i∈I

E(Xi) .

Consider a pointed ∞-category M admitting all products indexed by sets
and a π0-excisive functor E : GBC→M.

Definition 4.6.10 ([BEKW20aBEKW20a, Ex. 3.12]). — E is strongly additive if the
maps (4.6.94.6.9) are equivalences for all families (Xi)i∈I of G-bornological coarse
spaces. ♦

Let C be in Fun(BG, coPrRω,∗). By Lemma 4.6.2Lemma 4.6.2 and Proposition 2.1.12Proposition 2.1.12
(and its CATLex

∞,∗-version), Definition 4.6.10Definition 4.6.10 applies to the functors ShGC,
ShG,eqsmC , and VG

C.

Proposition 4.6.11. — The functors ShGC, ShG,eqsmC , and VG
C are strongly

additive.
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Proof. — Let (Xi)i∈I be a family of G-bornological coarse spaces and let
X :=

⊔free
i∈I Xi.

We start with the functor ShGC. We consider the entourage U :=
⊔
i∈I Xi×Xi

(note that U is not a coarse entourage of X in general). Then we have an
equivalence

ShG,UC (X) ≃
∏
i∈I

PShGC(Xi)

given by the family of restrictions along the family of inclusions (Xi → X)i∈I .
By an inspection of the definition of ShGC and Definition 4.6.7Definition 4.6.7 (22) we conclude
that this equivalence restricts to an equivalence

ShGC(X) ≃
∏
i∈I

ShGC(Xi) .

Next we consider ShG,eqsmC . Using Lemma 3.4.32Lemma 3.4.32, we get a commutative square

ShG,eqsmC (X) //

��

∏
i∈I Sh

G,eqsm
C (Xi)

��

ShGC(X)
≃ //

∏
i∈I Sh

G
C(Xi)

.

We must show the the upper horizontal arrow is an equivalence. Since the
vertical functors are also fully faithful, it suffices to show that it is essentially
surjective.

Let M be in ShGC(X) such that M|Xi
is an equivariantly small sheaf on

Xi for every i in I. Then we must show that M is also equivariantly small.
Let H be a subgroup of G, and let Y be an H-bounded subset of X. By
Definition 3.4.20Definition 3.4.20, we can find a bounded subset B of X such that Y = HB. In
view of Definition 4.6.7Definition 4.6.7 (33), the set IB := {i ∈ I | Xi∩B ̸= ∅} is finite. In view
of Definition 4.6.7Definition 4.6.7 (22), we see that (Y ∩Xi)i∈IB is a coarsely disjoint family of
H-bounded subsets such that Y =

⋃
i∈IB Y ∩Xi. We conclude that

M(Y ) ≃
∏
i∈IB

M|Xi
(Y ∩Xi) ∈ CH,ω

since the product is finite and each factor is cocompact in CH by assumption.
We conclude that

(4.6.12) ShG,eqsmC (X) ≃
∏
i∈I

ShG,eqsmC (Xi) .

Finally, we consider VG
C. In order to show that

(4.6.13) VG
C(X)→

∏
i∈I

VG
C(Xi)
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is an equivalence, we show that this functor is fully faithful and essentially
surjective. In fact, essential surjectivity immediately follows from the case of
ShG,eqsmC . In order to prove fully faithfulness, we use the formula for mapping
spaces provided by Proposition 3.5.9Proposition 3.5.9.

Let M,N be equivariantly small sheaves on X. Then we write Mi, Ni for
the restrictions of M,N to Xi. For an invariant coarse entourage V of X which
contains the diagonal, we set Vi := V ∩ (Xi ×Xi) in CG,∆Xi

. Then we have the
chain of equivalences

MapVG
C(X)(ℓXM, ℓXN)

(3.5.103.5.10)
≃ colim

V ∈CG,∆
X

MapShG
C(X)(M,V G∗ N)

(4.6.124.6.12)
≃ colim

V ∈CG,∆
X

∏
i∈I

MapShG,eqsm
C (Xi)

(Mi, V
G
i,∗Ni)

!≃
∏
i∈I

colim
Vi∈CG,∆

Xi

MapShG,eqsm
C (Xi)

(Mi, V
G
i,∗Ni)

(3.5.103.5.10)
≃

∏
i∈I

MapVG
C(Xi)(ℓXi

Mi, ℓXi
Ni) ,

where for the marked equivalence we use the definition of the coarse struc-
ture of the free union (Definition 4.6.7Definition 4.6.7 (22)) and the fact that filtered colimits
distribute over products in spaces (see Definition 2.1.42Definition 2.1.42 and Example 2.1.43Example 2.1.43).
This equivalence shows that (4.6.134.6.13) is fully faithful.

5. Constructing coarse homology theories

This section describes constructions of equivariant coarse homology theories
from the functor VG

C studied in the previous section. The first possibility is
to compose this functor with a homological functor as in Definition 2.5.5Definition 2.5.5. The
resulting coarse homology theory lacks the additional property of continuity
which we introduce in Definition 5.1.2Definition 5.1.2. In Section 5.1Section 5.1 we therefore first apply the
construction of forcing continuity in order to define an improved functor VG,c

C .
Another path to an equivariant coarse homology theory pursued in Section 5.2Section 5.2
is to apply the continuous version Vc

C of the functor VC to G-bornological
coarse spaces and to apply colimBG to the resulting left-exact∞-categories with
G-action. The resulting functor will be denoted by Vc

C,G. In Section 5.3Section 5.3 we
recall the notion of an equivariant coarse homology theory and show that both
VG,c

C and Vc
C,G induce equivariant coarse homology theories upon composition

with a homological functor. Finally, in Section 5.4Section 5.4 we determine the values of
VG,c

C and Vc
C,G on certain G-bornological coarse spaces arising from transitive

G-set.
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5.1. Forcing continuity. — Let X be a G-bornological coarse space, and
let F be a subset of X.

Definition 5.1.1 ([BEKW20aBEKW20a, Def. 5.1]). — F is locally finite if for every
bounded subset B of X the set B ∩ F is finite. ♦

We let F(X) denote the poset of invariant locally finite subsets of X.
Let E : GBC→M be a functor with a target admitting filtered colimits.

Definition 5.1.2. — E is continuous if the canonical morphism

colim
F∈F(X)

E(F )→ E(X)

is an equivalence for every G-bornological coarse space X. ♦

Let
i : GBCmb → GBC

be the inclusion of the full subcategory of G-bornological coarse spaces which
have the minimal bornology.

Lemma 5.1.3. — The left Kan extension Ec of E ◦ i along i

GBCmb E◦i //

i

��

M

GBC

Ec

:: ,

exists and is a continuous functor. The functor E is continuous if and only if
the canonical transformation Ec → E is an equivalence.

Proof. — The left Kan extension of E ◦ i exists if and only if the colimit

colim
Y ∈(GBCmb)/X

E(Y )

exists in M for all G-bornological coarse spaces X. We claim that the functor

j : F(X)→ (GBCmb)/X , F 7→ (F → X)

is cofinal. By Quillen’s Theorem A, it is enough to show that the slice (Y → X)/j

of this functor is weakly contractible for every object Y → X of (GBCmb)/X .
Since the map Y → X is proper, its image is a locally finite subset of X, showing
that (Y → X)/j is non-empty. Any finite diagram in (Y → X)/j involves only
finitely many objects of (GBCmb)/X . As we have just seen, the images of the
respective reference maps are locally finite subsets of X, so we obtain a cone
of the given diagram by taking the union of all these images. This shows that
(Y → X)/j is filtered, and hence weakly contractible.
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Since F(X) is filtered and filtered colimits in M exist by assumption, we
conclude that Ec exists. Furthermore, we have an equivalence

(5.1.4) Ec(X) ≃ colim
F∈F(X)

E(F ) .

The canonical transformation Ec → E is given pointwise by the canonical
morphism

Ec(X)
(5.1.45.1.4)
≃ colim

F∈F(X)
E(F )→ E(X) .

Hence E is continuous if and only if Ec → E is an equivalence. Since i is
fully faithful, we have Ec ◦ i ≃ E ◦ i. It follows that (Ec)c ≃ Ec, so Ec is
continuous.

Definition 5.1.5. — We say that the functor Ec is obtained from E by forcing
continuity. ♦

In the following, we show that if a functor Ec is obtained from E by forcing
continuity, then it inherits various properties from E.

Recall Definition 4.1.2Definition 4.1.2 of coarse invariance.

Lemma 5.1.6. — If E is coarsely invariant, then Ec is coarsely invariant.

Proof. — Let X be a G-bornological coarse space. We must show that the
projection {0, 1}max,max ⊗X → X induces an equivalence

Ec({0, 1}max,max ⊗X)→ Ec(X) .

The collection of subsets {0, 1} × F of {0, 1} ×X for F in F(X) is cofinal in
F({0, 1}max,max⊗X). Therefore, we get the second equivalence in the following
chain:

Ec({0, 1}max,max ⊗X)
(5.1.45.1.4)
≃ colim

F ′∈F({0,1}max,max⊗X)
E(F ′)

≃ colim
F∈F(X)

E({0, 1}max,max ⊗ F )

!≃ colim
F∈F(X)

E(F )

(5.1.45.1.4)
≃ Ec(X) .

The equivalence marked by ! follows from the coarse invariance of E.

Recall Definition 4.3.1Definition 4.3.1 of u-continuity.

Lemma 5.1.7. — If E is u-continuous, then Ec is u-continuous.

Proof. — Let X be a G-bornological coarse space. We must show that the
canonical morphism

colim
U∈CG

X

Ec(XU )→ Ec(X)
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is an equivalence. This follows from the following chain of equivalences:

colim
U∈CG

X

Ec(XU )
(5.1.45.1.4)
≃ colim

U∈CG
X

colim
F∈F(X)

E(FXU
)

≃ colim
F∈F(X)

colim
U∈CG

X

E(FXU
)

!≃ colim
F∈F(X)

colim
U∈CG

X

colim
V ∈CG

FXU

E(FV )

!!≃ colim
F∈F(X)

colim
V ∈CG

FX

E(FV )

!≃ colim
F∈F(X)

E(FX)

(5.1.45.1.4)
≃ Ec(X) .

Here FXU
denotes the G-bornological coarse space F with the structure induced

from XU . For the equivalences marked with ! we use that E is u-continuous.
For !! we use that

{(U, V ) | U ∈ CGX , V ∈ CGFXU
} → CGFX

, (U, V ) 7→ V

is cofinal.

Let M be a semi-additive ∞-category which in addition admits all small
filtered colimits, and consider a functor E : GBC→M. Recall Definition 4.2.6Definition 4.2.6
of a flasqueness-preserving functor.

Lemma 5.1.8. — If E preserves flasqueness, then so does Ec.

Proof. — Assume that X is a flasque G-bornological coarse space with flasque-
ness implemented by f : X → X. If F is an invariant locally finite subset of
X, then also F̃ :=

⋃
n∈N f

n(F ) is invariant and locally finite. Furthermore,
F̃ is flasque with flasqueness implemented by the restriction f |F̃ . The map
F(X)→ F(X), F 7→ F̃ is cofinal. This fact provides the second equivalence in

Ec(X)
(5.1.45.1.4)
≃ colim

F∈F(X)
E(F ) ≃ colim

F∈F(X)
E(F̃ ) .

Since E(F̃ ) belongs to Mfl for every F in F(X), Mfl is closed under filtered
colimits, and since the poset F(X) of invariant locally finite subsets is filtered,
also Ec(X) belongs to Mfl.

Let P be some ∞-category and E : GBC×P→M be a functor with M as
above. We let Ec denote the functor obtained from E by forcing continuity in
the first variable. Recall Definition 4.2.11Definition 4.2.11 and Definition 4.2.13Definition 4.2.13 of a functorially
(pre-)flasqueness preserving functor.
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Lemma 5.1.9. —
(1) If E functorially preserves pre-flasqueness, then so does Ec.
(2) If E functorially preserves flasqueness, then so does Ec.

Proof. — We give the argument for (11). Define Flpre(E)c as the following left
Kan extension:

Flpre(GBCmb)×P
Flpre(E)◦(Flpre(i)×idP)

//

Flpre(i)×idP

��

F̃l(M)

Flpre(GBC)×P

Flpre(E)c

33

We let Φ: Flpre(GBCmb) × P → End(M) denote the functor which sends
((X, f), P ) to (E(X,P ), E(f, P )). Since the functor e : F̃l(M)→ End(M) from
Definition 4.2.8Definition 4.2.8 preserves colimits, the pointwise formula for left Kan extensions
implies that the composite Φc := e ◦ Flpre(E)c is a left Kan extension of the
composite functor

Flpre(GBCmb)×P
Flpre(E)◦(Flpre(i)×idP)−−−−−−−−−−−−−−−→ Fl(M)

e−→ End(M) .

This implies that Φc is a left Kan extension of Φ ◦ (Flpre(i) × idP) because
Φ ≃ e ◦ Flpre(E). We have to show that Φc : Flpre(GBC) ×P → End(M) is
equivalent to the functor Ψ sending ((X, f), P ) to (Ec(X,P ), Ec(f, P )).

We consider the following diagram

Flpre(GBCmb)×P

��

Flpre(i)×idP

uu

Φ◦(Flpre(i)×idP )

((

Flpre(GBC)×P

q

��

Φc
// End(M)

u

��

GBCmb ×P

E◦(i×idP )

((

i×idP

uu

GBC×P
Ec

//M

where the dotted arrows are defined as left Kan extensions, respectively. The
universal property of the left Kan extension F c and the fact that u preserves
colimits provides a natural transformation

u ◦ Φc → Ec ◦ q .

We must check that this transformation is an equivalence. In view of the
pointwise formula for the left Kan extensions, this amounts to showing that for
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every P in P and (X, f) in Flpre(GBC) the morphism

colim
((F,g)→(X,f))∈Flpre(GBCmb)/(X,f)

u(Φ((F, g), P ))

→ colim
(F→X)∈(GBCmb)/X

E(F, P )

is an equivalence. The argument given in the proof of Lemma 5.1.8Lemma 5.1.8 shows that
the functor q induces a cofinal functor

Flpre(GBCmb)/(X,f) → (GBCmb)/X .

Consequently, we can rewrite the morphism in question in the form

colim
((F,g)→(X,f))∈Flpre(GBCmb)/(X,f)

u(Φ(E)((F, g), P ))

→ colim
((F,g)→(X,f))∈Flpre(GBCmb)/(X,f)

E(q(F, g), P ) .

This is an equivalence since

u ◦ Φ ≃ E ◦ (q × idP) .

Consequently, we also have u ◦ Φc ≃ Ec ◦ q. Since Φ ◦ (Flpre(i) × idP) and
Ψ ◦ (Flpre(i) × idP) are equivalent, the universal property of the left Kan
extension also provides a natural transformation Φc → Ψ. As u is conservative,
the preceding argument shows that this transformation is an equivalence.

Assertion (22) is shown analogously.

Let M be a pointed ∞-category admitting finite coproducts, small filtered
colimits and small products. Recall Definition 4.6.1Definition 4.6.1 and Definition 4.6.10Definition 4.6.10 of
π0-excisiveness and strong additivity.

Lemma 5.1.10. —

(1) If E is π0-excisive, then so is Ec.
(2) If E is strongly additive and filtered colimits distribute over products in

M (see Definition 2.1.42Definition 2.1.42), then Ec is also strongly additive.

Proof. — We first show (11). Let X be a G-bornological coarse space with a
coarsely disjoint decomposition (Y,Z) into invariant subsets. For every invariant
locally finite subset F of X, we get a partition (F ∩Y, F ∩Z) of F into coarsely
disjoint invariant subsets. Since E is π0-excisive, we conclude that

E(F ) ≃ E(F ∩ Y ) ⊔ E(F ∩ Z) .

The formula (5.1.45.1.4) implies the equivalence

Ec(X) ≃ Ec(Y ) ⊔ Ec(Z)
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by taking the colimit over the poset F(X) of invariant locally finite subsets.
Here we use that the projection F(X)→ F(Y ), F 7→ F ∩ Y is cofinal in order
to get the equivalence

colim
F∈F(X)

E(F ∩ Y ) ≃ colim
F ′∈F(Y )

E(F ′)

(and similarly for Z).
We now show (22). Let (Xi)i∈I be a family of G-bornological coarse spaces

and set X :=
⊔free
i∈I Xi (Definition 4.6.7Definition 4.6.7). Then a subset F of X is locally finite

if and only if F ∩Xi is a locally finite subset of Xi for every i in I. Hence we
have an isomorphism of posets F(X) ∼=

∏
i∈I F(Xi) given by F 7→ (F ∩Xi)i∈I .

It gives the first equivalence in the following chain
(5.1.11)

colim
F∈F(X)

∏
i∈I

E(F ∩Xi) ≃ colim
(Fi)i∈

∏
i∈I F(Xi)

∏
i∈I

E(Fi) ≃
∏
i∈I

colim
Fi∈F(Xi)

E(Fi) ,

while the second follows from the assumption that filtered colimits distribute
over products in M.

We have an isomorphism F ∼=
⊔free
i∈I (F ∩Xi) in GBC. Using the assumption

that E is strongly additive, we get the marked equivalence in the following
commutative diagram

colimF∈F(X)E(F )
(5.1.45.1.4)

≃ //

! ≃
��

Ec(X)

��

colimF∈F(X)

∏
i∈I E(F ∩Xi)

(5.1.115.1.11) ≃
��∏

i∈I colimFi∈F(Xi)E(Fi) (5.1.45.1.4)

≃ //
∏
i∈I E

c(Xi)

.

We conclude that the right vertical morphism is an equivalence as desired. This
implies Assertion (22).

We consider a functor E : GBC → M. Recall the notion of excisiveness
from Definition 4.5.6Definition 4.5.6 and the notion of l-excisiveness (for M = CatLex∞,∗) from
Definition 4.5.9Definition 4.5.9.

Lemma 5.1.12. — If E is excisive or l-excisive, then the same is true for Ec.
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Proof. — Let X be a G-bornological coarse space with a complementary pair
(Z,Y). Then for every invariant locally finite subset F of X we get a comple-
mentary pair (F ∩ Z,F ∩ Y) on F . Hence

(5.1.13) Ec(Z ∩ Y) //

��

Ec(Y)

��

Ec(Z) // Ec(X)

is the colimit over all invariant locally finite subsets F of X of the following
pushout squares in M (or excisive squares in CatLex∞,∗, see Definition 2.5.2Definition 2.5.2):

E(F ∩ Z ∩ Y) //

��

E(F ∩ Y)

��

E(F ∩ Z) // E(FX)

Here we use the assumption that E is excisive or l-excisive, respectively. Since
a filtered colimit of pushout squares (or excisive squares in CatLex∞,∗) is again a
pushout square (or excisive square in CatLex∞,∗, see Lemma 2.5.3Lemma 2.5.3) we conclude
that (5.1.135.1.13) is a pushout square (or an excisive square in CatLex∞,∗).

We now apply the construction of forcing continuity to the functor VG
C

introduced in Definition 3.5.8Definition 3.5.8. It is the evaluation at C of the two-variable
version VG from Eq. (3.6.9)Eq. (3.6.9).

Definition 5.1.14. — We define

VG,c : GBC× Fun(BG, coPrRω,∗)→ CatLex∞,∗

as the functor obtained from VG by forcing continuity in the first variable. ♦

We write VG,c
C for the evaluation of this functor at a fixed object C in

Fun(BG, coPrRω,∗).

Corollary 5.1.15. — The functor VG,c
C is

(1) coarsely invariant (Definition 4.1.2Definition 4.1.2),
(2) u-continuous (Definition 4.3.1Definition 4.3.1),
(3) l-excisive (Definition 4.5.9Definition 4.5.9),
(4) (a) flasqueness preserving (Definition 4.2.6Definition 4.2.6),

(b) functorially pre-flasqueness preserving (Definition 4.2.11Definition 4.2.11),
(c) functorially flasqueness preserving (Definition 4.2.13Definition 4.2.13),

(5) (a) π0-excisive (Definition 4.6.1Definition 4.6.1),
(b) strongly additive (Definition 4.6.10Definition 4.6.10) and

(6) continuous (Definition 5.1.2Definition 5.1.2).
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Proof. — Coarse invariance holds by Lemmas 4.1.5Lemmas 4.1.5 and 5.1.65.1.6, u-continuity by
Lemmas 4.3.3Lemmas 4.3.3 and 5.1.75.1.7, and excision by Proposition 4.5.10Proposition 4.5.10 and Lemma 5.1.12Lemma 5.1.12.
The claims about the preservation of flasqueness are contained in Lemmas 4.2.16Lemmas 4.2.16
and 5.1.85.1.8 to 5.1.95.1.9. π0-excision and strong additivity follow from Proposition 4.6.11Proposition 4.6.11
and Lemmas 4.6.2Lemmas 4.6.2 and 5.1.105.1.10. Finally, continuity follows from Lemma 5.1.3Lemma 5.1.3.

For future reference, we also record the following fact. Let X be a G-
bornological coarse space, and let C be in Fun(BG, coPrRω,∗).

Lemma 5.1.16. — The canonical morphism VG,c
C (X)→ VG

C(X) is fully faith-
ful.

Proof. — Let F be an invariant, locally finite subset of X. By Proposition 4.4.1Proposition 4.4.1,
the inclusion F → X induces a fully faithful functor

VG
C(F )→ VG

C(X) .

Since a filtered colimit of fully faithful functors is fully faithful, we conclude
that

VG,c
C (X)

(5.1.45.1.4)
≃ colim

F∈F(X)
VG

C(F )→ VG
C(X)

is fully faithful.

5.2. The orbit theory. — The second construction of a coarse homology
theory from our categories of controlled objects starts from Vc

C = V
{e},c
C given

by the case of Definition 5.1.14Definition 5.1.14 for the trivial group. If we apply this functor
to G-bornological coarse spaces and an object C of Fun(BG, coPrRω,∗), then
by functoriality its values become left-exact ∞-categories with G-action. In
Definition 5.2.12Definition 5.2.12, we then define the functor Vc

G by taking G-orbits, i.e. by
composing with the functor colimBG. In this section we show that Vc

G inherits
most of the properties established for Vc

C in Corollary 5.1.15Corollary 5.1.15.
Let M be a cocomplete ∞-category, P some auxiliary ∞-category, and

consider a functor E : BC×P→M.

Definition 5.2.1. — We define the functor EG as the composition

GBC× Fun(BG,P)→ Fun(BG,BC)× Fun(BG,P)(5.2.2)
E−→ Fun(BG×BG,M)

diag∗
BG−−−−−→ Fun(BG,M)

colimBG−−−−−→M . ♦

Let ev : Fun(BG,M)→M denote the evaluation functor (see (2.1.152.1.15)). For
P in Fun(BG,P) write EP,G for the specialisation of EG at P . The functor
EP,G inherits various coarse properties from E(−, ev(P )).

Recall Definition 4.1.2Definition 4.1.2 of the notion of coarse invariance.

Lemma 5.2.3. — If E(−, ev(P )) is coarsely invariant, then EP,G is coarsely
invariant.
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Proof. — Let X be a G-bornological coarse space. We must show that the
projection

{0, 1}max,max ⊗X → X

induces an equivalence

EP,G({0, 1}max,max ⊗X)→ EP,G(X) .

Since E(−, ev(P )) is coarsely invariant, and equivalences in Fun(BG,M) are
detected by the evaluation functor ev : Fun(BG,M) → M, the projection
induces an equivalence

E({0, 1}max,max ⊗X,P )→ E(X,P )

in Fun(BG,M). Applying colimBG, we get the desired equivalence.

Recall Definition 4.3.1Definition 4.3.1 of u-continuity.

Lemma 5.2.4. — If E(−, ev(P )) is u-continuous, then EP,G is u-continuous.

Proof. — Let X be a G-bornological coarse space. We must show that the
canonical morphism

colim
U∈CG

X

EP,G(XU )→ EP,G(X)

is an equivalence. Since E(−, ev(P )) is u-continuous, the sub-poset of invariant
coarse entourages CGX is cofinal in CX by Definition 3.3.1Definition 3.3.1 (44), and the forgetful
functor Fun(BG,M)→M preserves colimits, we have an equivalence

colim
U∈CG

X

E(XU , P )
≃−→ E(X,P )

in Fun(BG,M). Applying colimBG, we get the desired equivalence.

Recall Definition 4.5.6Definition 4.5.6 of excisiveness and Definition 4.5.9Definition 4.5.9 of l-excisiveness
(for M = CatLex∞,∗).

Lemma 5.2.5. — If E(−, ev(P )) is excisive or l-excisive, then so is EP,G.

Proof. — Let X be a G-bornological coarse space with a complementary pair
(Z,Y). By the assumption on E, the square

E(Y ∩ Z,P ) //

��

E(Z,P )

��

E(Y, P ) // E(X,P )

is a pushout square (or excisive square in the case M = CatLex∞,∗) in Fun(BG,M).
Applying colimBG produces the desired pushout square (or excisive square in
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the case M = CatLex∞,∗ by Lemma 2.5.3Lemma 2.5.3)

EP,G(Y ∩ Z) //

��

EP,G(Z)

��

EP,G(Y) // EP,G(X)

in M.

Recall Definition 4.2.6Definition 4.2.6 of a flasqueness preserving functor and Definition 4.2.13Definition 4.2.13
of a functorially flasqueness preserving functor.

Lemma 5.2.6. — If E is functorially flasqueness preserving, then EG is func-
torially flasqueness preserving.

Proof. — By assumption, E has an extension Fl(E) : Fl(BC) ×P → Fl(M).
Let

Eeq : GBC× Fun(BG,P)→ Fun(BG,M)

be the composition of the first three morphisms in (5.2.25.2.2) such that EG ≃
colimBGEeq. Then Eeq induces a functor

Φeq : Fl(GBC)× Fun(BG,P)→ Fun(BG,End(M))

sending ((X, f), P ) to (Eeq(X,P ), Eeq(f, P )). We define Fl(E)eq similarly. We
get the following diagram

Fl(GBC)× Fun(BG,P)

Φeq **

Fl(E)eq
// Fun(BG,Fl(M))

colimBG //

��

Fl(M)

��

Fun(BG,End(M))
colimBG // End(M)

,

where the left part commutes since Fl(E) witnesses that E is functorially
flasqueness preserving (see (4.2.124.2.12)), and the right part commutes since the two
vertical functors preserve colimits. The commutativity of the outer part of the
diagram shows that EG is functorially flasqueness preserving.

Recall the functor i : GSet → GBC from (3.4.103.4.10) sending S to Smin,max.
The orbit category GOrb is the full subcategory of GSet of transitive G-sets.
We call a G-bornological coarse space X bounded if X is a bounded subset of
itself. Consider a functor E′ : GBC→M with a cocomplete target.

Definition 5.2.7. — E′ is called hyperexcisive if for every G-set W and
bounded G-bornological coarse space X the morphism

(5.2.8) colim
(S→W )∈GOrb/W

E′(Smin,max ⊗X)→ E′(Wmin,max ⊗X)

is an equivalence. ♦
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Remark 5.2.9. — The equivalence in (5.2.85.2.8) can be rewritten as∐
S∈W/G

E′(Smin,max ⊗X) ≃ E′(Wmin,max ⊗X) ,

i.e., a hyperexcisive functor is excisive for certain infinite coarsely disjoint
decompositions. This property is non-trivial if W/G is infinite, otherwise it
follows from π0-excisiveness (Definition 4.6.1Definition 4.6.1). ♦

Consider again the situation that E is a functor BC×P→M, and that P
is in Fun(BG,P).

Lemma 5.2.10. — Assume:
(1) E(−, ev(P )) is continuous (Definition 5.1.2Definition 5.1.2).
(2) E(−, ev(P )) is π0-excisive (Definition 4.6.1Definition 4.6.1).

Then EP,G is hyperexcisive.

Proof. — Let X be a bounded G-bornological coarse space, and let W be a
G-set. Let GSetf be the full subcategory of GSet of G-finite G-sets. Then we
have a commutative diagram
(5.2.11)

colim
(R→W )∈GSetf

/W

E(Rmin,max ⊗X, ev(P )) // E(Wmin,max ⊗X, ev(P ))

colim
(R→W )∈GSetf

/W

colim
F∈F(resG{1}(Rmin,max⊗X))

E(F, ev(P )) //

≃
OO

colim
F∈F(resG{1}(Wmin,max⊗X))

E(F, ev(P ))

≃

OO

(we omitted the symbol resG{1} in the first argument of E in the upper line) in
which both vertical maps are equivalences by continuity of E(−, ev(P )). Every
locally finite subset of Wmin,max⊗X is contained in a subset of the form R×X
for some G-finite G-set R. Hence the lower horizontal arrow is induced by a
cofinal functor, and is thus also an equivalence. It follows that the top horizontal
arrow is an equivalence. We have the sequence of equivalences

colim
(S→W )∈GOrb/W

EG(Smin,max ⊗X, ev(P ))

≃ colim
BG

colim
(S→W )∈GOrb/W

E(Smin,max ⊗X, ev(P ))

!≃ colim
BG

colim
(R→W )∈GSetf

/W

colim
(S→R)∈GOrb/R

E(Smin,max ⊗X, ev(P ))

!!≃ colim
BG

colim
(R→W )∈GSetf

/W

E(Rmin,max ⊗X, ev(P ))

!!!≃ EG(Wmin,max ⊗X, ev(P )) ,
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where the equivalence marked by ! follows from a cofinality consideration, the
equivalence marked by !! uses π0-excisiveness of E(−, ev(P )), and the equivalence
marked by !!! is the upper horizontal equivalence in (5.2.115.2.11).

Definition 5.2.12. — We define the functor

Vc
G : GBC× Fun(BG, coPrRω,∗)→ CatLex∞,∗

by applying Definition 5.2.1Definition 5.2.1 to Vc (the functor from Definition 5.1.14Definition 5.1.14 in the
case of trivial G). ♦

In other words, Vc
G sends a G-bornological coarse space X and an object C

in Fun(BG, coPrRω,∗) to the left-exact ∞-category colimBGVc
C(X), where G

acts on both X and C. As in the case of the fixed point theory, we write Vc
C,G

for the evaluation of this functor at a fixed object C in Fun(BG, coPrRω,∗).

Corollary 5.2.13. — The functor Vc
C,G is

(1) coarsely invariant,
(2) u-continuous,
(3) l-excisive,
(4) flasqueness preserving and
(5) hyperexcisive.

Proof. — Coarse invariance holds by Corollary 5.1.15Corollary 5.1.15 (11) and Lemma 5.2.3Lemma 5.2.3,
u-continuity by Corollary 5.1.15Corollary 5.1.15 (22) and Lemma 5.2.4Lemma 5.2.4, and excision by
Corollary 5.1.15Corollary 5.1.15 (33) and Lemma 5.2.5Lemma 5.2.5. The functor Vc

C,G is flasqueness
preserving by Corollary 5.1.15Corollary 5.1.15 (4c4c) and Lemma 5.2.6Lemma 5.2.6, and hyperexcisive by
Lemma 4.6.2Lemma 4.6.2, Corollary 5.1.15Corollary 5.1.15 (66), and Lemma 5.2.10Lemma 5.2.10.

5.3. Coarse homology theories from homological functors. — In the
preceeding Section 5.1Section 5.1 and Section 5.2Section 5.2 we introduced the functors VG,c

C and
Vc

C,G. In the present section, we first recall the notion of a coarse homology
theory in Definition 5.3.2Definition 5.3.2. We then show that postcomposing the functors above
with a homological functor (see Definition 2.5.5Definition 2.5.5) produces equivariant coarse
homology theories.

Consider a cocomplete stable ∞-category M, and let E : GBC→M be a
functor. Recall Definition 4.2.1Definition 4.2.1 of a flasque G-bornological coarse space.

Definition 5.3.1. — We say that E vanishes on flasques if E sends flasque
G-bornological coarse spaces to zero objects. ♦

Since M is stable, by Remark 4.2.7Remark 4.2.7 this condition on E is actually equivalent
to the condition that E is flasqueness preserving.

Definition 5.3.2 ([BEKW20aBEKW20a, Def. 3.10]). — E is called an equivariant coarse
homology theory if it is

(1) coarsely invariant (Definition 4.1.2Definition 4.1.2),
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(2) excisive (Definition 4.5.6Definition 4.5.6),
(3) u-continuous (Definition 4.3.1Definition 4.3.1), and
(4) vanishes on flasques (Definition 5.3.1Definition 5.3.1). ♦

If E is a coarse homology theory, then it may additionally be
(1) continuous (Definition 5.1.2Definition 5.1.2),
(2) strongly additive (Definition 4.6.10Definition 4.6.10) (where we must assume that M has

set-indexed products),
(3) strong (Definition 5.3.5Definition 5.3.5 below) or
(4) hyperexcisive (Definition 5.2.7Definition 5.2.7).
In the following, we recall the notion of strongness. In [BEKW20aBEKW20a, Sec. 4.1]

we have constructed a universal equivariant coarse homology theory

Yos : GBC→ GSpX .

It has the universal property that precomposition by Yos induces an equivalence
between the ∞-category of M-valued coarse homology theories (considered
as a subcategory of Fun(GBC,M)), and the ∞-category Funcolim(GSpX ,M)
of colimit preserving functors from GSpX to M for any cocomplete stable
∞-category M.

Let X be a G-bornological coarse space.

Definition 5.3.3 ([BEKW20aBEKW20a, Def. 4.17]). — We call X weakly flasque if it
admits an endomorphism f : X → X such that

(1) Yos(f) ≃ idYos(X).
(2) f implements pre-flasqueness of X (see Definition 4.2.3Definition 4.2.3). ♦

We say that f implements weak flasqueness of X.

Remark 5.3.4. — For a flasque space (Definition 4.2.1Definition 4.2.1), we require f to be
close to the identity. Weak flasqueness replaces this by assumption (11). Since Yos

is coarsely invariant, a flasque G-bornological coarse space is weakly flasque. ♦

Let E : GBC→M be an equivariant coarse homology theory.

Definition 5.3.5 ([BEKW20aBEKW20a, Def. 4.18]). — We call E strong if it annihi-
lates weakly flasque bornological coarse spaces. ♦

Remark 5.3.6. — The condition of E being strong is important if one wants
to construct equivariant homology theories from equivariant coarse homology
theories by precomposing with the cone functor [BEKW20aBEKW20a, Sec. 9]. Strongness
of E implies homotopy invariance of the composition. We refer to [BEKW20aBEKW20a,
Sec. 11.3] for more details. ♦

The remainder of this section combines the results of preceding sections to
show that both VG,c

C and Vc
C,G induce equivariant coarse homology theories.
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We consider a functor

Hg: CatLex∞,∗ →M .

Recall the notion of a homological functor from Definition 2.5.5Definition 2.5.5.

Lemma 5.3.7. — If Hg is homological, then it annihilates flasques.

Proof. — Let (C, S) be in Fl(CatLex∞,∗) (see Definition 4.2.8Definition 4.2.8). Since Hg is ho-
mological and therefore additive, the relation S ≃ idC +S implies Hg(S) ≃
idHg(C) +Hg(S). Since M is stable and therefore additive, this in turn implies
that Hg(C) ≃ 0 (Remark 4.2.7Remark 4.2.7).

We fix some functor
V : GBC→ CatLex∞,∗

and consider the composition

HgV := Hg ◦V : GBC→M .

Lemma 5.3.8. — Assume:
(1) V is

(a) coarsely invariant (Definition 4.1.2Definition 4.1.2),
(b) l-excisive (Definition 4.5.9Definition 4.5.9),
(c) u-continuous (Definition 4.3.1Definition 4.3.1), and
(d) preserves flasques (Definition 4.2.6Definition 4.2.6).

(2) Hg is homological (Definition 2.5.5Definition 2.5.5).
Then the functor HgV : GBC→M is an equivariant coarse homology theory
(Definition 5.3.2Definition 5.3.2).

Proof. — First note that the target category M is stable and cocomplete since
it is the target of a homological functor. We show that the functor HgV has
the properties listed in Definition 5.3.2Definition 5.3.2.

HgV is coarsely invariant since V is so.
HgV is excisive since V (being l-excisive) sends complementary pairs to

excisive squares in CatLex∞,∗, and Hg (being homological) sends these squares to
pushout squares. At this point, we also employ that Hg (being homological) pre-
serves filtered colimits in order to justify the equivalence HgV(Y) ≃ Hg(V(Y))
for every big family Y on a G-bornological coarse space (see (4.5.24.5.2) for notation).

HgV is u-continuous since V is u-continuous by assumption, and Hg preserves
filtered colimits.

HgV vanishes on flasques since V preserves flasques by assumption, and Hg
annihilates flasques by Lemma 5.3.7Lemma 5.3.7.

We now discuss the additional properties a coarse homology could have.

Lemma 5.3.9. — We retain the assumptions of Lemma 5.3.8Lemma 5.3.8.
(1) If V is continuous, then so is HgV (Definition 5.1.2Definition 5.1.2).
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(2) If V is hyperexcisive, then so is HgV (Definition 5.2.7Definition 5.2.7).
(3) Assume:

(a) V is strongly additive (Definition 4.6.10Definition 4.6.10).
(b) M admits set-indexed products.
(c) Hg preserves set-indexed products.

Then HgV is strongly additive.

Proof. — (11) and (22) follow from the fact that Hg preserves filtered colimits.
(33) is obvious.

We finally discuss the condition of being strong, see Definition 5.3.5Definition 5.3.5. Recall
Definition 4.2.11Definition 4.2.11 of a functorially pre-flasqueness preserving functor. Since in
the following the auxiliary ∞-category P satisfies P ≃ ∗, we just say that V is
pre-flasqueness preserving.

Lemma 5.3.10. — We retain the assumptions of Lemma 5.3.8Lemma 5.3.8. If V is pre-
flasqueness preserving, then HgV is strong.

Proof. — We assume that X is a G-bornological coarse space and that f : X →
X implements weak flasqueness (Definition 5.3.3Definition 5.3.3). Since V is pre-flasqueness
preserving, we have an endofunctor S : V(X)→ V(X) such that

idV(X) +V(f) ◦ S ≃ S .

We apply Hg and use (2.5.132.5.13) in order to conclude that

(5.3.11) idHgV(X) +HgV(f) ◦Hg(S) ≃ Hg(S) .

Since by assumption on (X, f) we have an equivalence Yos(f) ≃ idYos(X), and
since HgV is a coarse homology theory, we have HgV(f) ≃ idHgV(X). Hence
(5.3.115.3.11) yields an equivalence

idHgV(X) +Hg(S) ≃ Hg(S) ,

which implies that HgV(X) ≃ 0 since M is stable and hence additive (see
Remark 4.2.7Remark 4.2.7).

Let Hg: CatLex∞,∗ → M be a functor, and let C be in Fun(BG, coPrRω,∗).
Recall the functor VG,c

C from Definition 5.1.14Definition 5.1.14.

Corollary 5.3.12. — If Hg is a homological functor, then HgVG,c
C is an

equivariant coarse homology theory which in addition is
(1) strong,
(2) continuous and
(3) strongly additive (provided M admits set-indexed products and Hg pre-

serves set-indexed products).
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Proof. — The first assertion follows from Lemma 5.3.8Lemma 5.3.8 together with
Corollary 5.1.15Corollary 5.1.15. For (11) we use Corollary 5.1.15Corollary 5.1.15 and Lemma 5.3.10Lemma 5.3.10. For
(22) and (33) we use Corollary 5.1.15Corollary 5.1.15 and Lemma 5.3.9Lemma 5.3.9.

Recall the functor Vc
G,C from Definition 5.2.12Definition 5.2.12.

Corollary 5.3.13. — If Hg is a homological functor, then HgVc
G,C is an

equivariant coarse homology theory which in addition is
(1) hyperexcisive and
(2) strong.

Proof. — This follows from Corollary 5.2.13Corollary 5.2.13 together with Lemmas 5.3.8Lemmas 5.3.8
to 5.3.105.3.10.

5.4. Calculations. — In this section, we calculate the values of the functors
Vc

C,G and VG,c
C (see Definitions 5.1.14Definitions 5.1.14 and 5.2.125.2.12) on certain G-bornological

coarse spaces. By restriction from G-sets to G-orbits, the functor GSet→ GBC
from (3.4.103.4.10) gives rise to the functor

(5.4.1) i : GOrb→ GBC , S 7→ Smin,max .

Proposition 5.4.5Proposition 5.4.5 gives an intrinsic description of the functor Vc
C,G ◦ i without

reference to G-bornological coarse spaces. Moreover, we show in Corollary 5.4.21Corollary 5.4.21
that VG,c

C gives rise to the same functor on the orbit category if we apply it to
the tensor product of the G-orbit with the G-bornological coarse space Gcan,min
from Example 3.4.12Example 3.4.12. This result is an essential ingredient in the proof of
Theorem 7.1.8Theorem 7.1.8 below.

Since CatLex∞,∗ is cocomplete by Proposition 2.1.12Proposition 2.1.12, we have an adjunction

(5.4.2) IndG : Fun(BG,CatLex∞,∗) ⇄ Fun(GOrb,CatLex∞,∗) : Res
G ,

where ResG := j∗ is the restriction functor along j : BG→ GOrb from (1.1.21.1.2),
and IndG := j! is the left Kan extension functor along j.

Remark 5.4.3. — For a subgroup H of G we consider the transitive G-set
G/H. We then have an equivalence of categories BH ≃−→ BG/(G/H) which sends
the unique object ∗BH of BH to the projection G→ G/H and the element h
in H = AutBH(∗BH) to the automorphism of (G→ G/H) in BG/(G/H) given
by right-multiplication on G with h−1. If C is in Fun(BG,CatLex∞,∗), then the
pointwise formula for the left Kan extension provides the first equivalence in

(5.4.4) IndG(C)(G/H) ≃ colim
BG/(G/H)

C ≃ colim
BH

ResGH C ,

where the second equivalence uses the equivalence of index categories discussed
above. ♦
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Let (−)ω : coPrRω,∗ → CatLex∞,∗ be the functor taking the subcategory of
cocompact objects (Definition 2.1.8Definition 2.1.8). By postcomposition, it induces a functor

Fun(BG, coPrRω,∗)→ Fun(BG,CatLex∞,∗) , C 7→ Cω .

Let C be in Fun(BG, coPrRω,∗) and recall the definition of the functor Vc
C,G

from Definition 5.2.12Definition 5.2.12.

Proposition 5.4.5. — There is an equivalence

(5.4.6) IndG(Cω) ≃ Vc
C,G ◦ i

of functors GOrb→ CatLex∞,∗.

Proof. — We consider the functors

ShC,eq,Sh
eqsm
C,eq ,V

c
C,eq : GOrb→ Fun(BG,CATLex

∞,∗)

(note that the last two actually take values in CatLex∞,∗) defined as the composi-
tions (compare with the first three morphisms in (5.2.25.2.2))

GOrb ∼= GOrb× ∗ i×C−−−→ GBC× Fun(BG, coPrRω,∗)

→ Fun(BG×BG,BC× coPrRω,∗)

diag∗
BG−−−−−→ Fun(BG,BC× coPrRω,∗)

Sh,Sheqsm,Vc

−−−−−−−−−→ Fun(BG,CATLex
∞,∗)

sending a transitive G-set S to ShC(Smin,max), Sheqsm
C (Smin,max) and

Vc
C(Smin,max), respectively, each equipped with the conjugation action of G.

We first show that there is an equivalence

(5.4.7) Vc
C,G ◦ i ≃ colim

BG
◦Sheqsm

C,eq .

Since the functor i : GOrb → GBC equips the transitive G-sets with the
minimal coarse structure, the localisation morphism ℓ : Sheqsm

C → VC induces
an equivalence

(5.4.8) Sheqsm
C ◦ resG{1} ◦ i ≃ VC◦ resG{1} ◦ i

(see Example 3.5.13Example 3.5.13 and recall that we omit to write ResG{1} in front of C, but
we do not omit resG{1} at the space variables).

Let S be a transitive G-set. Using (5.4.85.4.8), the left vertical equivalence in the
square (3.4.673.4.67), and the equivalence (5.1.45.1.4), we identify the transformation

Vc
C(res

G
{1} Smin,max)→ VC(res

G
{1} Smin,max)

with the canonical map

colim
F⊆S finite

∐
F

Cω →
∐
S

Cω .
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Since the latter is obviously an equivalence, we obtain the first equivalence in

(5.4.9) Vc
C ◦ resG{1} ◦i ≃ VC ◦ resG{1} ◦i

(5.4.85.4.8)
≃ Sheqsm

C ◦ resG{1} ◦ i .

We now take the G-actions on S and C into account, which by functoriality
induce G-actions on the two sides of this equivalence. We therefore have an
equivalence

(5.4.10) Vc
C,eq ≃ Sheqsm

C,eq .

Applying colimBG and Definition 5.2.12Definition 5.2.12 of Vc
C,G for the first equivalence, we

get the chain of equivalences

(5.4.11) Vc
C,G ◦ i ≃ colim

BG
◦Vc

C,eq

(5.4.105.4.10)
≃ colim

BG
◦Sheqsm

C,eq

showing (5.4.75.4.7).
The functor corresponding to Sheqsm

C,eq by the exponential law is given by the
composition

Sheqsm
C,eq′ : GOrb×BG (α,C◦pr)−−−−−−→ BC×CatLex∞,∗

Sheqsm

−−−−→ CatLex∞,∗ ,

where pr: GOrb×BG→ BG is the projection and α : GOrb×BG→ BC is
the functor sending objects (S, ∗BG) to resG{1} Smin,max and morphisms (S

ϕ−→
S′, ∗BG

g−→ ∗BG) to

resG{1} Smin,max
i(ϕ)−−→ resG{1} S

′
min,max

g−→ resG{1} S
′
min,max .

Consider the functor p := (j, id) : BG → GOrb × BG and the projection
π : GOrb×BG→ GOrb. We then have the following diagram (the left triangle
commutes, and the two fillers τ and σ, which are not necessarily equivalences,
will be explained below):

BG

Cω

��

j

��

p

&&

τ

��

GOrb×BG

π
xx

Sheqsm

C,eq′
//

σ

��

CatLex∞,∗

GOrb

colimBG ◦Sheqsm
C,eq

AA

.

In the following we use the subscript ! in order to denote left Kan extension
functors. There is an obvious canonical natural transformation σ exhibiting
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colimBG ◦Sheqsm
C,eq as a left Kan extension of Sheqsm

C,eq′ along π, i.e., we have an
equivalence

(5.4.12) colim
BG
◦Sheqsm

C,eq ≃ π!Sh
eqsm
C,eq′ .

Using Remark 5.4.3Remark 5.4.3, we see that the functor α ◦ p : BG → BC sends ∗BG to
resG{1}Gmin,max and a morphism g in G = AutBG(∗BG) to the conjugation
by g on resG{1}Gmin,max. Since conjugation fixes the identity element, the
inclusion of the identity element ie : ∗ ∼= {e} → resG{1}Gmin,max induces a
natural transformation

τ : Cω ≃ Sheqsm
C (∗) îe,∗−−→ Sheqsm

C,eq′ ◦ p

of functors BG→ CatLex∞,∗. We claim that it exhibits Sheqsm
C,eq′ as the left Kan

extension of Cω along p, i.e., that τ induces an equivalence

(5.4.13) p!C
ω ≃ Sheqsm

C,eq′ .

Since π ◦ p = j the claim implies the desired equivalence (5.4.65.4.6) by

IndG(Cω) ≃ j!Cω ≃ π!p!Cω (5.4.135.4.13)
≃ π!Sh

eqsm
C,eq′

(5.4.125.4.12)
≃ colim

BG
◦Sheqsm

C,eq

(5.4.75.4.7)
≃ Vc

C,G◦i .

It remains to show the claim. We need to check for each transitive G-set S
that the induced morphism

τ(S) : colim
p/(S,∗BG)

Cω → Sheqsm
C,eq′(S, ∗BG) ≃ Sheqsm

C (resG{1} Smin,max)

is an equivalence, where p/(S,∗) is a shorthand for BG ×GOrb×BG (GOrb ×
BG)/(S,∗), with p being implicitly used in the pullback construction. The
set of objects of the category p/(S,∗) can be identified with the set S × G

such that (s, g) corresponds to the pair (∗BG, (G
e 7→s−−−→ S, ∗BG

g−→ ∗BG)). A
morphism (s, g)→ (s′, g′) exists (and is then unique) if and only if g′g−1s′ = s.
Consequently, the functor S → p/(S,∗) sending s in S to the object (s, e) is an
inverse to the projection functor p/(S, ∗)→ S. This explicit inverse induces the
left vertical equivalence in the commutative diagram

colimp/(S,∗) C
ω

τ(S)
// Sheqsm

C (resG{1} Smin,max)

∐
S C

ω

≃

OO

∑
s∈S îs,∗

55

where is : {s} → resG{1} Smin,max denotes the inclusion maps. The diagonal
arrow is an equivalence by Lemma 3.4.66Lemma 3.4.66, so τ(S) is an equivalence for all
transitive G-sets S. This finishes the proof of the claim.
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Let C be in Fun(BG, coPrRω,∗). Recall the G-bornological coarse space
Gcan,min from Example 3.4.12Example 3.4.12. Recall also the idempotent completion functor
Idem from (2.1.272.1.27).

Proposition 5.4.14. — There are equivalences

IdemVG,c
C (Gcan,min ⊗ (−)min,max) ≃ IdemVG

C(Gcan,min ⊗ (−)min,max)

≃ ShGC((−)min)
ω(5.4.15)

of functors GSet→ CatLex∞,∗.

Proof. — Let X be a G-set. Denote by π : Gcan⊗Xmin → Xmin the projection
and by ι : Gmin ⊗ Xmin → Gcan ⊗ Xmin the morphism of G-coarse spaces
induced by the identity of the underlying G-sets. Then we get the solid part of
the following commutative diagram:
(5.4.16)

ShC(res
G
{1}Xmin)

coindG
{1}

!!

ShGC(Gmin ⊗Xmin)

θ,(3.4.693.4.69)

≃ 33

ℓGmin⊗Xmin ≃
��

ι̂G∗ // ShGC(Gcan ⊗Xmin)

ℓGcan⊗Xmin

��

π̂G
∗ // ShGC(Xmin)

V̂G
C(Gmin ⊗Xmin)

ι∗ // V̂G
C(Gcan ⊗Xmin)

p̂

;;

.

The left square is a case of (3.6.13.6.1), and the commutativity of the upper square
can be reduced to the upper right triangle in (3.4.503.4.50). The arrow ℓGmin⊗Xmin

is an equivalence by Example 3.5.13Example 3.5.13.
In order to get the dotted arrow p̂ and the corresponding triangle, we use

the universal property of ℓGcan⊗Xmin
and the fact that π̂G∗ sends the morphisms

M → V G∗ M to identity morphisms for every equivariantly small sheaf M on
Gcan ⊗Xmin and invariant coarse entourage V of Gcan ⊗Xmin containing the
diagonal.

The whole diagram (5.4.165.4.16) is natural in the G-set X.
By Remark 3.4.65Remark 3.4.65, we know that ShGC(Xmin) is an object of coPrRω,∗ and

therefore has a well-defined notion of cocompact objects. Further note that if G
is not finite, then π does not induce a morphism of G-bornological coarse spaces
from Gcan,min ⊗Xmin,max to Xmin,max since this projection is not proper. We
nevertheless can show that π̂G∗ restricts to a functor

(5.4.17) π̂G,eqsm∗ : ShG,eqsmC (Gcan,min ⊗Xmin,max)→ ShGC(Xmin)
ω .

Let M be an equivariantly small sheaf on Gcan,min ⊗ Xmin,max. By
Proposition 3.4.73Proposition 3.4.73, M is a cocompact object in PShGC(G×X).
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Since the functor PShGC(G×X)→ PShGC(X) induced by π is a morphism
in coPrRω,∗, it preserves cocompact objects, and we have π̂G∗ (M) ∈ PShGC(X)ω.
Since the inclusion ShGC(Xmin)→ PShGC(X) clearly detects cocompactness, we
conclude that π̂G∗ (M) ∈ ShGC(Xmin)

ω.
We consider the morphism ι : Gmin,min⊗Xmin,max → Gcan,min⊗Xmin,max in

GBC and note that ι̂G∗ preserves equivariantly small objects by Lemma 3.4.28Lemma 3.4.28.
By restricting the diagram in (5.4.165.4.16) to equivariantly small objects, using
the equivalence in (3.4.683.4.68) for the upper corner, and the second assertion of
Corollary 3.4.49Corollary 3.4.49, we get the following commutative diagram
(5.4.18)

ShC(res
G
{1}Xmin)

ω

coindG,ω
{1}

%%

ShG,eqsmC (Gmin,min ⊗Xmin,max)

θeqsm,(3.4.713.4.71)

≃
11

≃
��

ι̂G∗ // ShG,eqsmC (Gcan,min ⊗Xmin,max)

��

π̂G,eqsm
∗ // ShGC(Xmin)

ω

VG
C(Gmin,min ⊗Xmin,max)

ι∗ // VG
C(Gcan,min ⊗Xmin,max)

p

44

which is natural in the G-set X. In the next step we construct a factorisation
of ι∗ over the canonical morphism i as indicated by the dotted arrow in the
following diagram:
(5.4.19)

ShG,eqsmC (Gmin,min ⊗Xmin,max)
≃ // VG

C(Gmin,min ⊗Xmin,max)

ι∗

��

tt

VG
C(Gcan,min ⊗Xmin,max)

ShG,eqsm,cC (Gmin,min ⊗Xmin,max) //

OO

VG,c
C (Gcan,min ⊗Xmin,max)

i

OO

We first observe that the dashed arrows exist and the diagram commutes for
obvious reasons. It now suffices to show that the dashed vertical arrow is an
equivalence. In order to see this note that every invariant locally finite subset of
Gmin,min⊗Xmin,max is isomorphic inGBC to the image ofGmin,min⊗Fmin,max
for some finite subset F of X (equipped with the trivial G-action) under the
map (g, f) 7→ (g, gf). By the first assertion of Lemma 3.4.70Lemma 3.4.70 we obtain the
vertical equivalences in the commutative diagram below.

colimF⊆X finite Sh
G,eqsm
C (Gmin,min ⊗ Fmin,max) //

≃
��

ShG,eqsmC (Gmin,min ⊗Xmin,max)

≃
��

colimF⊆X finite Sh
eqsm
C (resG{1} Fmin,max)

// Sheqsm
C (resG{1}Xmin,max)
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By Lemma 3.4.66Lemma 3.4.66, the lower horizontal arrow is evidently an equivalence. Hence
the upper horizontal morphism is the desired equivalence

ShG,eqsm,cC (Gmin,min ⊗Xmin,max)
≃−→ ShG,eqsmC (Gmin,min ⊗Xmin,max) .

The morphism i in (5.4.195.4.19) is fully faithful by Lemma 5.1.16Lemma 5.1.16. We show that
p in (5.4.185.4.18) is fully faithful, too. Indeed, for equivariantly small sheaves M,N
on Gcan,min ⊗Xmin,max we have the following chain of equivalences:

MapVG
C(Gcan,min⊗Xmin,max)(ℓM, ℓN)

(3.5.103.5.10)
≃ colim

V ∈CG,∆
Gcan⊗Xmin

MapPShG
C(G×X)(M,V G∗ N)

(3.1.163.1.16)
≃ colim

V ∈CG,∆
Gcan⊗Xmin

MapPShG
C(G×X)(V

∗,GM,N)

!≃ MapPShG
C(G×X)( lim

V ∈CG,∆
Gcan⊗Xmin

V ∗,GM,N)

!!≃ MapPShG
C(G×X)(π̂

∗,Gπ̂G∗ M,N)

(3.1.53.1.5)
≃ MapPShG

C(X)(π̂
G
∗ M, π̂G∗ N)

!!!≃ MapShG
C(Xmin)ω (p(M), p(N))

The equivalence marked by ! holds because N is cocompact in PShGC(G×X) by
Proposition 3.4.73Proposition 3.4.73 (note that PShGC(G × X) ≃ PShGC(Gcan,min ⊗ Xmin,max)
by convention). For the equivalence marked by !! we observe that for every
subset B of G ×X the family (V [B])V ∈CG,∆

Gcan⊗Xmin

is a U -covering family of

G× π(B) = π−1(π(B)) for every entourage U of Gcan ⊗Xmin. Using that M
is a sheaf, it follows that the natural transformation V [−] → π−1 ◦ π(−) of
endofunctors of the power set PG×X induces an equivalence

π̂∗,Gπ̂G∗ M
≃−→ lim

V ∈CG,∆
Gcan⊗Xmin

V ∗,GM .

Finally, the equivalence marked by !!! follows from the definition of p.
We now apply the functor Idem to (5.4.185.4.18), contract its middle line, and use

(3.4.723.4.72) in order to see that the left column consists of idempotent complete
categories. Furthermore, we apply Idem to the right triangle of (5.4.195.4.19). The
combination of the resulting two commutative diagrams yields the commutative
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diagram
(5.4.20)

ShC(res
G
{1}Xmin)

ω

coindG,ω
{1}

%%

ShG,eqsmC (Gmin,min ⊗Xmin,max)

θeqsm,(3.4.713.4.71)

≃
11

≃
��

π̂G,eqsm
∗ ◦ι̂G∗ // ShGC(Xmin)

ω

VG
C(Gmin,min ⊗Xmin,max)

++

ι∗ // IdemVG
C(Gcan,min ⊗Xmin,max)

Idem(p)

44

IdemVG,c
C (Gcan,min ⊗Xmin,max)

Idem(i)

OO

which is natural in the G-set X.
By Lemma 2.1.28Lemma 2.1.28 the functors Idem(p) and Idem(i) are again fully faithful

inclusions of idempotent complete subcategories. By the second assertion of
Corollary 3.4.49Corollary 3.4.49, the functor coindG,ω{1} generates ShGC(Xmin)

ω under finite limits
and retracts. By the commutativity of (5.4.205.4.20) we can then conclude that the
functors Idem(p) and Idem(p) ◦ Idem(i) are essentially surjective. Hence we
have the asserted natural equivalences

IdemVG,c
C (Gcan,min ⊗Xmin,max)

Idem(i)
≃ IdemVG

C(Gcan,min ⊗Xmin,max)

Idem(p)
≃ ShGC(Xmin)

ω .

Corollary 5.4.21. — There are equivalences

IdemVG
C(Gcan,min ⊗ (−)min,max) ≃ IdemVG,c

C (Gcan,min ⊗ (−)min,max)
≃ Vc

C,G ◦ i(−)(5.4.22)

of functors GOrb→ CatLex∞,∗.

Proof. — Let ι : BGop → BG be the inversion functor. We use the notation
introduced in the proof of Proposition 5.4.5Proposition 5.4.5. Since ι is an equivalence, we have
the first equivalence in the chain

(5.4.23) ShGC((−)min)ω ≃ ( lim
BGop

ι∗ShC,eq(−))ω
(2.1.312.1.31)
≃ colim

BG
ShC,eq(−)ω .

We furthermore have equivalences

(5.4.24) ShC,eq(−)ω
(3.4.683.4.68)
≃ Sheqsm

C,eq (−)
(5.4.105.4.10)
≃ Vc

C,eq(−) .

Applying colimBG, we get the second equivalence in

(5.4.25) ShGC((−)min)ω
(5.4.235.4.23)
≃ colim

BG
ShC,eq(−)ω ≃ Vc

C,G ◦ i(−) .
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Combining the equivalence (5.4.255.4.25) with (5.4.155.4.15), we get (5.4.225.4.22).

6. Transfers

In this section, we extend the construction of VG
C in order to capture not

only its covariant functoriality for morphisms in GBC but also the contravari-
ant functoriality for coverings, and the compatibility among these operations.
Technically this is accomplished by extending the functor to the ∞-category
GBCtr of bornological coarse spaces with transfers along the inclusion

ι : GBC→ GBCtr .

The ∞-category GBCtr was introduced in [BEKW20cBEKW20c, Def. 2.24] as the ∞-
category of spans

X ′
g

}}

f

!!

X Y

in which X, X ′ and Y are G-bornological coarse spaces, g is a covering (see
Definition 3.4.16Definition 3.4.16), and f is a morphism of bornological coarse spaces which is
also bornological. We will use the equivalent description of this category given
in Definition 6.2.35Definition 6.2.35 below (see also Remark 6.2.36Remark 6.2.36).

6.1. Overview and first applications. — Let E : GBC→M be a functor.

Definition 6.1.1. — E admits transfers if there exists a functor

Etr : GBCtr →M

and an equivalence Etr ◦ ι ≃ E. ♦

Remark 6.1.2. — Assuming that M is cocomplete, one could consider the left
Kan extension ι!E : GBCtr →M of E along ι. But in general the morphism
E → ι∗ι!E is not an equivalence since ι is not fully faithful. So the problem of
showing that E admits transfers does not have such a trivial solution. ♦

Recall the functor VG from (3.6.93.6.9). The following is the main result of this
section. It will be shown in Section 6.2Section 6.2.

Theorem 6.1.3. — There exists a functor VG
tr such that the following diagram

commutes:

GBC× Fun(BG, coPrRω,∗)

ι×id

��

VG
// CatLex∞,∗

GBCtr × Fun(BG, coPrRω,∗)

VG
tr,

44
.

In particular, VG
C admits transfers for every C in Fun(BG, coPrRω,∗).
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As a consequence of Theorem 6.1.3Theorem 6.1.3, we will also derive the following:

Corollary 6.1.4. — The functor VG,c
C admits transfers, and so does the

composition Hg ◦VG,c
C for any functor Hg: CatLex∞,∗ →M.

The existence of transfers is an ingredient of the proof of Theorem 7.1.8Theorem 7.1.8. As
an aside, let us already record an easier consequence of the existence of transfers:
they induce change of groups-functors.

More precisely, let H be a subgroup of G and consider the left adjoint

HSet→ GSet, T 7→ G×H T

of the canonical restriction functor resGH : GSet → HSet. As explained in
[BEKW20bBEKW20b, Sec. 4], this functor refines to a functor

indGH : HBC→ GBC

by sending an H-bornological coarse space X to the G-bornological coarse space
IndGH(X) whose underlying set is the induced G-set and whose bornological
coarse structure is given as follows:

(1) The bornology is generated by the images of sets of the form {g} × B
under the multiplication map G×X → G×H X, where g is any element of G
and B is a bounded subset of X.

(2) The coarse structure is generated by the images of sets of the form
diag(G)× U under the multiplication map G×X → G×H X, where U is any
coarse entourage of X.
The canonical map cX : indGH resGH(X) → X, [g, x] 7→ gx, given by the counit
on the level of G-sets is not a morphism of G-bornological coarse spaces in
general. We do, however, have the following.

Lemma 6.1.5. — The canonical map cX : indGH resGH(X)→ X is a covering.

Proof. — We have a commutative diagram

indGH resGH(X)

cX
%%

∼=

([g,x] 7→([g],gx)
// (G/H)min,min ⊗X

prX
ww

X

in GBC. By Example 3.4.18Example 3.4.18, the projection prX is a covering.

Hence, if E : GBC → M is a functor which admits transfers, a choice of
extension Etr induces a natural transformation

c : E → E ◦ indGH ◦ resGH
given by c = (c∗X)X∈GBC.
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Remark 6.1.6. — Classical examples of equivariant coarse homology theories
often come as families (EH)H indexed by the subgroups of G together with
comparison maps EG → EH ◦ resGH , where EH is an H-equivariant coarse
homology theory (see e.g. [BEKW20aBEKW20a, Sec. 8.5] or [BE23BE23, Sec. 11] for equivariant
coarse algebraic or coarse topological K-theory, respectively).

Transfers for the functor E : GBC→M can be considered as a generalisation
of this structure. Indeed, we can define functors EH := E ◦ indGH : HBC→M
for all subgroups H of G. The choice of the extension Etr then provides the
comparison maps EG → EH ◦ resGH . ♦

6.2. Existence of transfers. — This section is devoted to the proof of
Theorem 6.1.3Theorem 6.1.3. It is based on Barwick’s formalism of Burnside categories
[Bar17Bar17] which allows us to give a coherent description how the transfers interact
with the covariant functoriality of VG,c

C .
The composition of the functor Shπ0,G from (3.3.133.3.13) with the inclusion

coPrR∗ → CAT∞ and op: CAT∞ → CAT∞ gives rise to a cocartesian fibra-
tion

(6.2.1) sπ0 : Ŝh
π0,G → GCoarse× Fun(BG, coPrRω,∗)

which classifies the functor (X,C) 7→ Shπ0,G
C (X)op. Taking the opposite cate-

gory in the target is motivated by the following.

Lemma 6.2.2. — sπ0 is also a cartesian fibration.

Proof. — The opposite of sπ0 , i.e., the map

(6.2.3) sπ0,op : Ŝh
π0,G,op → GCoarseop × Fun(BG, coPrRω,∗)

op

is a cartesian fibration classifying Shπ0,G as a contravariant functor, but
such that the fibre over (X,C) is equivalent to Shπ0,G

C (X). In this picture,
the functors f̂G∗ for morphisms f in GCoarse and ϕ̂G∗ for morphisms ϕ in
Fun(BG, coPrRω,∗) have left adjoints. For f this follows from Corollary 3.2.26Corollary 3.2.26,
and for ϕ we use Corollary 3.2.23Corollary 3.2.23. By Lurie [Lur09Lur09, Cor. 5.2.2.5], sπ0,op is also
a cocartesian fibration. In particular, its opposite sπ0 is also both cartesian and
cocartesian.

The subfunctor ShG (see (3.3.153.3.15)) of Shπ0,G gives rise to a cocartesian
subfibration of sπ0 :

(6.2.4) s : Ŝh
G
→ GCoarse× Fun(BG, coPrRω,∗) .

For a morphism f of G-coarse spaces the induced morphism f̂G∗ on sheaves
has a left adjoint only under additional conditions (e.g., if f is a coarse covering,
see Lemma 3.3.19Lemma 3.3.19). Similarly, for a morphism ϕ in Fun(BG, coPrRω,∗) the
induced morphism ϕ̂G∗ on sheaves is a morphism in CATLex

∞,∗ and not expected
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to have a left adjoint, except if it is an equivalence. In order to capture this
situation, we will employ Barwick’s effective Burnside category formalism. To
this end we recall some terminology from [Bar17Bar17, Sec. 5].

Definition 6.2.5. — A triple is an ∞-category D together with two subcate-
gories D† and D† of D, both of which contain the maximal Kan complex iD of
D. ♦

Let (D,D†,D
†) be a triple.

(1) The morphisms in D† are called ingressive and will be depicted by the
symbol ↪→.

(2) The morphisms in D† are called egressive and will be depicted by the
symbol ↠.

Let (D,D†,D
†) be a triple.

Definition 6.2.6. — (D,D†,D
†) is called adequate if every diagram

X ′

����

Y �
�

// X

in D can be completed to a pullback square

(6.2.7) Y ′ � � //

����

X ′

����

Y �
�

// X

in D. ♦

Pullback squares of the form (6.2.76.2.7) are called ambigressive squares. We will
often say that a square is ambigressive in D, understanding that this refers to a
given triple structure on D.

Let GCoarse† be the wide subcategory of GCoarse of coarse coverings
(Definition 3.3.16Definition 3.3.16), and set GCoarse† := GCoarse. Then we set

D := GCoarse× Fun(BG, coPrRω,∗)

D† := GCoarse† × Fun(BG, coPrRω,∗)

D† := GCoarse† × iFun(BG, coPrRω,∗) .

So we have D† = D, and a morphism (f, ϕ) in D belongs to D† if and only if f
is a coarse covering and ϕ is an equivalence.

Lemma 6.2.8. — The following triples are adequate:
(1) (GCoarse, GCoarse†, GCoarse†);
(2) (Fun(BG, coPrRω,∗),Fun(BG, coPrRω,∗), iFun(BG, coPrRω,∗));
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(3) (D,D†,D
†).

Proof. — We use that GCoarse and Fun(BG, coPrRω,∗) admit pullbacks, and
that a pullback of a coarse covering or an equivalence is again a coarse covering
([BEKW20cBEKW20c, Lem. 2.11]) or an equivalence, respectively.

Lemma 6.2.9. —

(1) The projection Ŝh
G
×
D
D† → D† is a cocartesian fibration.

(2) The projection Ŝh
G
×
D
D† → D† is a cartesian fibration.

Proof. — The map in (11) is equivalent to the cocartesian fibration s. For (22) we

first observe, using Lemma 6.2.2Lemma 6.2.2, that Ŝh
π0,G×

D
D† → D† is the pullback of a

cartesian fibration and hence itself cartesian. We then use that the cartesian lifts
of coarse coverings preserve the category Ŝh

G
by the existence of left adjoints

asserted in Lemma 3.3.19Lemma 3.3.19, and that we restricted to the maximal Kan complex
in the second factor of D.

We define Ŝh
G

† := Ŝh
G
×D D† and let Ŝh

G,†
be the subcategory of cartesian

morphisms in

Ŝh
G
×D D† → D† .

Proposition 6.2.10. — The triple (Ŝh
G
, Ŝh

G

† , Ŝh
G,†

) is adequate, and the
map of triples

(6.2.11) (s, s†, s
†) : (Ŝh

G
, Ŝh

G

† , Ŝh
G,†

)→ (D,D†,D
†)

preserves ambigressive squares.

The proof of the proposition will be prepared by some intermediate results.
We fix C in Fun(BG, coPrRω,∗) and consider the specialisation

(6.2.12) sC : Ŝh
G

C → GCoarse

of s at C in the second factor of the target. We will similarly write

sC,† : Ŝh
G

C,† → GCoarse and s†C : Ŝh
G,†
C → GCoarse† .

Let

(6.2.13) M ′ ϕ′
//

ψ

��

N ′

ψ′

��

M
ϕ
// N

be a square in Ŝh
G

C.
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Lemma 6.2.14. — Assume:
(1) The square (6.2.136.2.13) covers an ambigressive square in GCoarse.
(2) ϕ is cocartesian.
(3) ψ is cartesian.

Then ϕ′ is cocartesian if and only if ψ′ is cartesian.

Proof. — By (11), the square covers a pullback square

V
g
//

v

��

W

w

��

X
f
// Y

in GCoarse such that v and w are coarse coverings. By (22) and (33), we get the
following situation

(6.2.15) Lπ0 v̂∗,GM

≃
��

cocart // ĝG∗ L
π0 v̂∗,GM

��
≃
Corollary 3.3.28Corollary 3.3.28

''

M ′ ϕ′
//

ψ

��

N ′

ψ′

��

// Lπ0ŵ∗,Gf̂G∗ M

cart
��

M
ϕ

// N
≃ // f̂G∗ M

,

where the dotted arrows are obtained from the universal properties of the carte-
sian or cocartesian maps as indicated. The composition of the two dotted arrows
is the comparison morphism from Corollary 3.3.28Corollary 3.3.28, which has the indicated
direction since the upper right triangle in (6.2.156.2.15) lives in the fibre ShGC(W )op of
s over (W,C) (recall the definition (6.2.16.2.1) of sπ0 which involved taking fibrewise
opposites).

If ϕ′ is cocartesian or ψ′ is cartesian, then one of the dotted arrows is an
equivalence, and hence the other is an equivalence, too.

The following assertion is a general fact about an inner fibration in Cat∞,
but for concreteness we formulate it for sC. We consider again a square of the
shape (6.2.136.2.13) in Ŝh

G

C.

Lemma 6.2.16. — Assume:
(1) ψ is cartesian.
(2) ψ′ is cartesian.
(3) The square (6.2.136.2.13) covers a pullback square in GCoarse.

Then (6.2.136.2.13) is a pullback square.
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Proof. — We contract the notation for mapping spaces MapE(−,−) to E(−,−).
We further contract GCoarse to GC. Then we have the following chain of
equivalences of spaces:

Ŝh
G

C(P,M
′)

(1)
≃ Ŝh

G

C(P,M) ×
GC(sC(P ),sC(M))

GC(sC(P ), sC(M ′))

(2)
≃ Ŝh

G

C(P,M) ×
GC(sC(P ),sC(M))

GC(sC(P ), sC(M)) ×
GC(sC(P ),sC(N))

GC(sC(P ), sC(N ′))

(3)
≃ Ŝh

G

C(P,M) ×
GC(sC(P ),sC(N))

GC(sC(P ), sC(N ′))

(4)
≃ Ŝh

G

C(P,M) ×
Ŝh

G

C(P,N)

Ŝh
G

C(P,N) ×
GC(sC(P ),sC(N))

GC(sC(P ), sC(N ′))

(5)
≃ Ŝh

G

C(P,M) ×
Ŝh

G

C(P,N)

Ŝh
G

C(P,N
′)

The equivalence marked by (1) expresses the assumption that ψ is cartesian.
The equivalence marked by (2) follows from the isomorphism

sC(M
′) ∼= sC(M) ×

sC(N)
sC(N

′)

in GC which holds by assumption (33). For the equivalence marked by (3) we
just cancelled the factor GC(sC(P ), sC(M)), and for the equivalence marked

by (4) we introduced the factor Ŝh
G

C(P,N). The equivalence marked by (5)
expresses the assumption that ψ′ is cartesian. The chain of equivalences above
is natural in P and shows that M ′ ≃M ×N N ′, i.e., that (6.2.136.2.13) is a pullback
square.

Lemma 6.2.17. — If (6.2.136.2.13) is an ambigressive square, then its image in
GCoarse is an ambigressive square.
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Proof. — Applying sC to (6.2.136.2.13), we obtain the outer square as in the following
picture:

(6.2.18) V

sC(ψ)

��

sC(ϕ′)

**

a

��

V ′sC(β)

XX

��

// W

sC(ψ′)

��

M ′

α

��

ϕ′

��

ψ

%%

P
β

UU

ϕ̄′
//

ψ̄

��

N ′

ψ′

��

M
ϕ
// N

X
sC(ϕ)

// Y

We must show that this square is ambigressive in GCoarse.
Let V ′ be the pullback X ×Y W . Then we get a uniquely determined map a

as indicated. Our task is to show that a is an isomorphism.
We choose a cocartesian lift α of a as indicated. Since α is cocartesian,

we obtain the maps ϕ̄′ and ψ̄. Since (6.2.136.2.13) is cartesian by assumption, we
also get a map β as indicated. We conclude that β ◦ α ≃ idM ′ and hence
sC(β) ◦ a = idV . Since the square with upper left corner V ′ is cartesian, we
also have a ◦ sC(β) = idV ′ . Hence a is an isomorphism.

Since (6.2.136.2.13) is ambigressive, we know that sC(ψ′) is a coarse covering. By
[BEKW20cBEKW20c, Lem. 2.11], this implies that sC(ψ) is also a coarse covering. Hence
the outer square in (6.2.186.2.18) is ambigressive.

Lemma 6.2.19. — The triple (Ŝh
G
, Ŝh

G

† , Ŝh
G,†

) is adequate.

Proof. — Consider the diagram

(6.2.20) N ′

χ
����

M
� � ϕ

// N

in Ŝh
G

. We must show that it can be extended to an ambigressive square.
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The image of (6.2.206.2.20) in D = GCoarse× Fun(BG, coPrRω,∗) is a diagram
of the form

(Y ′,B′)

(h,v)
����

(X,C) �
� (f,u)

// (Y,B)

.

Here X,Y, Y ′ are in GCoarse and h is a coarse covering. Furthermore, C,B,B′

are in Fun(BG, coPrRω,∗) and v is an equivalence. We decompose the diagram
as follows:

(6.2.21) (Y ′,B′)

(id,v)
����

(Y ′,B)

(h,id)
����

(X,C) �
� (id,u)

// (X,B) �
� (f,id)

// (Y,B)

,

We can extend the diagram

Y ′

h
����

X
� � f

// Y

to a pullback square in GCoarse

Y ′

g
����

� � f
′
// Y ′

h
����

X �
� f

// Y

.

Then g is also a coarse covering [BEKW20cBEKW20c, Lem. 2.11]. Hence we get the
diagram

(Y ′,B′)

(id,v)
����

(X ′,B) �
� (f ′,id)

//

(g,id)
����

(Y ′,B)

(h,id)
����

(X,C) �
� (id,u)

// (X,B) �
� (f,id)

// (Y,B)
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where the square is ambigressive. This gives finally the following four ambigres-
sive squares

(6.2.22) (X ′,C) �
� (id,v−1u)

// //

(id,id)
����

(X ′,B′)

(id,v)
����

� � (f
′,id)

// (Y ′,B′)

(id,v)
����

(X ′,C)

(g,id)
����

� � (id,u)
// (X ′,B)

� � (f ′,id)
//

(g,id)
����

(Y ′,B)

(h,id)
����

(X,C) �
� (id,u)

// (X,B) �
� (f,id)

// (Y,B)

,

where for the upper left corner we use that v is an equivalence. The diagram
(6.2.206.2.20) can now be extended as

N ′

ωN
����

N
′

χ

����

M 
 m

ϕ

BB
� � ωM // M

� � ϕ
// N

over (6.2.216.2.21). The morphism ωM is defined as a cocartesian lift of (idX , u) with
domain M . The morphism ϕ is then obtained from the universal property of the
cocartesian lift. The morphisms ωN and χ are obtained similarly. In particular,
ωN is an equivalence and χ is cartesian.

We now choose a cartesian lift γ of the morphism (g, id) to obtain

N ′

ωN
����

M
′ � � ϕ

′
//

γ
����

N
′

χ

����

M �
� ωM // M �

� ϕ
// N

.

The morphism ϕ
′
is obtained from the universal property of χ being cartesian.

The same argument provides the lower left ambigressive square in the following
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diagram over (6.2.226.2.22):

M ′′ � � ϕ
′′
//

ωM′′
����

M ′ � � ϕ
′
//

ωM′
����

N ′

ωN
����

M
′′

����

� � ϕ
′′
// M

′ � � ϕ
′
//

γ
����

N
′

χ

����

M �
� ωM // M �

� ϕ
// N

.

For the upper part we can argue similarly, but, using the fact that v is an
equivalence, we can choose ωM ′ and ωM ′′ as equivalences (which are both
cartesian and cocartesian). The outer square is the desired extension of diagram
(6.2.206.2.20) to an ambigressive square.

Proof of Proposition 6.2.10Proposition 6.2.10. — The triple (Ŝh
G
, Ŝh

G

† , Ŝh
G,†

) is adequate by
Lemma 6.2.19Lemma 6.2.19. It remains to show that (s, s†, s†) preserves ambigressive squares.
We consider an ambigressive square

(6.2.23) M ′ � � ϕ
′
//

ψ
����

N ′��

ψ′

����

M
� � ϕ

// N

in Ŝh
G
. Then the projection to the first factor GCoarse of its image in D is

ambigressive by Lemma 6.2.17Lemma 6.2.17. The image of diagram (6.2.236.2.23) in the second
factor Fun(BG, coPrRω,∗) of D has the form

C′ //

≃
��

B′

≃
��

C // B

and is therefore a pullback square. Therefore, it is an ambigressive square in
Fun(BG, coPrRω,∗).

We consider the functor Tw: ∆→ Cat which associates to the poset [n] in
∆ the twisted arrow poset

Tw([n]) := {(i, j) ∈ {0, . . . , n}2 | i ≤ j}

with the order relation (i, j) ≤ (i′, j′) if and only if i ≤ i′ ≤ j′ ≤ j.
Let (D,D†,D

†) be an adequate triple. Then we can consider the simplicial
space

iFun(Tw(−),D) : ∆op → Spc .
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For a functor D : Tw([n]) → D we write D(i, j) for the value of D at
(i, j) in Tw([n]). The simplicial space iFun(Tw(−),D) has a subobject
iFun×(Tw(−),D) given in degree n by the subspace of those functors D such
that for all 0 ≤ i ≤ k ≤ l ≤ j ≤ n the square

D(i, j)
� � //

����

D(k, j)

����

D(i, l) �
�

// D(k, l)

is an ambigressive square in D. The simplicial space iFun×(Tw(−),D) is a
complete Segal space [Bar17Bar17, Prop. 5.9] (see also [HHLN23HHLN23, Thm. 2.13]). For the
next definition, we make use of the fact that Cat∞ is a Bousfield localisation of
Fun(∆op,Spc), with Cat∞ being equivalent to the full subcategory of complete
Segal spaces.

Definition 6.2.24. — The effective Burnside ∞-category Aeff(D,D†,D
†)

is defined to be the ∞-category underlying the complete Segal space
iFun×(Tw(−),D). ♦

We refer to [Bar17Bar17, Sec. 3] for further details. By [Bar17Bar17, Not. 3.9], there
are canonical functors

(6.2.25) D† → Aeff(D,D†,D
†) , (D†)op → Aeff(D,D†,D

†) .

Remark 6.2.26. — Unwinding Definition 6.2.24Definition 6.2.24, one checks that diagrams of
the form

D(0, 1)� r

$$zzzz

D(0, 0) D(1, 1)

constitute the 1-simplices in Aeff(D,D†,D
†). This also suggests why the

functors in (6.2.256.2.25) exist. ♦

Applying the effective Burnside category functor to (s, s†, s
†) in (6.2.116.2.11), we

get a map

(6.2.27) Aeff(s) : Aeff(Ŝh
G
, Ŝh

G

† , Ŝh
G,†

)→ Aeff(D,D†,D
†) .

Proposition 6.2.28. — Aeff(s) is a cocartesian fibration.

Proof. — Our goal is to apply Barwick’s criterion as presented in [HHLN23HHLN23,
Thm. 3.1] to show the existence of cocartesian lifts. We verify conditions (1)
and (2) of [HHLN23HHLN23, Thm. 3.1].
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We start with condition [HHLN23HHLN23, Thm. 3.1.(2)]. Suppose that we are given
a commutative square

(6.2.29) M ′ � � ϕ
′
//

ψ
����

N ′

ψ′

��

M
ϕ
// N

in Ŝh
G

whose images in D and hence in GCoarse are ambigressive squares,
and such that ψ is egressive and ϕ is cocartesian. We must show that the square
(6.2.296.2.29) is ambigressive if and only if ϕ′ is cocartesian.

Lemma 6.2.14Lemma 6.2.14 shows that ψ′ is also cartesian and hence egressive if and
only if ϕ′ is cocartesian. It follows from Lemma 6.2.14Lemma 6.2.14 that square (6.2.296.2.29) is
automatically a pullback in this case. This finishes the verification of condition
[HHLN23HHLN23, Thm. 3.1.(2)].

If f : X → Y is in GCoarse† and M is a preimage of X, there exists

a cocartesian lift f̃ : M → f̂G∗ M of f . By definition, f̃ lies in Ŝh
G

† . Since
restricting the domain of a cocartesian fibration to its subcategory of cocartesian
morphisms also gives a cocartesian fibration (even a left fibration, see [Lur09Lur09,

Cor. 2.4.2.5]), f̃ is also cocartesian with respect to the map Ŝh
G

† → GCoarse†.
This verifies condition [HHLN23HHLN23, Thm. 3.1.(1)] for morphisms in GCoarse†. A
similar argument applies to morphisms in Fun(BG, coPrRω,∗).

[HHLN23HHLN23, Thm. 3.1] now asserts that an edge in Aeff(Ŝh
G
, Ŝh

G

† , Ŝh
G,†

) is
cocartesian (with respect to Aeff(s)) if and only if it is represented by a span

M
w

~~~~

� p

f

  

N P

in which w is cartesian with respect to the map Ŝh
G,†
→ D† and f is co-

cartesian. Using Lemma 6.2.9Lemma 6.2.9 and the explicit description of the edges in
Aeff(Ŝh

G
, Ŝh

G

† , Ŝh
G,†

) given in Remark 6.2.26Remark 6.2.26, we see that every morphism in
Aeff(D,D†,D

†) has a cocartesian lift. This shows that Aeff(s) is a cocartesian
fibration

We define the category GCoarsetr of G-coarse spaces with transfers by

(6.2.30) GCoarsetr := Aeff(GCoarse, GCoarse†, GCoarse†) .

An instance of the canonical functor (6.2.256.2.25) applied to (6.2.306.2.30) provides

(6.2.31) GCoarse→ GCoarsetr .
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Using in addition the canonical inclusion

Fun(BG, coPrRω,∗) → Aeff(Fun(BG, coPrRω,∗),Fun(BG, coPrRω,∗), iFun(BG, coPrRω,∗))

in the second component, we get a functor

(6.2.32) GCoarsetr × Fun(BG, coPrRω,∗)→ Aeff(D,D†,D
†) .

We define the functor

(6.2.33) ShGtr : GCoarsetr × Fun(BG, coPrRω,∗)→ CAT∞

by restricting the cocartesian fibration Aeff(s) along the functor from (6.2.326.2.32),
applying the straightening functor, and applying (−)op to the values.

Note that the value of ShGtr at (X,C) is the object ShGC(X) of CATLex
∞,∗. By

construction, ShGtr sends a morphism f of G-coarse spaces to the morphism f̂G∗
in CATLex

∞,∗, a coarse covering w to the morphism Lπ0ŵG,∗ in CATLex
∞,∗, and

a morphism ϕ in Fun(BG, coPrRω,∗) to the morphism ϕ̂G∗ in CATLex
∞,∗. This

implies that ShGtr actually takes values in the subcategory CATLex
∞,∗ of CAT∞,

i.e., we have a functor

(6.2.34) ShGtr : GCoarsetr × Fun(BG, coPrRω,∗)→ CATLex
∞,∗ .

Let GBCborn be the category with the same objects as GBC and all equivariant
maps which are controlled and bornological (Definition 3.4.3Definition 3.4.3). Consider the
wide subcategory GBCborn

† of GBCborn of those morphisms which are in ad-
dition proper, and the wide subcategory (GBCborn)† of GBCborn of coverings
(Definition 3.4.16Definition 3.4.16). Using [BEKW20cBEKW20c, Lem. 2.20 and 2.21], one verifies that the
triple (GBCborn, GBCborn

† , (GBCborn)†) is admissible.

Definition 6.2.35. — We define

GBCtr := Aeff(GBCborn, GBCborn
† , (GBCborn)†) . ♦

Remark 6.2.36. — One checks using Remark 6.2.26Remark 6.2.26 that GBCtr precisely
coincides with the ∞-category defined in [BEKW20cBEKW20c, Def. 2.27] and denoted
there by the same symbol. ♦

There is an inclusion functor (see also [BEKW20cBEKW20c, Def. 2.35])

(6.2.37) ι : GBC→ GBCtr

which is determined by the requirement that it sends a G-bornological coarse
space to itself and a morphism f : X → X ′ to the span X ← X̃

f−→ X ′, where
X̃ is obtained from X by replacing the bornology on X by f−1BX′ .

The forgetful functor GBCborn → GCoarse induces a functor

(6.2.38) GBCtr → GCoarsetr .
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such that the following diagram commutes:

GBC

(3.4.83.4.8)
��

(6.2.376.2.37)

ι // GBCtr

(6.2.386.2.38)
��

GCoarse
(6.2.316.2.31)

// GCoarsetr

If we precompose ShGtr from (6.2.346.2.34) with the forgetful map (6.2.386.2.38), we
obtain a functor (we use the same symbol)

ShGtr : GBCtr × Fun(BG, coPrRω,∗)→ CATLex
∞,∗

such that ShGtr ◦ (ι× id) ≃ ShG. In particular, its value at (X,C) is given by

ShGtr(X,C) ≃ ShGC(X) .

It follows from a combination of Lemma 3.4.28Lemma 3.4.28, Lemma 3.4.30Lemma 3.4.30, and Proposition 3.4.33Proposition 3.4.33
that we have a subfunctor

ShG,eqsmtr : GBCtr × Fun(BG, coPrRω,∗)→ CatLex∞,∗

with values
ShG,eqsmtr (X,C) ≃ ShG,eqsmC (X) .

For every pair (X,C) we have a localisation functor ℓ : ShG,eqsmC (X)→ VG
C(X)

(Definition 3.5.8Definition 3.5.8), and we let W̃ eqsm
X,C denote the subcategory of ShG,eqsmC (X)

given by the morphisms which are sent to equivalences by ℓ. If f is a morphism in
GBC, then f̂G∗ sends W̃ eqsm

X,C to W̃ eqsm
X′,C by Corollary 3.6.3Corollary 3.6.3. If ϕ is a morphism in

Fun(BG, coPrRω,∗), then ϕ̂G∗ sends W̃ eqsm
X,C to W̃ eqsm

X,C′ by Corollary 3.6.6Corollary 3.6.6. Finally,
if w : X → X ′ is a morphism in GBC†, then Lπ0ŵG,∗ sends W̃ eqsm

X′,C to W̃ eqsm
X,C by

Lemma 3.6.11Lemma 3.6.11 (22). This implies that the functor ShG,eqsmtr refines to a functor

ℓShG,eqsmtr : GBCtr × Fun(BG, coPrRω,∗)→ RelLex∞,∗

given on objects by (X,C) 7→ (ShG,eqsmC (X), W̃ eqsm
X,C ), see Definition 2.3.1Definition 2.3.1. We

now postcompose with the Dwyer–Kan localisation functor Loc from (2.3.62.3.6).

Definition 6.2.39. — We define the functor

VG
tr : GBCtr × Fun(BG, coPrRω,∗)

ℓShG,eqsm
tr−−−−−−→ RelLex∞,∗

Loc−−→ CatLex∞,∗ . ♦

Proof of Theorem 6.1.3Theorem 6.1.3. — By construction, VG
tr satisfies

VG
tr ◦ (ι× id) ≃ VG .

Corollary 6.1.4Corollary 6.1.4 makes an assertion about the continuous version of VG, so
we show that we can also force continuity for VG

tr. Let Etr : GBCtr →M be
some functor with a target which admits small filtered colimits. Let ι be the
inclusion functor from (6.2.376.2.37). Recall Definition 5.1.2Definition 5.1.2 of a continuous functor.
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Definition 6.2.40. — We call Etr continuous if Etr ◦ ι is continuous. ♦

In the following, we show that we can force continuity for Etr in such a way
that we obtain a functor Ectr satisfying Ectr ◦ ι ≃ (Etr ◦ ι)c (see Definition 5.1.5Definition 5.1.5).

We consider the inclusion of the full ∞-subcategory

itr : GBCmb
tr → GBCtr

of G-bornological coarse spaces with the minimal bornology. We consider the
following diagram

GBCmb
tr

itr

��

Etr◦itr //

�&
M

GBCtr

Ec
tr

77 ,

where Ectr is defined by left Kan extension (it will be a consequence of the
proof of Lemma 6.2.42Lemma 6.2.42 below that this Kan extension exists). Similarly as in
Definition 5.1.5Definition 5.1.5, we call Ectr the functor obtained from Etr by forcing continuity.

We let E := Etr ◦ ι and consider the following diagram

GBCmb
tr

itr

%%

Etr◦itr //

��

M

GBCtr

Ec
tr

<<

GBCmb

ιmb

XX

E◦i //

i

%%
��

M

GBC

ι

YY

Ec

;;

,

where ιmb is defined as the restriction of ι and Ec is defined by left Kan extension.
The universal property of left Kan extensions provides a transformation

(6.2.41) Ec → Ectr ◦ ι .

Lemma 6.2.42. — Transformation (6.2.416.2.41) is an equivalence.

Proof. — Let X be in GBC. We must show that

colim
(F→X)∈(GBCmb)/X

Etr(ι(F ))→ colim
(F→X)∈(GBCmb

tr )/X

Etr(F )

is an equivalence, where the morphism is induced by the functor

ιX : (GBCmb)/X → (GBCmb
tr )/X

between index categories induced by ι.
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We claim that ιX is cofinal. We first show that the index categories are
filtered. We give the argument for (GBCmb

tr )/X . The case of (GBCmb)/X is
similar and simpler.

Let
F : K → (GBCmb

tr )/X

be a functor from a finite poset. We must find an extension to a functor
F ▷ : K▷ → (GBCmb

tr )/X .
The functor F corresponds to a functor F+ : K+ → GBCmb

tr , where K+ is the
finite poset K with an additional maximal element +. By [HHLN23HHLN23, Thm. 2.18],
the functor F+ in turn corresponds to a morphism of adequate triples

F̂ : Tw(K+)→ (GBCborn, GBCborn
† , (GBCborn)†) ,

where a morphism in Tw(K+) is ingressive if its image under the target
projection Tw(K+)→ Kop

+ is an equivalence, and egressive if its image under
the source projection Tw(K+)→ K+ is an equivalence. Note that F̂ is a functor
of ordinary categories. For each object k of K, the morphism F̂ (k,+)→ F̂ (k, k)

is a covering. Using Definition 3.4.16Definition 3.4.16, it is easy to see that F̂ (k,+) is equipped
with the minimal bornology. Consider the subset

F̃ :=
⋃
k∈K

κk(F̂ (k,+))

of X, where κk denotes the morphism F̂ (k,+) → F (+,+) = X. Since K is
finite, F̃ is a G-invariant locally finite subset of X.

We observe that replacing the value of F̂ at (+,+) by F̃ still defines a mor-
phism of adequate triples F̂ ′ : Tw(K+)→ (GBCborn, GBCborn

† , (GBCborn)†).
This corresponds to a functor F ′ : K → (GBCmb

tr )/F̃ . We obtain the desired
extension F ▷ as the dashed arrow in the following diagram

K

F

((
F ′

//

��

(GBCmb
tr )/F̃

f
// (GBCmb

tr )/X̃

K▷

99

F▷

33
,

where the dotted arrow exists since (GBCmb
tr )/F̃ has a final object, and f is

given by composition with the span F̃ id←− F̃ → X.

Let C be in Fun(BG, coPrRω,∗), and let VG
tr,C denote the specialisation of

the functor VG
tr from Definition 6.2.39Definition 6.2.39 at C. We let

VG,c
tr,C : GBCtr → CatLex∞,∗
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be obtained from VG
tr,C by forcing continuity in the sense of Definition 5.1.5Definition 5.1.5.

Proof of Corollary 6.1.4Corollary 6.1.4. — The equivalence

VG,c
tr ◦ ι ≃ VG,c

follows immediately from Theorem 6.1.3Theorem 6.1.3 and Lemma 6.2.42Lemma 6.2.42.

7. The K-theoretic Novikov conjecture

This section combines everything we have done so far to obtain the results
promised in the introduction. Section 7.1Section 7.1 introduces the notion of a CP-functor
and shows that the functor HgDG we will introduce in Definition 7.1.6Definition 7.1.6 is a CP-
functor. Section 7.2Section 7.2 explains how (non-connective) algebraic K-theory provides
a non-trivial example of the entire setup.

Finally having examples of CP-functors at our disposal, Section 7.3Section 7.3 recalls
the main results of [BEKW20bBEKW20b] and applies them to the CP-functors we have
constructed. Examples 1.1.13Examples 1.1.13 and 1.1.141.1.14 were given in the introduction in order
to stress the point that the theory of the present paper provides a unified picture
subsuming the split injectivity results of both [BEKW20bBEKW20b] and [BKW21BKW21]. The
details will be discussed in Sections 7.4Sections 7.4 and 7.57.5.

7.1. CP-functors. — We start with recalling the notion of a CP-functor
from [BEKW20bBEKW20b]. Let E : GBC→M be a functor. For every G-bornological
coarse space X we can define a new functor

(7.1.1) EX : GBC→M , Y 7→ E(X ⊗ Y )

called the twist of E by X. If E is a coarse homology theory, then so is EX ,
see e.g. [BEKW20aBEKW20a, Sec. 10.4]. Below, the twist EGcan,min

is of particular
importance (see Example 3.4.12Example 3.4.12 for the definition of Gcan,min).

Let GOrb be the orbit category of G. By restricting the functor i : GSet→
GBC from (3.4.103.4.10), we obtain the functor (compare with (5.4.15.4.1))

(7.1.2) i : GOrb→ GBC , S 7→ Smin,max .

Let M : GOrb→M be a functor.

Definition 7.1.3 ([BEKW20bBEKW20b, Def. 1.8]). — We call M a CP-functor if it
satisfies the following conditions:

(1) M is stable, complete, cocomplete, and compactly generated.
(2) There exists an equivariant coarse homology theory E : GBC → M

satisfying:
(a) M is equivalent to EGcan,min ◦i (see (7.1.17.1.1) and (7.1.27.1.2) for notation).
(b) E is

(i) strongly additive (Definition 4.6.10Definition 4.6.10),
(ii) continuous (Definition 5.1.2Definition 5.1.2) and
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(iii) admits transfers (Definition 6.1.1Definition 6.1.1). ♦

Example 7.1.4. — Assume that E : GBC → M is an equivariant coarse
homology theory with a stable, complete, cocomplete, and compactly generated
target category. In addition, assume that E admits transfers, is strongly additive
and continuous. Then the functor

EGcan,min
◦ i : GOrb→M

is a CP-functor. ♦

Let Hg be a homological functor, and let C be in Fun(BG, coPrRω,∗). In
view of Example 7.1.4Example 7.1.4, Corollaries 5.3.12Corollaries 5.3.12 and 6.1.46.1.4 immediately imply:

Corollary 7.1.5. — Assume that Hg has a complete and compactly generated
target category and is product-preserving. Then

(HgVG,c
C )Gcan,min

◦ i

is a CP-functor.

Let D be a small left-exact ∞-category with G-action. We define
IndG(D) : GOrb→ CatLex∞,∗ using the induction functor IndG from (5.4.25.4.2). We
furthermore consider a functor Hg: CatLex∞,∗ →M.

Definition 7.1.6. — We define the composition

♦(7.1.7) HgDG := Hg ◦ IndG(D) : GOrb→M .

Theorem 7.1.8. — Assume:
(1) M is stable, complete and cocomplete, and compactly generated.
(2) Hg is a finitary localising invariant and preserves products.
(3) The underlying ∞-category of D is idempotent complete.

Then HgDG is a CP-functor.

Proof. — We set C := Proω(D) in Fun(BG, coPrRω,∗) (see (2.1.252.1.25)). Then (33)
implies that D ≃ Cω. Combining Proposition 5.4.5Proposition 5.4.5 and Corollary 5.4.21Corollary 5.4.21, we
have an equivalence

HgDG ≃ Hg ◦Vc
C,G ◦ i ≃ (Hg Idem(VG,c

C ))Gcan,min ◦ i

(note that the operations of twisting by Gcan,min and postcomposing with Hg
obviously commute). Since Hg is localising by (22), we have an equivalence

(Hg Idem(VG,c
C ))Gcan,min ◦ i ≃ (HgVG,c

C )Gcan,min ◦ i .

This last functor is a CP-functor by Corollary 7.1.5Corollary 7.1.5.
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We now consider the notion of hereditary CP-functors. If ϕ : G → Q is a
surjective homomorphism of groups, then we get a functor

Resϕ : QOrb→ GOrb

which sends the Q-set S to S considered as a G-set via ϕ. Since ϕ is surjective,
S is still transitive as a G-set.

Let M : GOrb→M be a functor.

Definition 7.1.9 ([BKW21BKW21, Def. 2.5]). — We call M a hereditary CP-functor
if M ◦ Resϕ is a CP-functor for every surjective group homomorphism ϕ. ♦

Recall Definition 7.1.6Definition 7.1.6 of the functor HgDG.

Theorem 7.1.10. — We retain the assumptions of Theorem 7.1.8Theorem 7.1.8. Then
HgDG is a hereditary CP-functor.

Proof. — Let ϕ : G→ Q be a surjective homomorphism. Let jG : BG→ GOrb
and jQ : BQ → QOrb denote the fully faithful inclusions (see (1.1.21.1.2)). The
homomorphism ϕ induces a map G→ Resϕ(Q) in GOrb which defines a natural
transformation jG → Resϕ ◦jQ ◦ Bϕ of functors BG → GOrb. The resulting
natural transformation

D
≃−→ jG,∗jG! D→ Bϕ∗jQ,∗ Res∗ϕ j

G
! D

induces an adjoint transformation

jQ! Bϕ!D→ Res∗ϕ j
G
! D .

We claim that this transformation is an equivalence. Using the pointwise
formulas for left Kan extensions, we must show for every S in QOrb that the
map

colim
(jQ◦Bϕ)/S

D→ colim
jG
/Resϕ(S)

D

induced by the functor

(jQ ◦Bϕ)/S → jG/Resϕ(S)
, (Q→ S) 7→ (G

ϕ−→ Resϕ(Q)→ Resϕ(S))

is an equivalence. This is clear since the functor on indexing categories is an
equivalence. We conclude that

HgDG ◦ Resϕ ≃ Hg(Bϕ!D)Q .

Since Hg is invariant under idempotent completion and Idem is left adjoint to
the fully faithful inclusion CatLex,perf∞,∗ → CatLex∞,∗ and therefore commutes with
the left Kan extension (−)Q, we have

Hg(Bϕ!D)Q ≃ Hg Idem((Bϕ!D)Q) ≃ Hg(Idem(Bϕ!D))Q .

The right-hand side is a CP-functor by Theorem 7.1.8Theorem 7.1.8.
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7.2. Algebraic K-theory. — In this section we show that algebraicK-theory
is an example of a finitary localising invariant to which Theorem 7.1.10Theorem 7.1.10 applies.
Recall the universal finitary and stable localising invariant Uloc : Catex∞ →Mloc

from (2.5.92.5.9).

Definition 7.2.1. — The (non-connective) algebraic K-theory functor for
stable ∞-categories is defined by

Kst := mapMloc
(Uloc(Spcp),Uloc(−)) : Catex∞ → Sp .

The (non-connective) algebraic K-theory functor for left-exact ∞-categories is
defined by

♦(7.2.2) K := Kst ◦ S̃p : CatLex∞,∗ → Sp .

Corollary 7.2.3. —
(1) The algebraic K-theory functor for stable ∞-categories is a stable finitary

localising invariant.
(2) The algebraic K-theory functor for left-exact ∞-categories is a finitary

localising invariant (Definition 2.5.5Definition 2.5.5).

Proof. — We note that Uloc(Spcp) is compact in Mloc. This implies that
Kst preserves filtered colimits since Uloc does so. Since Mloc is stable, any
corepresentable functor preserves finite colimits. This implies the statement (11).
The statement (22) then follows from (11) and Lemma 2.5.7Lemma 2.5.7 (22).

Remark 7.2.4. — By Lemma 2.5.7Lemma 2.5.7 (22), we have Kst(C) ≃ K(C) for every
stable ∞-category C. If KBGT denotes the non-connective algebraic K-theory
functor from [BGT13BGT13, Def. 9.6], [BGT13BGT13, Thm. 9.8] yields an identification
K(C) ≃ KBGT(Cop). ♦

Proposition 7.2.5. — The algebraic K-theory functor for left-exact ∞-
categories (Definition 7.2.1Definition 7.2.1) preserves set-indexed products.

Proof. — This result will be deduced from the corresponding statement
about Kst. Let (Ci)i∈I be a family of left-exact ∞-categories. By [BKW21BKW21,
Lem. 2.39](6)(6) the canonical map

(7.2.6) Uloc(S̃p(
∏
i∈I

Ci))→ Uloc(
∏
i∈I

S̃p(Ci))

is an equivalence. Note that it is important here to apply Uloc since the map
between the arguments of Uloc is not an equivalence. Then the canonical

(6)The result in the reference is stated for right-exact ∞-categories. We obtain the corre-
sponding result for left-exact ∞-categories by considering opposites.
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comparison map factors as

K(
∏
i∈I

Ci)
(7.2.27.2.2)
≃ Kst(S̃p(

∏
i∈I

Ci))
(7.2.67.2.6)
≃ Kst(

∏
i∈I

S̃p(Ci))

!→
∏
i∈I

Kst(S̃p(Ci))
(7.2.27.2.2)
≃

∏
i∈I

K(Ci) ,

where the morphism marked by ! is an equivalence by [KW19KW19, Theorem 1.3].

Let D be a small left-exact ∞-category with G-action. Applying
Definition 7.1.6Definition 7.1.6 for Hg = K, we get the functor KDG.

Corollary 7.2.7. — If D is idempotent complete, then the functor
KDG : GOrb→ Sp is a hereditary CP-functor.

Proof. — We apply Theorem 7.1.10Theorem 7.1.10 with Hg = K. The target Sp of K has
the required properties. Furthermore, K is homological by Corollary 7.2.3Corollary 7.2.3 and
preserves products by Proposition 7.2.5Proposition 7.2.5.

Let C be in Fun(BG, coPrRω,∗).

Definition 7.2.8. — We define the coarse algebraic K-homology functor with
coefficients in C by

KCXG := KVG,c
C : GBC→ Sp . ♦

Corollary 5.3.12Corollary 5.3.12 implies:

Corollary 7.2.9. — KCXG is an equivariant coarse homology theory which
is continuous, strong and strongly additive, and which admits transfers.

Definition 7.2.10. — We define the functor

KCXG := KVc
C,G : GBC→ Sp . ♦

Corollary 5.3.13Corollary 5.3.13 implies:

Corollary 7.2.11. — KCXG is a strong and hyperexcisive equivariant coarse
homology theory.

7.3. Split injectivity results. — One of the the main goals of the present
paper is to produce new examples of functors on the orbit category of G to
which the results about split injectivity of assembly maps from [BEKW20bBEKW20b]
can be applied. For the sake of completeness, we list these results, all shown in
[BEKW20bBEKW20b]. In view of Corollary 7.2.7Corollary 7.2.7, all these results apply to the functor
KCG in place of M : GOrb→M for any C in Fun(BG,CatLex,perf∞,∗ ).

Apart from the assumption on the functor M being a CP-functor, the theo-
rems in [BEKW20bBEKW20b] contain the geometric assumption of finite decomposition
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complexity. In the following, we recall the relevant definitions from [BEKW19BEKW19,
Sec. 3.1].

Let U be an entourage on a set X and consider two subsets Y, Z. Recall the
definition of the thickening from (3.1.83.1.8).

Definition 7.3.1. — Y and Z are U -disjoint if U [Y ]∩Z = ∅ and Y ∩U [Z] =
∅. ♦

Let X be a G-set.

Definition 7.3.2. — An equivariant family of subsets of X is a family of
subsets (Yi)i∈I indexed by a G-set I such that gYi = Ygi for every g in G and i
in I. ♦

Let now X be a G-coarse space, and let (Yi)i∈I be an equivariant family of
subsets.

Definition 7.3.3. — We define the G-coarse space
∐sub
i∈I Yi as follows:

(1) The underlying G-set of
∐sub
i∈I Yi is

⊔
i∈I Yi.

(2) The coarse structure on
⊔
i∈I Yi is the maximal one such that the family

of its subsets (Yi)i∈I is coarsely disjoint and the canonical map
⊔
i∈I Yi → X is

controlled. ♦

By definition, we have a canonical morphism
∐sub
i∈I Yi → X of G-coarse spaces.

If (Yi)i∈I and (Y ′
i )i∈I are two equivariant families with Yi ⊆ Y ′

i for every i in I,
then we have a morphism

∐sub
i∈I Yi →

∐sub
i∈I Y

′
i of G-coarse spaces.

Recall the notion of a coarse equivalence (Remark 4.1.3Remark 4.1.3).

Definition 7.3.4. — We call the family (Yi)i∈I nice if for every U in CGX the
canonical morphism

sub∐
i∈I

Yi →
sub∐
i∈I

U [Yi]

is a coarse equivalence. ♦

In the following, we will consider classes C of G-coarse spaces.

Example 7.3.5. — Let X be a G-coarse space and U be a coarse entourage of
X. A subset Y of X is U -bounded if Y × Y ⊆ U . A G-coarse space X is semi-
bounded if there exists a coarse entourage which bounds every coarse component
(Definition 3.3.8Definition 3.3.8) of X. We consider the class SB of all semi-bounded G-coarse
spaces. ♦

Let C be a class of G-coarse spaces, and let X be a G-coarse space.

Definition 7.3.6. — We say that X is decomposable over C if for every U
in CGX there exist nice equivariant families (Yi)i∈I and (Zj)j∈J of subsets of X
such that the following conditions are satisfied:
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(1) (Yi)i∈I and (Zj)j∈J are pairwise U -disjoint.
(2) X =

⋃
i∈I Yi ∪

⋃
j∈J Zj .

(3)
∐sub
i∈I Yi and

∐sub
j∈J Zj belong to the class C. ♦

Let C be a class of G-coarse spaces.

Definition 7.3.7. — The class C is closed under decomposition if every G-
coarse space which is decomposable over C belongs to C. ♦

Definition 7.3.8. — We let GFDC be the smallest class of G-coarse spaces
which is closed under decomposition and contains the class SB of all semi-
bounded G-coarse spaces. ♦

Let X be a G-coarse space.

Definition 7.3.9. — X has G-finite decomposition complexity (G-FDC) if it
belongs to the class GFDC. ♦

Let F be a set of subgroups of G.

Definition 7.3.10. — F is called a family of subgroups if it is closed under
(1) taking subgroups and
(2) conjugation in G. ♦

Let F be a family of subgroups.

Definition 7.3.11. — By GFOrb we denote the full subcategory of GOrb
of transitive G-sets with stabilisers in F . ♦

Let X be a G-coarse space.

Definition 7.3.12. — X has GF -FDC if the G-coarse space Smin ⊗X has
G-FDC for all G-sets S with stabilisers in F . ♦

In the following, for an∞-category C we use the standard notation PSh(C) :=
Fun(Cop,Spc). By Elmendorf’s theorem, PSh(GOrb) is equivalent to the
∞-category of G-topological spaces (see [BEKW20bBEKW20b, Rem. 1.12] for further
explanations). We have an adjunction

IndF : PSh(GFOrb) ⇄ PSh(GOrb) : ResF ,

where ResF is the restriction along the inclusion GFOrb→ GOrb. We let ∗F
denote the final object of PSh(GFOrb).

Definition 7.3.13. — We define the classifying space of the family F by

EFG := IndF (∗F ) . ♦

By definition, EFG is an object of PSh(GOrb). The object EFinG is also
called the classifying space for proper actions.
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Example 7.3.14. — Examples of families of subgroups are:
(1) {1} - the family consisting of the trivial subgroup.
(2) Fin - the family of all finite subgroups.
(3) Vcyc - the family of virtually cyclic subgroups.
(4) FDC - the family of subgroups V of G such that Vcan has VFin-FDC.
(5) CP denotes the family of subgroups of G generated by those sub-

groups V such that EFinV (see Definition 7.3.13Definition 7.3.13 below) is a compact object of
PSh(VOrb).

(6) FDCcp denotes the intersection of FDC and CP. ♦

Definition 7.3.15. — EFG admits a finite-dimensional model if there exists
a finite-dimensional G-CW -complex modelling the homotopy type of EFG in
G-topological spaces. ♦

Let M be a cocomplete ∞-category, and let M : GOrb→M be a functor.
Let F and F ′ be families of subgroups such that F ′ ⊆ F .

Definition 7.3.16. — The relative assembly map AssFF ′,M is the morphism

AssFF ′,M : colim
GF′Orb

M → colim
GFOrb

M

in M canonically induced by the inclusion GF ′Orb→ GFOrb. ♦

The following are the main results of [BEKW20bBEKW20b].

Theorem 7.3.17 ([BEKW20bBEKW20b, Thm. 1.11]). — Assume:
(1) M is a CP-functor.
(2) One of the following conditions holds:

(a) F is a subfamily of FDCcp such that Fin ⊆ F .
(b) F is a subfamily of FDC such that Fin ⊆ F and G admits a

finite-dimensional model for EFinG.
Then the relative assembly map AssFFin,M admits a left inverse.

Theorem 7.3.18 ([BEKW20bBEKW20b, Cor. 1.13]). — If M is a CP-functor, then the
relative assembly map AssVcyc

Fin,M admits a left inverse.

Theorem 7.3.19 ([BEKW20bBEKW20b, Cor. 1.14]). — Assume:
(1) M is a CP-functor;
(2) G admits a finite-dimensional model for EFinG;
(3) Gcan has GFin-FDC.

Then the assembly map AssAll
Fin,M admits a left inverse.

Note that the finite decomposition complexity assumption is in general not
easy to check. The following two theorems are consequences of the theorems on
groups with finite decomposition complexity.
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Theorem 7.3.20 ([BEKW20bBEKW20b, Thm. 2.9]). — Assume:
(1) M is a hereditary CP -functor.
(2) G fits into an exact sequence 1→ S → G

ϕ−→ Q→ 1 such that
(a) S is virtually solvable and has finite Hirsch length.
(b) Q admits a finite-dimensional model for EFinQ.

Then Ass
ϕ−1(Fin(Q))
Fin,M admits a left inverse.

Here Fin(Q) denotes the family of finite subgroups of Q.

Theorem 7.3.21 ([BEKW20bBEKW20b, Cor. 2.11]). — Assume:
(1) M is a hereditary CP-functor.
(2) G admits a finite-dimensional CW -model for the classifying space EFinG.
(3) G is a finitely generated subgroup of a linear group over a commutative

ring with unit or of a virtually connected Lie group.
Then AssAll

Fin,M admits a left inverse.

Theorem 1.1.6Theorem 1.1.6 from the introduction follows by combining Theorem 7.3.21Theorem 7.3.21
and Corollary 7.2.7Corollary 7.2.7.

7.4. The universal property of the bounded derived category. — For
assembly maps associated to the algebraic K-theory of discrete group rings,
it is customary to consider functors on the orbit category which arise from
additive categories. Formally, the construction of these functors is completely
analogous to the functors GOrb → CatLex∞,∗ we associate to a left-exact ∞-
category with G-action, see Example 1.1.7Example 1.1.7. In the present section we will show
that the additive case can be also captured in a technical sense as announced
in Example 1.1.13Example 1.1.13.

Let A be a small additive (ordinary) category. By Chb(A)∞ we denote
the localisation of the category of bounded chain complexes Chb(A) by chain
homotopy equivalences. Then Chb(A)∞ is a stable ∞-category, equipped with
a canonical finite coproduct-preserving functor

(7.4.1) zA : A→ Chb(A)∞

sending an object of A to the corresponding chain complex concentrated in
degree zero. The purpose of this subsection is to prove that the functor zA
above is the universal finite coproduct-preserving functor from A to a stable
∞-category (Theorem 7.4.9Theorem 7.4.9). As an aside, we refine this statement to provide
a universal property for the bounded derived ∞-category of any exact category
in Corollary 7.4.12Corollary 7.4.12. As a consequence, we show in Theorem 7.4.14Theorem 7.4.14 that the
functor Chb(−)∞ commutes with colimits indexed by small groupoids. This
allows us to deduce in Corollary 7.4.16Corollary 7.4.16 that the two candidates for functors on
the orbit category associated to an additive category coincide.

Let C be an ∞-category.
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Definition 7.4.2. — C is additive if it is semi-additive (see Definition 2.1.37Definition 2.1.37)
and its homotopy category ho(C) is additive. ♦

Given a locally small additive∞-category C, we let PΣ(C) be the∞-category
of additive presheaves on C, i.e., the ∞-category of finite product-preserving
functors from Cop to the ∞-category of spaces Spc. Given two additive
∞-categories C and D, we denote by FunΣ(C,D) the full subcategory of
Fun(C,D) spanned by finite coproduct-preserving functors.

Given a right-exact ∞-category C, we denote by

SW(C) := S̃p(Cop)op

(see Definition 2.4.3Definition 2.4.3) the Spanier-Whitehead stabilisation of C; see also [LurbLurb,
Constr. C.1.1.1].

Let C be an ∞-category.

Definition 7.4.3 ([LurbLurb, Def. C.1.2.1]). — C is called prestable if it satisfies
the following conditions:

(1) C is right-exact.
(2) The suspension functor Σ: C→ C is fully faithful.
(3) C is closed under extensions: For every morphism f : Y → ΣZ in C

there exists a pullback square

X
f ′
//

��

Y

f

��

0 // ΣZ

.

Furthermore, this square is also a pushout. ♦

Let A be a small additive category.

Proposition 7.4.4. —
(1) PΣ(A) is prestable.
(2) PΣ(A) is additive.
(3) The canonical functor PΣ(A)→ SW(PΣ(A)) is fully faithful.
(4) The essential image of the functor from (33) is closed under extensions.

Proof. — Assertion (11) follows from [LurbLurb, Prop. C.1.5.7]. The remaining
assertions are then given by [LurbLurb, Ex. C.1.5.6] and [LurbLurb, Prop. C.1.2.2].

Let PΣ,f (A) be the smallest prestable subcategory of PΣ(A) containing the
representable presheaves.

Proposition 7.4.5. — There is a canonical equivalence of ∞-categories

Chb(A)∞
≃−→ SW(PΣ,f (A))
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fitting into the commutative diagram

(7.4.6) A
zA

(7.4.17.4.1)
//

Yoneda

��

Chb(A)∞

≃
��

PΣ,f (A) // SW(PΣ,f (A))

Proof. — Let A := FunΣ(A
op,Ab) be the abelian category of additive

presheaves on A with values in abelian groups. This is an abelian category with
a set of compact projective generators provided by the image of the Yoneda
embedding yA : A→ A. Note that any projective in A is a retract of a sum of
representables.

Let D−(A) := Ndg(Ch−(Aproj)) be the bounded below derived category of
A, where Aproj denotes the full subcategory of A spanned by the projective
objects. Note that yA induces a fully faithful functor Chb(A)→ Ch−(Aproj)

of dg-categories. In view of the equivalence Chb(A)∞ ≃ Ndg(Chb(A)) (see
[BC20BC20, Rem. 2.9]), we get a fully faithful functor

(7.4.7) Chb(A)∞ → D−(A) .

By [Pst23Pst23, Lem. 2.60], there is an equivalence D−(A)≥0
≃−→ PΣ(A)(7)(7) which

fits into the following commutative diagram:

D−(A)≥0
≃ // PΣ(A)

Aproj

OO

A

Yoneda

OO

yAoo

Define Chb≥0(A)∞ as the smallest prestable subcategory of Chb(A)∞ contain-
ing the essential image of zA. Then (7.4.77.4.7) induces a fully faithful functor
Chb≥0(A)∞ → PΣ(A) whose essential image is by definition PΣ,f (A), and
which fits into the following commutative diagram:

(7.4.8) Chb≥0(A)∞
≃ // PΣ,f (A)

A

zA

OO

Yoneda

88

Since Chb(A)∞ ≃ SW(Chb≥0(A)∞), the proposition follows by applying SW
to the upper horizontal equivalence in (7.4.87.4.8).

(7)[Pst23Pst23] formulates the result for the unbounded derived category D(A), but note that the
connective parts of D−(A) and D(A) agree.
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Let Catadd∞ denote the ∞-category of additive ∞-categories and finite
coproduct-preserving functors, so Add∞ is a full subcategory of Catadd∞ . The
functor Chb(−)∞ : Add→ Catex∞ preserves equivalences of additive categories
and therefore induces a functor (by abuse of notation denoted by the same
symbol)

Chb(−)∞ : Add∞ → Catex∞ .

Theorem 7.4.9. — The functor

SW(PΣ,f (−)) : Catadd∞ → Catex∞

is left adjoint to the forgetful functor Catex∞ → Catadd∞ . Moreover, the restriction
of this functor to Add∞ is equivalent to Chb(−)∞.

Proof. — Let B be an additive ∞-category, and let C be a stable ∞-category.
Denoting by Fun′(PΣ(B), Indω(C)) the ∞-category of small colimit-preserving
functors which in addition send representable presheaves to the essential image
of the canonical functor C→ Indω(C), we have the following sequence of natural
equivalences:

FunCatex∞(SW(PΣ,f (B)),C) ≃ FunCatRex
∞,∗

(PΣ,f (B),C)

≃ Fun′(PΣ(B), Indω(C))

≃ FunΣ(B,C)

The first equivalence holds since C is stable, and the second equivalence is
clear, and the third equivalence follows from the universal property of PΣ(B)
[Lur09Lur09, Prop. 5.5.8.15]. This proves the assertion about the left adjoint, and
the assertion about the restriction to Add∞ is precisely Proposition 7.4.5Proposition 7.4.5.

Remark 7.4.10. — One can prove Proposition 7.4.5Proposition 7.4.5 (hence also Theorem 7.4.9Theorem 7.4.9)
by using directly the version of the Dold–Kan correspondence provided by
[LuraLura, Prop. 1.3.2.23] and by adapting the proof of [LuraLura, Prop. 1.3.2.22] in
the case where A is an idempotent-complete additive category, and then by
embedding A into its idempotent completion to reach the general case. ♦

Although this will not be needed in these notes, we add the following natural
consequences of Theorem 7.4.9Theorem 7.4.9, since this gives a natural way to see bounded
derived categories which does not seem to be documented in the published
literature.

For a small exact category E, we recall that the derived category of Db(E) is
the quotient of Chb(E)∞ by the thick subcategory of bounded acyclic complexes
with coefficients in E. In the case A is a small abelian category, seen as an
exact category for which the admissible short exact sequences are all short
exact sequences, the stable ∞-category Db(A) simply is the localisation of the
category of bounded chain complexes of A by quasi-isomorphisms (so that the
induced 1-category is the usual bounded derived category).
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Let E be a small exact category and let f : Chb(E)∞ → C be an exact
functor with values in a stable ∞-category.

Proposition 7.4.11. — We assume that, for any admissible short exact se-
quence

0→ x→ y → z → 0

in E, the induced commutative square

f(x) //

��

f(y)

��

0 // f(z)

is cocartesian. Then, for any acyclic k in Chb(E) we have f(k) ≃ 0.

Proof. — We first prove that, for any admissible short exact sequence of bounded
chain complexes

0→ k′ → k → k′′ → 0 ,

the induced square
f(k′) //

��

f(k)

��

0 // f(k′′)

is cocartesian in C. We do this by induction on the amplitude N of k (i.e.,
the biggest integer N so that there are integers a ≤ b with b− a ≥ N and the
components of k in degrees a and b are non-zero). If N = 0, this holds by
assumption. If N ≥ 1, using “troncation bête”, we see that the admissible short
exact sequence above fits in a homotopy cofibre sequence in Chb(E)∞ (written
vertically below) of admissible short exact sequences

0 // k′1 //

��

k1 //

��

k′′1 //

��

0

0 // k′ //

��

k //

��

k′′ //

��

0

0 // k′2 // k2 // k′′2 // 0

where ki has amplitude < N for i = 1, 2, and we conclude by induction.
Now, if k is a bounded acyclic complex of amplitude N , then there is an

admissible short exact sequence of the form

0→ k′ → k → k′′ → 0 ,
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where both k′ and k′′ are acyclic, k′ is of amplitude 1 (i.e., k′ is a mapping
cone of an isomorphism of objects of E), and k′′ is of amplitude < N ; see
[TT90TT90, diagram (1.11.7.6)], for instance. It is clear that k′ ≃ 0 in Chb(E)∞,
and therefore, that f(k) ≃ f(k′′) in C. Therefore, by induction on N , we see
that f(k) ≃ 0.

Let E be a small exact category.

Corollary 7.4.12. — For any stable ∞-category C, composing with the
canonical functor E → Db(E) induces an equivalence of ∞-categories from
the ∞-category of exact functors F : Db(E) → C to the ∞-category of finite
coproduct-preserving functors f : E→ C which send each admissible short exact
sequence

0→ x→ y → z → 0

in E to a cocartesian square

f(x) //

��

f(y)

��

0 // f(z)

in C.

Proof. — We observe that, a functor f : Chb(E)∞ → C sends each admissible
short exact sequence

0→ x→ y → z → 0

in E to a cocartesian square

f(x) //

��

f(y)

��

0 // f(z)

if and only if it factors through Db(E): this follows right away from the
definition of Db(E) and from Proposition 7.4.11Proposition 7.4.11. This corollary is then a direct
consequence of Theorem 7.4.9Theorem 7.4.9.

Remark 7.4.13. — Corollary 7.4.12Corollary 7.4.12 explains how to compare a triangulated
category equipped with a t-structure with the bounded derived category of its
heart: if C is a stable ∞-category with a t-structure (C≥0,C≤0) whose heart is
A = (C≥0 ∩C≤0), then there is a unique exact functor Db(A)→ C extending
the inclusion A ⊂ C. ♦

Theorem 7.4.14. — The functor Chb(−)∞ : Add∞ → Catex∞ preserves col-
imits indexed by small groupoids.
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Proof. — By Theorem 7.4.9Theorem 7.4.9, Chb(−)∞ factors as

Add∞
incl−−→ Catadd∞

SW(PΣ,f (−))−−−−−−−−−→ Catex∞,

and the second functor preserves colimits since it is a left adjoint by
Theorem 7.4.9Theorem 7.4.9. Hence it suffices to show that incl preserves colimits indexed by
small groupoids. For this, it is enough to consider colimits indexed by discrete
categories and groupoids of the form BG for a group G separately. The case of
discrete index categories is easy and left to the reader. In the following, we give
the details for the second case.(8)(8).

Let A : BG→ Catadd∞ be a functor and assume that it takes values in Add∞.
Since incl is fully faithful, it suffices to show that colimBGA again belongs to
the full subcategory Add∞.

Let ev : Fun(BG,PrLω) → PrLω be the evaluation functor and denote by
α : A→ colimBGA the canonical morphism. Consider the commutative square

ev(A)
ev(α)

//

��

colimBGA

��

ev(PΣ(A))
ev(α!)

// PΣ(colimBGA)

whose vertical arrows are given by the Yoneda embedding. Since ev(α) is essen-
tially surjective, it suffices to show that the essential image of the composition
along the bottom left corner is an ordinary category.

The canonical morphism η : limBG PΣ(A) → A fits into a commutative
diagram

lim
BG
PΣ(A)

η

))

PΣ(A)

PΣ(colim
BG

A)

≃

OO

α∗

55

,

where the limit is taken in PrLω. Considering G-sets as ∞-categories with
G-action, the equivariant projection map p : G→ ∗ induces a functor

p∗ : PΣ(A) ≃ Fun(∗,PΣ(A))→ Fun(G,PΣ(A)) .

(8)In the application Corollary 7.4.16Corollary 7.4.16 below, we only need this second case.
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We define p∗,G := limBG p
∗ and get the commutative diagram

lim
BG
PΣ(A)

p∗,G
//

ev(η)

��

lim
BG

Fun(G,PΣ(A))

ev(ηG)

��
≃

tt

ev(PΣ(A))
ev(p∗)

// ev(Fun(G,PΣ(A)))

i∗e
��

ev(PΣ(A))

where ie : ∗ → G is the inclusion of the identity, the left square commutes by the
naturality of η, and the lower triangle commutes since ie ◦ev(p) = id∗. The right
vertical composition is an equivalence (for example by Lemma 3.4.41Lemma 3.4.41 whose
proof works for every ∞-category). This identifies ev(η), and hence ev(α∗),
with the functor p∗,G.

Since PΣ(A) is cocomplete, the left Kan extension functor p! along p exists
and provides a left adjoint to p∗. The functor

pG! := lim
BG

p! : lim
BG

Fun(G,PΣ(A))→ lim
BG
PΣ(A)

is then a left adjoint of p∗,G, which is equivalent to ev(α!) by the preceding
discussion.

Since G is discrete, applying p! amounts to forming coproducts. In particular,
the essential image of the composite

(7.4.15) Fun(G,A)→ Fun(G,PΣ(A))
p!−→ PΣ(A)

is an ordinary category. We now apply lim
BG

to this composite. Lemma 2.1.21Lemma 2.1.21 (11)
implies that the essential image of the resulting functor is given by applying
lim
BG

to the essential image of (7.4.157.4.15). Since limits of ordinary categories are
also ordinary categories, it follows that the essential image of the composite

ev(A)→ ev(PΣ(A)
ev(α!)−−−−→ PΣ(colim

BG
A)

is an ordinary category as well.

Recall that j! denotes the left Kan extension functor along the inclusion
j : BG→ GOrb (see (1.1.21.1.2)). Let A be in Fun(BG,Add∞).

Corollary 7.4.16. — The canonical transformation

(7.4.17) j!(Chb(A)∞)→ Chb(j!A))∞

is an equivalence.
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Proof. — For a subgroup H of G we have an equivalence BH ≃−→ GOrb/BH
which sends ∗BH to G → G/H in GOrb/BH and h in H ∼= AutBH(∗BH) to
the right multiplication by h on G. The evaluation of the transformation
(7.4.177.4.17) at G/H becomes equivalent to the morphism colimBH Chb(A)∞ →
Chb(colimBH A)∞ which is an equivalence by Theorem 7.4.14Theorem 7.4.14.

Corollary 7.4.18. — There is an equivalence

KChb(A)∞,G ≃ KAG .

Proof. — For any additive category B, the inclusion zB : B→ Chb(B)∞ from
(7.4.17.4.1) induces an equivalenceK(B)

≃−→ K(Chb(B)∞) by the Gillet–Waldhausen
theorem. Hence we have the chain of equivalences

KChb(A)∞,G

(1.1.41.1.4)
≃ Kj!Chb(A)∞

(7.4.177.4.17)
≃ KChb(j!A)∞ ≃ Kj!A∞

(1.1.91.1.9)
≃ KAG .

7.5. A-theory as a GOrb-spectrum. — In Example 1.1.14Example 1.1.14, we claimed
that the functor AP : GOrb → Sp from [BKW21BKW21] admits an equivalent de-
scription in terms of the GOrb-spectra considered in this article. This section
supplies a proof of this claim, see Corollary 7.5.6Corollary 7.5.6 below.

Let us first recall the construction of the functor AP (see also [BKW21BKW21,
Sec. 5.1]). Associated to any topological space Q, there is the Waldhausen
category R(Q) of retractive spaces overQ, by which we mean the category of CW-
complexes relative Q which are equipped with a retraction to Q, and all cellular
maps over and under Q. Its subcategory hR(Q) of weak equivalences is given
by those morphisms which are homotopy equivalences under Q. The assignment
Q 7→ R(Q) defines a functor from topological spaces to Waldhausen categories
via cobase change: Given a continuous map f : Q → Q′, the induced functor
R(f) sends a retractive space Q ⇆ X to the retractive space Q′ ⇆ X ∪Q Q′

determined by the pushout along f . If we require the base space to be an actual
subspace of every retractive space, there is a strictly functorial choice of this
construction.

Denote by Rf(Q) the full subcategory of finite retractive spaces over Q and
by Rfd(Q) the full subcategory of finitely dominated retractive spaces. Both of
these define full subfunctors of R.

The localisation Rf(Q)[h−1] := Rf(Q)[hRf(Q)−1] at the subcategory of weak
equivalences defines a functor

Rf(−)[h−1] : Top→ CatRex
∞,∗

to the category of right-exact ∞-categories. In order to see that this functor
takes values in CatRex

∞,∗ we apply [Cis19Cis19, Prop. 7.5.6] to the categories Rf(Q)op.
Here we use that the opposite of a Waldhausen category whose weak equivalences
satisfy the two-out-of-three axiom is naturally an ∞-category with fibrations
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and weak equivalences in the sense of [Cis19Cis19, Def. 7.4.12]. The same is true
for the analogous localisation Rfd(−)[h−1] : Top → CatRex

∞,∗. Applying the
algebraic K-theory functor (7.2.27.2.2) to the opposite ∞-category gives rise to the
A-theory functor

(7.5.1) A : Top
Rf (−)[h−1]−−−−−−−→ CatRex

∞,∗
(−)op−−−→ CatLex∞,∗

K−→ Sp

considered in [BKW21BKW21]. If P is a principal G-bundle for some discrete group G,
define

AP : GOrb→ Sp, S 7→ A(P ×G S) .
Since CatRex

∞,∗ is cocomplete, every right-exact ∞-category C determines a
colimit-preserving functor

−⊗C : Spc→ CatRex
∞,∗ .

Proposition 7.5.2. — There exists an equivalence

Rfd(−)[h−1] ≃ −⊗ Spccp∗ .

Let ℓ : Top→ Spc denote the canonical functor.

Corollary 7.5.3. — There exists an equivalence of functors Top→ Sp

(7.5.4) A(−) ≃ K((ℓ(−)⊗ Spccp∗ )op) .

Proof. — By the cofinality theorem [BKW21BKW21, Thm. 2.30] (see e.g. [BKW21BKW21,
Constr. 4.13] for the “mapping cylinder argument”), we may replace Rf(−)[h−1]
by the functor Rfd(−)[h−1] in the definition (7.5.17.5.1) of A. Consequently, the
corollary is an immediate consequence of Proposition 7.5.2Proposition 7.5.2.

Let P be a principal G-bundle. Recall the functor KCG : GOrb → Sp
associated to any left-exact ∞-category C with G-action (see Definition 7.1.6Definition 7.1.6).
Note that ℓ(P ) defines an object in Fun(BG,Spc). We set

(7.5.5) CP := (ℓ(P )⊗ Spccp∗ )op

in Fun(BG,CatLex∞,∗).

Corollary 7.5.6. — There is an equivalence

AP ≃ KCP,G .

Proof. — Let j : BG→ GOrb be the inclusion functor (see e.g. (1.1.21.1.2)), and
let

oP := ℓ(P ×G −) : GOrb→ Spc .

We claim that

(7.5.7) j!ℓ(P ) ≃ oP ,
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where j! denotes the left Kan extension functor. By the pointwise characterisa-
tion of left Kan extensions, it suffices to check that the canonical map

colim
(G→S)∈BG/S

ℓ(P )→ ℓ(P ×G S)

is an equivalence for every transitive G-set S. Any choice of base point s
in S induces an equivalence B(Gs) ≃ BG/S (compare Remark 5.4.3Remark 5.4.3) and an
equivalence ℓ(P ×G S) ≃ ℓ(P/Gs). The restriction of the diagram BG/S →

BG
ℓ(P )−−−→ Spc along the equivalence B(Gs) ≃ BG/S is equivalent to the

composite B(Gs)→ BG
ℓ(P )−−−→ Spc. Hence it suffices to check that

colim
B(Gs)

ℓ(P )→ ℓ(P/Gs)

is an equivalence, which follows from the fact that P is a principal G-bundle.
Since −⊗ Spccp∗ is colimit-preserving, we have

(7.5.8) j!ℓ(P )⊗ Spccp∗ ≃ j!C
op
P ≃ (j!CP )

op .

The assertion of the corollary now follows from the following chain of equiva-
lences:

AP

(7.5.47.5.4)
≃ K ◦ (oP (−)⊗ Spccp∗ )op

(7.5.77.5.7)
≃ K ◦ (j!ℓ(P )⊗ Spccp∗ )op

(7.5.87.5.8)
≃ K ◦ j!CP,G

(7.1.77.1.7)
≃ KCP,G .

Proof of Proposition 7.5.2Proposition 7.5.2. — Let (Top/Q)∗ denote the category of pointed
topological spaces over Q, equipped with the model structure transferred from
Top via the forgetful functor (Top/Q)∗ → Top. Denote the class of weak
equivalences in (Top/Q)∗ by W . Note that R(Q) is canonically a subcategory
of the full subcategory (Top/Q)

c
∗ of cofibrant objects in (Top/Q)∗. The inclusion

functor induces an equivalence R(Q)[hR(Q)−1]
≃−→ (Top/Q)

c
∗[W

−1] since there
exists a functorial cofibrant replacement in (Top/Q)∗ which takes values in
R(Q).

This equivalence restricts to an equivalence

(7.5.9) Rfd(Q)[h−1]
≃−→ (Top/Q)

c
∗[W

−1]cp

of right-exact∞-categories: Every finitely dominated retractive space is compact
as an object in (Top/Q)

c
∗[W

−1]. Conversely, consider a retractive space B ⇆
X which is compact in (Top/Q)

c
∗[W

−1]. Since every retractive space is the
(homotopy) colimit of its finite subcomplexes, compactness implies that the
identity on X factors (up to homotopy) through a finite subcomplex of X.
Hence B ⇆ X is finitely dominated.

Consider (sSet/ Sing(Q))∗ with the projective model structure. Taking singular
complexes induces an equivalence

(7.5.10) (Top/Q)
c
∗[W

−1] ≃ (sSet/ Sing(Q))∗[W
−1]
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since all objects in (sSet/ Sing(Q))∗ are cofibrant. Note that the equivalences
from (7.5.97.5.9) and (7.5.107.5.10) are natural under cobase change. Hence we obtain an
equivalence

(7.5.11) Rfd(−)[h−1] ≃ (sSet/ Sing(−))∗[W
−1]cp

of functors Top→ CatRex
∞,∗.

Consider now the functor (sSet/ Sing(−))∗[W
−1] as a contravariant functor on

topological spaces (via pullback). As in the case of Top/Q, equip (sSet/ Sing(Q))∗
with the model structure transferred from the Quillen model structure on sSet
via the forgetful functor. Any fibrant replacement functor on (sSet/ Sing(Q))∗
induces a natural equivalence

(7.5.12) (sSet/ Sing(Q))∗[W
−1] ≃ N((sSet/ Sing(Q)))

cf
∗ )

by [LuraLura, Prop. 1.3.4.7], where N denotes the homotopy coherent nerve. Note
that the cofibrant-fibrant objects in (sSet/ Sing(Q))∗ are precisely the Kan
fibrations. Let (sSetcart/ Sing(Q))∗ denote the category (sSet/ Sing(Q))∗ equipped
with the cartesian model structure (see [Lur09Lur09, Rem. 2.1.4.12], where it is
called the contravariant model structure). This category is also contravariantly
functorial via pullback. Since the right fibrations are precisely the cofibrant-
fibrant objects in the cartesian model structure ([Lur09Lur09, Cor. 2.2.3.12]), and
since every right fibration over a Kan complex is a Kan fibration ([Lur09Lur09,
Lem. 2.1.3.3]), we have

(7.5.13) N((sSetcart/ Sing(−))
cf
∗ ) ≃ N((sSet/ Sing(−))

cf
∗ ) ≃ (Spc/ℓ(−))∗ .

By [GHN17GHN17, Cor. A.32], there exists a functor

Catop∞ → Fun(∆1,CAT)

whose value at C is given by the unstraightening equivalence Fun(Cop,Cat∞)
≃−→

Catcart∞/C . Note that the unstraightening equivalence restricts to an equivalence
of full subcategories

Fun(Cop,Spc) ≃−→ Catrfib∞/C ,

where Catrfib∞/C denotes the full subcategory of cartesian fibrations whose fibres
are objects in Spc. Since Catrfib∞/C ≃ Spc/C when C is in Spc, there is an
induced natural equivalence

(7.5.14) Fun((−)op,Spc∗) ≃ Fun((−)op,Spc)∗ ≃ (Spc/−)∗

of functors Spc → PrRω . From (7.5.127.5.12), (7.5.137.5.13) and (7.5.147.5.14) we obtain an
equivalence

(sSet/ Sing(−))∗[W
−1] ≃ Fun(ℓ(−)op,Spc∗)
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of functors Top→ PrRω .(9)(9) We can now pass to left adjoints and restrict to the
full subfunctors on compact objects to obtain an equivalence

(7.5.15) (sSet/ Sing(−))∗[W
−1]cp ≃ ad−1 Fun(ℓ(−)op,Spc∗)cp

of functors Top → CatRex
∞,∗. Note that the cobase change functors provide a

concrete model of the functor (sSet/ Sing(−))∗[W
−1]cp by [Lur09Lur09, Prop. 5.2.4.6].

Consequently, (7.5.117.5.11) and (7.5.157.5.15) yield an equivalence

(7.5.16) Rfd(−)[h−1] ≃ ad−1 Fun(ℓ(−)op,Spc∗)cp

of functors Top→ CatRex
∞,∗.

Finally, we note that Fun((−)op,Spc∗) : Spc
op → PrRω is limit-preserving.

Consequently, ad−1 Fun((−)op,Spc∗) is colimit-preserving as a functor Spc→
PrLω. Therefore,

ad−1 Fun((−)op,Spc∗)cp : Spc→ CatRex
∞,∗

is a colimit-preserving functor that sends the terminal object in Spc to Spccp∗ .
It follows that

(7.5.17) ad−1 Fun((−)op,Spc∗)cp ≃ −⊗ Spccp∗ .

The proposition follows by combining (7.5.167.5.16) and (7.5.177.5.17).
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