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An Investigation into Neural Arithmetic Logic Modules

by Bhumika Mistry

The human ability to learn and reuse skills in a systematic manner is critical to our
daily routines. For example, having the skills for executing the basic arithmetic oper-
ations (+,−,×,÷) allows a person to perform a variety of tasks including budgeting
expenses, scaling measurements to the desired proportions when cooking/baking, and
planning travel schedules. Machine Learning (ML) can reduce the manual workload
for humans, inferring underlying relations within the data without the need for heavy
feature engineering. However, the ability of such models to extrapolate and generalise
to unseen data in an interpretable manner is challenging. With this challenge in mind,
Neural Arithmetic Logic Modules (NALMs) have been developed. Such parameterised
modules, specialised for arithmetic operations, are designed to guarantee generalisa-
tion if weights are correctly learned and be interpretable in what they learn. This the-
sis seeks to thoroughly investigate the proposition that such specialised differentiable
modules with inductive biases toward arithmetic can be learned, uncovering the limi-
tations which remain. In this work, we begin by studying the extent to which NALMs
are able to learn arithmetic. We initially provide a comprehensive review of existing
NALMs and take our analysis a step further with empirical results on a new bench-
mark with evaluation metrics specifically for measuring extrapolation performance.
From this, we identify two arithmetic operations to further investigate, namely multi-
plication and division. For multiplication, we show how stochasticity can be applied
to alleviate issues regarding falling into local minimas which cannot extrapolate. For
division, we show through an extensive set of empirical results the mechanisms which
can aid and hinder robustness. Factors other than the architecture are investigated in-
cluding using images as the input modality, using a different loss criterion and feature
scaling. In the final chapter, we draw inspiration from a human cognitive theory, the
Global Workspace Theory (GWT), to develop an end-to-end architecture to combine
different NALMs for compositional arithmetic.
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1

Chapter 1

Introduction

Human-level systematic reasoning remains to be one of the holy grails of Artificial In-
telligence (AI). Humans are able to take a problem, understand it, decompose it, and
then plan and execute a solution. We can even learn tasks that the brain is not evolved
to do (e.g., budgeting weekly expenditures). Our reasoning enables us to adapt to new
situations in a timely manner despite the limited capacity of our brain. In Machine
Learning (ML), this adaptation is known as out-of-domain generalisation. For AI prac-
titioners the big question remains, what process(es) do we use for reasoning and how
can we encode such a process into our learning models? However, this question is
incredibly vague and broad, therefore, we instead look at answering a smaller, more
well-defined question which will allow us to come a step closer to solving the question
of human reasoning in machines.

In this thesis, we ask:

How can we learn to discover basic mathematics using ML models in a generalis-
able manner?

Specifically, this thesis is about understanding how to develop neural networks to
do extrapolative out-of-distribution (OOD) arithmetic by using interpretable special-
ist modules which we term Neural Arithmetic Logic Modules (NALMs).

The aim of this chapter is to provide the reader with an intuition into the reasoning
behind why this particular topic was chosen as the focal point. We begin at the broadest
level, considering how humans reason and some of the ingredients required to build
such neural networks. Then, we introduce mathematical reasoning in neural networks
along with a case study using Multilayer Perceptrons (MLPs) to promote the need for
focusing on arithmetic and the use of specialists. We identify some of the different
ways to represent numbers in ML models and end by introducing symbolic regression.



2 Chapter 1. Introduction

1.1 High-level Reasoning in Humans

From the cognitive science perspective, one answer to the question ‘what process(es) do
we use for reasoning’ is the existence of habitual and controlled processing (Botvinick
et al., 2001) representing the behaviours which are automatic and those which require
mental effort (e.g., attention). This dual-process model was introduced by Posner and
Snyder (2004), but the idea of having two ways of thinking can be traced back to much
earlier (James, 1890). A similar line of thought comes from the System 1 and System 2
thinking processes, popularised by Kahneman (2011). System 1 encapsulates the type
of thinking which is instantaneous, intuitive and requires little to no effort. System 2
refers to the logical side of the thinking process that is slower and requires effort. It
is pieced together by logical judgement and a mental search for additional informa-
tion acquired through past learning and experience. For example, consider the task of
counting the number of dots on a page. System 1 is used when there are a small num-
ber of dots (1 to ∼3), where we use subitizing to instantly know the number of dots
without having to count; if there are more than three dots, then our System 2 thinking
is used to explicitly count the number of dots (Dehaene, 1992). The two systems are
not independent, rather we combine systems in a complementary manner. For exam-
ple, System 2 gets called when System 1 fails to reach an answer. Peters et al. (2006)
experiment and compare participants with high and low numeracy skills on tasks re-
quiring number processing. Participants who were more numerate were found to use
their System 1 reasoning more frequently and reliably but also call upon their System
2 when tasked with more complex challenges.

There are two ways of processing problems depending on their difficulty. Simpler
problems are solved simply via retrieval of the solution stored in our long-term mem-
ory (Ashcraft, 1992) like in System 1 thinking. Complex problems are solved in a pro-
cedural fashion, solving the problem in multiple steps (Van Beek et al., 2014). With
practice, we can switch operations which once required procedural processing into re-
trieval, e.g., imagine a chess master against a novice; the novice would intensely pon-
der about the first counter move while a chess master can respond instantly.

Current ML systems using Deep Learning (DL) work well in solving System 1 tasks
such as image classification (e.g. Szegedy et al., 2017) and object detection (e.g. Redmon
et al., 2016), however the ability to do the System 2 reasoning which enables system-
atic generalisation (performing well on new situations in a methodological manner)
and fast learning (applying new rules without practice) remains desirable (Goyal and
Bengio, 2022). One may now ask how can reasoning process(es) be encoded into our learn-
ing models? At this point, let us assume the process of reasoning refers to System 2
thinking. But what does ‘encode’ refer to? In this case, encoding is considered as in-
corporating some form of favorability towards a particular solution for a model. This
is more commonly known as an inductive bias (IB).



1.2. Inductive Biases 3

1.2 Inductive Biases

One of the most accepted definitions of an inductive bias is defined by Mitchell (1980)
“to refer to any basis for choosing one generalization over another, other than strict consistency
with the observed training instances”. This definition for bias was defined with respect to
achieving the inductive leap required for generalisation. The term inductive leap stems
from the philosophy of logic, referring to going from sample observations to a general
conclusion. From logical reasoning, induction is also thought of as a primitive with
the ability to induce general rules of inference from known facts (Peirce, 1992). In ML,
an inductive leap is more commonly known as inductive or concept learning (Michal-
ski, 1983; Utgoff, 1986). More recently, Battaglia et al. (2018) defines IB as allowing “a
learning algorithm to prioritize one solution (or interpretation) over another, independent of the
observed data.” Put simply, a bias means there exists a preference and inductive means the
preference (bias) is towards how the learner prioritises a particular solution (from only
observing samples).

A learner with no bias is called an unbiased learner or inductive system. An unbi-
ased generaliser “makes no a priori assumptions about which classes of instances are most
likely, but bases all its choices on the observed data” Mitchell (1980). However, unless all
possible examples are observed, the inductive learning algorithm will not be able to
find a generalisable unique solution from the data alone, making inductive learning
an ill-posed problem. Such unbiased learners can only generate rules from the given
samples alone so at best can memorise the observed samples (training data), meaning
they will be unable to generalise to unseen data. From a perspective of loss landscapes,
no bias results in a learner having preferences to the local minima of the loss surface
leading to an unrobust solution easily affected by randomness from factors such as ini-
tialisation or the order of training data (Sutskever et al., 2013; Abnar et al., 2020; McCoy
et al., 2020; Dodge et al., 2020). Hence, having no bias is bad as it results in a learner
who memorises. But the opposite, having too strong a bias, results in a niche learner
that cannot generalise to different problems. This ties in nicely with the no-free-lunch
theorem (Wolpert and Macready, 1997) which states there is no universal one-fits-all
learner that can outperform all other learners on every task. For generalisation to oc-
cur for a specific task, IBs need to be utilised to restrict the hypothesis space (Craven,
1996). Therefore, biases are included to reduce the hypothesis search space but too high
a bias can lead to sub-optimal solutions.

At the crux of it, two types of IBs exist: the restrict hypothesis space (RHS) biases and the
preference biases (Craven, 1996). The former determines the expressivity of the hypothe-
sis space and the latter determines the preference between solutions in that space (i.e.,
how a learner will traverse the space). Other names used in the literature include rep-
resentational bias (Gordon and Desjardins, 1995) for RHS and procedural/algorithmic
bias (Rendell, 1987) for the preference bias. In both cases, we want to incorporate a bias
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FIGURE 1.1: Example of the two types of IBs: RHS (explicit) biases and preference
(implicit) biases. Image sourced from https://sgfin.github.io/assets/thesis_im

ages/knowledge_paradigms.png from the post https://sgfin.github.io/2020/0
6/22/Induction-Intro/.

which enables some form of partiality toward the learnt solution. But where does this
bias come from? The answer is our prior knowledge. In other words, we use biases
to incorporate prior knowledge. The type of priors and the way we incorporate them
is where the two categories differ (as illustrated in Figure 1.1). RHS biases are a form
of explicit biases which are properties built into the model architecture. Such structural
priors are a form of relational biases which are “constraints on relationships and interactions
among entities in a learning process” (Battaglia et al., 2018). The type of entity represents
an element with attributes and a property which links entities is called a relation.1 For
example:

• Convolutional Neural Networks (CNNs) (LeCun et al., 1998) have an IB for lo-
cality, referring to only applying filters to entities that are close to each other (i.e.,
elements in a patch);

• Recurrent Neural Networks (RNNs) (Elman, 1990; Jordan, 1997) have an IB for
sequentiality, which is a result of the dependencies between the current hidden
state, previous hidden state and current input entities; relations between these
entities can be described as Markovian dependencies; and,

• Fully Connected Neural Networks (FCNN) (Rumelhart et al., 1986) have weak IB
(of independence) because all entities (units) can interact with each other.

In contrast, preference biases are a form of implicit biases which are built into the task
(rather than the model) and require learning. For example, the Transfer Learning

1For many of the well known DL architecture families, the structural properties can be viewed as
encoding certain invariances/equivariances to certain transformations but this is outside the scope of this
thesis.

https://sgfin.github.io/assets/thesis_images/knowledge_paradigms.png
https://sgfin.github.io/assets/thesis_images/knowledge_paradigms.png
https://sgfin.github.io/2020/06/22/Induction-Intro/
https://sgfin.github.io/2020/06/22/Induction-Intro/
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paradigm shares knowledge gained from a previous task, while the Contrastive Learn-
ing paradigm learns representations by forcing similar samples together while pushing
dissimilar data apart.

A bias does not need to be static and determined at the start of learning; it can be
dynamic and change during learning. This is known as a bias shift (Gordon and Des-
jardins, 1995), where the selection of the bias occurs after training begins and can be
viewed as searching through the bias space. Two examples of dynamic biases are the
alignment of attention mechanisms (Vaswani et al., 2017) and dynamic routing of cap-
sules in Capsule networks (Sabour et al., 2017). In both cases, the preference for solu-
tions is learned and dependent on querying the context (Finlayson, 2020, pp. 7-20).

The type of networks we will consider (NALMs) have explicit biases and can have
implicit biases. The architectures are designed to be able to model exact operations such
as arithmetic expressions, which constrains the hypothesis space of available solutions.
NALMs assume that particular (transformed) weight values correlate to applying exact
operations on selected inputs. To induce such weights during learning, some works use
a specialised regularisation (discussed in Chapter 2), which can be thought of as a type
of implicit bias.

1.3 Inductive Biases for System 2

IBs ultimately allow for control over the possible solution search space and the traversal
of the learner in the space. If we consider the logical tasks requiring System 2 process-
ing, what types of IBs would be relevant?

One answer takes inspiration from human cognition. Specifically, the Global Workspace
Theory (GWT) proposed by Baars (1993, 1997) is a widely accepted neuroscientific the-
ory of consciousness (Michel et al., 2018), used in Chapter 7 to inspire our architecture
for compositionality. The basic global workspace model from Baars (1993) is illustrated
in Figure 1.2. The GWT proposes that high-level conscious processing is accomplished
by allowing selected parts of the brain (via top-down attentional amplification) to up-
date a shared communication representation (called a blackboard or workspace) which
gets broadcasted to the entire brain. The parts which get selected are task-dependent
and can be thought of as specialists. As only a selected few can write to the workspace,
it can be considered a communication bottleneck. The use of top-down attention is
similar to the biased competition theory of selective attention where areas of the brain
representing visual information undergo competition to allocate resources (Desimone
et al., 1995). Such competition is required due to our brains having limited processing
capacity and therefore requiring a form of selectivity to filter out irrelevant informa-
tion.
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FIGURE 1.2: Example of the GW model reproduced from Baars (1993, Figure 2.3).
Each circle represents a specialised (unconscious) processor. For these specialists to
interact and coordinate requires exchanging information at a central point (the ‘global
workspace’) only accessible through competition. This example shows four specialists
accessing the workspace, where the resulting message from these specialists is broad-

casted to the whole system.

The GWT was extended by Dehaene (2014) to the Global Neuronal Workspace (GNW)
model, which considers the GW working with neurons. In this case, the workspace
neurons connect to the (unconscious) modules by long-distance pathways (connect-
ing prefrontal and parietal cortices) to obtain global availability (Prakash et al., 2008).
When the broadcast excitation exceeds a threshold, it creates a large-scale activity pat-
tern in the brain which is termed global ignition.

From considering the GWT, the following components need to be captured:

1. Specialists which can contribute different pieces of information to the workspace.

2. Competition between specialists for the sparse selection of relevant information.

3. Some form of global shared representation to encourage coherent knowledge.

In particular, extending the first point, we would ideally want these specialists to be
independent of each other in two ways. The first is independence in the function
they perform and the second is independence from each other such that no individ-
ual can inform or influence another (i.e., independent causal mechanisms (Schölkopf
et al., 2012; Schölkopf et al., 2021)). Throughout this work, we will assume indepen-
dence amongst the specialists. However, it is worth mentioning the possible role of
redundancy. Although independence allows for separation and concise formulation,
it also results in fewer ways to obtain the solution compared to an overparameterised
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architecture. In contrast, introducing redundancy between specialists may improve
searching the solution space. For example, imagine having a network with multiple
specialists of the same type. If each specialist represented an arithmetic operation, a
network with redundancy could be one which contains multiple specialists which all
can do addition. As each specialist has the same expressive power, the task of addition
could be split over all the specialists rather than just requiring a single specialist. Once
the network has finished training it is possible to simplify the network by removing
redundant units/specialists.

The specific inductive biases for System 2 include specialised mechanisms (modules),
independence of mechanisms, sparsity in using the mechanisms and reuse and com-
position of existing knowledge for novel situations. Encoding such biases into neural
networks has displayed gains in OOD performance and therefore in extrapolation abil-
ity and generalisation (Goyal et al., 2021c,b,a; Liu et al., 2021; Goyal et al., 2022).2

Although modularity can provide better systematic generalisation than monolithic ar-
chitectures (Bahdanau et al., 2019), modular networks can still exhibit problems regard-
ing module under-utilisation and lack of specialisation (Mittal et al., 2022a). Further-
more, upon inspecting pretrained generic neural architectures (such as RNNs, Trans-
formers, FCNNs and CNNs) in their ability to specialise to and reuse modules, Csordás
et al. (2021) find that module’s specialisation to learn different operations is possible to
an extent, but reuse of the specialist in a composable manner is not. Therefore, a bias
towards modularity does not imply the ability to specialise or compose as a human
might.

In contrast to networks which have biases towards modularity with no constraints on
the type of specialisation of the module, NALMs are designed to be naturally modular
networks where modules can specialise to one or more operations. This specialist na-
ture allows one to know the exact representational power of the network.

1.4 A Stepping Stone towards Human Reasoning: Learning
Mathematics

To teach machines to reason on any task could be considered too large of a step. On
top of this, reasoning and solving problems in a human-interpretable manner is an ad-
ditional challenge. Therefore, in this thesis, we opt to focus on a single type of reason-
ing, namely, mathematical reasoning. Such reasoning is unique to human intelligence
and is essential for scientific discoveries and progress. Mathematical reasoning relies
on having well-defined rules and patterns and can be composed of a sequence of un-
ambiguous concise steps. In contrast, domains such as natural language reasoning are

2A deeper review of such networks can be found in Appendix A.
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more unstructured requiring a complex understanding of context due to subtleties such
as word meaning, syntax and semantics. For a human to learn mathematics requires
years of education and is incremental and compositional in learning the skills. Skills
are taught in a curriculum learning fashion, where problems are ordered by difficulty,
beginning with simple problems and gradually increase in difficulty. Hence, learning
reliable mathematical mechanisms can provide a stepping stone toward general AI,
closing the reasoning gap between humans and machines. Furthermore, the mathe-
matical domain allows one to easily create high-quality synthetic tasks with controlled
difficulty, making it easier to discover where challenges lie for models. For example,
being able to associate learning difficulties with particular arithmetic operations, train-
ing ranges or compositions.

Throughout this thesis, we focus on specialist neural network modules (NALMs) that
are designed to work directly on the numerical inputs rather than encodings/embed-
dings. To motivate why we focus on specialist neural networks over the other extreme
(monolithic networks) we show how universal approximators networks (i.e., MLPs)
fail to learn basic arithmetic. We also discuss the shortcomings of Transformer based
Language Models (LMs), a common architecture for mathematical reasoning tasks, in
learning generalisable mathematics. After which, we discuss the different types of in-
put representations to motivate why the specialists neural networks in this thesis will
not be relying on learnable embeddings or alternate forms of static encodings.

1.4.1 Motivating Specialist Modules over Generic MLPs

To begin, let us consider why we may want to use specialist modules over a more
generic neural network such as an MLP. To demonstrate this, consider the MLP in the
context of universal approximators. MLPs have high representational power enabling
them (in theory) to be universal approximators. More specifically, the universal ap-
proximation theorem states that feedforward networks with at least one hidden layer
using nonpolynomial activation functions, sufficient width, and a linear output layer
can approximate any Borel measurable function on a compact set up to an arbitrary de-
gree of precision (i.e., any nonzero amount of error) (Hornik et al., 1989; Leshno et al.,
1993). In other words, assuming a wide enough MLP, a network will have enough rep-
resentational power to approximate any continuous function up to a nonzero precision.

However, there lie three disadvantages. Firstly, at best, you only learn an approxima-
tor of the true function (Nielsen, 2015), meaning that performance on data outside the
training range may be poor; an approximation implies there exists no bias towards
learnt parameters being interpretable. Secondly, though bounds on the architecture
size can exist (Park et al., 2021) for different function classes, an optimal architecture
for a problem remains unknown. Thirdly, the ability to represent a function does not
imply the ability to learn the function in an empirical setting. ReLU MLPs are found
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to converge to linear functions along any direction from the origin outside the training
data range, meaning that such networks cannot extrapolate to most non-linear func-
tions (Xu et al., 2021). In other words, MLPs linearize to the OOD data. This holds for
different network depths, widths, learning rates and batch sizes (Xu et al., 2021, Ap-
pendix C.1 and C.2). In contrast, as specialist modules have the capacity to model an
exact function (rather than an approximation) they can extrapolate well.

To demonstrate the limitations of using MLPs for learning operations such as those in
arithmetic, we setup a simple arithmetic task to learn a single arithmetic operation.

Setup: Given two inputs x1 and x2, output the value for x1 ◦ x2, where ◦ ∈ {+,−,×,÷}.
Networks are trained on a range U [1,2), tested on an extrapolation range U [2,6) and
run over 25 seeds. A single hidden layer MLP network with a width of either 1 or 100
is learnt to check both extremes. Width 1 networks are trained for 50,000 epochs and
width 100 are trained for 2,000,000 epochs. A ReLU activation is used and we keep bias
terms to avoid constraining expressiveness. For a network to be considered interpola-
tive/extrapolative, the errors must be below a minimum loss threshold, determined
by the range of the data; for more details, see the Single Module Arithmetic Task in
Section 3.3.
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FIGURE 1.3: Surface plots for the four arithmetic operations, comparing the golden so-
lution (left column) to learnt MLPs of either width 1 or 100. The letters in the brackets
are True (T)/False (F), representing if the minimum loss threshold for the interpola-
tion and extrapolation range have been met respectively. The blue and red squares

represent the interpolation (training) and extrapolation (test) ranges respectively.
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1.4.1.1 Results

Surface plots of the trained MLPs are given in Figure 1.3. The plots are compared to the
gold solution which represents the true function that should be modelled. The division
plots have a white line at x2 = 0 as division by 0 was omitted in the data collection
stage. The plots are drawn over an input domain of [-6,6], which is an extension of the
extrapolation range, in order to see if the true underlying function has been learnt.

For each MLP width, there are four possible outcomes representing whether the inter-
polation and extrapolation ranges are modelled adequately. For a width 1 network,
except for addition, there are no other cases of achieving success on the extrapolation
range and for width 100 no operation is able to achieve success on the extrapolation
range. However, for the one case where the extrapolation range is considered learnt
(i.e., MLP (1)(TT) for ADD) the remaining portion of the surface plot which does not
include the interpolation and extrapolation ranges has not been learnt correctly. For
this case in particular, the MLP learns to model Figure 1.4, which represents

ŷ = relu(x1w + x2w− b) · 1
w

+
b
w

,

where w can be any positive value and b can be any value. The resulting expression
learns to do addition, but only holds for positive inputs.

FIGURE 1.4: Example of a single hidden layer MLP with width one that can add two
positive numbers.

Unlike multiplication and division, which can at best be approximated by an MLP,
addition/subtraction can be learned with an MLP of width four. Rather, there exists
an MLP with the capacity to either add or subtract any two floating-point numbers.
Figure 1.5 presents such an MLP which consists of a two-layer neural network with
one hidden layer of width four using ReLU activations. The resulting expression for
addition is x1 + x2 = relu(x1) − relu(−x1) + relu(x2) − relu(−x2) and subtraction is
x1 − x2 = relu(x1) − relu(−x1) − relu(x2) + relu(−x2). These two expressions will
hold for inputs sampled from any number (both positive and negative) on the real
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(A) Add (x1 + x2) (B) Sub (x1 − x2)

FIGURE 1.5: MLPs with 1 hidden layer and 4 hidden units which learn extrapolative
addition (left) and subtraction (right). For clarity, only non-0 connections are shown.
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b(1)1,0 b(1)2,0 b(1)3,0 b(1)4,0

w(1)
1,1 w(1)

2,1 w(1)
3,1 w(1)

4,1

w(1)
1,2 w(1)

2,2 w(1)
3,2 w(1)

4,2

⎤⎥⎥⎦ =

⎡⎢⎣0 0 0 0
1 −1 0 0
0 0 1 −1

⎤⎥⎦
[︂
b(2)1,0 w(2)

1,1 w(2)
1,2 w(2)

1,3 w(2)
1,4

]︂
=
[︂
0 1 −1 1 −1

]︂
and ⎡⎢⎢⎣

b(1)1,0 b(1)2,0 b(1)3,0 b(1)4,0

w(1)
1,1 w(1)

2,1 w(1)
3,1 w(1)

4,1

w(1)
1,2 w(1)

2,2 w(1)
3,2 w(1)

4,2

⎤⎥⎥⎦ =

⎡⎢⎣0 0 0 0
1 −1 0 0
0 0 1 −1

⎤⎥⎦
[︂
b(2)1,0 w(2)

1,1 w(2)
1,2 w(2)

1,3 w(2)
1,4

]︂
=
[︂
0 1 −1 −1 1

]︂
.

Consider interpreting what the paths through each of the hidden units from Figure 1.5
will represent. The first and third hidden units will preserve the magnitude of x1 and x2

for positive values. The second and fourth hidden units will preserve the magnitude
of x1 and x2 for negative values. The hidden-to-output layer weights will combine
the magnitudes, reapplying the signs of negative inputs and applying signs for the
subtraction operation to subtract x2.

However, achieving these extrapolative MLPs is challenging as shown by surface plots
shown in Figure 1.6. It is worth noting that due to symmetry, other valid solutions can
be found through permutation of the above parameter matrices.

Again, notice the similar issue to the MLPs of width 1 and 100 where an MLP can
learn within the interpolation range (which it was trained on) and extrapolation range
(which it never saw) but fails to learn the true function. Observing the learnt weights,
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FIGURE 1.6: Surface plots for addition or subtraction, comparing the golden solution
(left column) to learnt MLPs of width 4. The letters in the brackets are True (T)/False
(F), representing if the minimum loss threshold for the interpolation and extrapolation
range has been met respectively. The blue and red squares represent the interpolation

(training) and extrapolation (test) ranges respectively.

we find the MLPs learn to use all hidden units and paths producing a complex expres-
sion which lacks interpretability.

To summarise, we have shown how generic neural networks, specifically MLPs, strug-
gle to learn simple arithmetic operations in light of their expressive nature. Due to this,
we will focus our efforts on investigating extrapolative specialist modules which are
able to reproduce the gold solutions from the surface plots.

1.4.2 Shortcomings in Mathematical Reasoning when using Transformers

One popular direction to explore solving mathematical tasks is via a Transformer based
LM which represents problems as sequence-to-sequence translations. In other words,
teaching models which can translate a sequence of tokens (problem) into another se-
quence of tokens (solution). Studies have suggested that such models can obtain high
accuracy on tasks requiring complex arithmetic such as predicting the local stability of
differential systems (Charton et al., 2021) or modular linear arithmetic used in lattice
cryptography (Wenger et al., 2022; Li et al., 2023). Transformer LMs have been known
to sufficiently improve performance by increasing scale (model parameters) (Brown
et al., 2020; Thoppilan et al., 2022). However, the emergence of systematic reasoning
cannot be obtained simply through training larger models. For example, Rae et al.
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(2021) trains the LM named Gophen at different scales varying from millions to billions
of parameters, with the largest model used containing 280 billion parameters.3 They
find that logical and mathematical reasoning sees less benefit from scaling. Hendrycks
et al. (2021) explain in their study - “Accuracy also increases only modestly with model
size: assuming a log-linear scaling trend, models would need around 1035 parameters
to achieve 40% accuracy on MATH4, which is impractical”.

FIGURE 1.7: Copy of Anil et al. (2022, Table 1) showing performance in length general-
isation on the parity and variable assignment tasks, comparing fine-tuning, prompting

and scratchpads.

Rather than scaling by training/finetuning larger models, alternate methods to encour-
age the emergence of reasoning are required (see Figure 1.7). These techniques include
scratchpad training, chain of thought (CoT) reasoning, in-context learning and majority
voting (Lewkowycz et al., 2022). Scratchpads require finetuning models to output the
intermediate calculations, rather than the direct output (Nye et al., 2021). For example,
having state tracking as the intermediary outputs for code execution questions. Us-
ing scratchpads allows a model to explicitly reference intermediary calculations rather
than relying on internal representations of the calculations, encouraging better multi-
step reasoning. CoT reasoning requires prompting the model to output an explanation
on how to calculate the answer before giving the final output (Wei et al., 2022; Chowd-
hery et al., 2022). Unlike scratchpads which output execution steps, CoT reasoning
will give a natural language explanation using sentences. It also better matches how
humans use logical steps when solving tasks rather than having a single final output.
In-context learning requires providing the model with a few (∼ 2− 3) examples of in-
domain questions containing the expected outputs (sometimes with CoT reasoning)
before prompting the desired question to answer (Radford et al., 2019; Brown et al.,
2020). This technique enables skill acquisition without sacrificing model generalisabil-
ity. Finally, the majority voting strategy (also known as self-consistency) is a decoding
strategy in which multiple sequences of rationales and answers are given on which a
voting scheme is used to select a final answer (Wang et al., 2023).

3Which is ×1.6 the size of GPT3 (Brown et al., 2020)
4The Mathematics Aptitude Test of Heuristics (MATH) dataset consists of 12,500 math problems used

in competitions requiring strategy to be solved. Each problem comes with a step-by-step solution.
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FIGURE 1.8: Copy of Zhou et al. (2022, Figure 8) showing different examples of in-
context prompting styles.

Zhou et al. (2022) uses scratchpad/CoT reasoning for detailed in-context prompts of
each step of the calculation. This includes steps which may be taken for granted such
as identifying the number of digits in a number before using it. An example of the
different prompting styles is given in Figure 1.8. Such algorithmic prompting improves
OOD generalisation towards reasoning problems. In particular, this work identifies
four learning stages for the LM to exhibit, inspired by how children are taught skills.
The stages include teaching an algorithm (e.g., two input addition) as a skill, accumu-
lating different skills (e.g., learning to do either addition or subtraction), composing
skills (e.g., doing multi-number addition to complete a multiplication) and using skills
as tools (e.g., using addition in a wider context problem which can require wider rea-
soning). Constraining the algorithmic prompts to be these comprehensive yet struc-
tured contexts allows the model to use the context as a human would expect. As a
result, if the context was modified to include systematic errors the accuracy would
also drop substantially. Due to the limitation of the allowed input context length in
Transformers, for the skill composition tasks such as two number addition, gaining
reasonable accuracy for OOD scenarios requires splitting the context and passing them
to multiple models. However, using such a technique for the ‘skills as tools’ stage re-
sults in degrading the performance of informal logical reasoning.

Minerva (a large LM which is fine-tuned on high-quality mathematic datasets) which
can also use in-context learning, CoT reasoning and majority voting was found to still
make the most mistakes based on incorrect reasoning for the CoT (Lewkowycz et al.,
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FIGURE 1.9: Copy of Lewkowycz et al. (2022, Appendix I; Figure 7). Accuracy on the
single arithmetic operation of two numbers using Minerva. 500 arithmetic questions

are sampled at random for each operation and choice of digits.

2022). Interestingly, Minerva exhibits only a few hallucinations meaning mathematical
concepts do not get fabricated regularly. Failures were intuitive and predictable, sug-
gesting some mathematical properties may be learnt. Another example of predictable
failure includes observing the failure modes for a small Transformer (up to 6 layers)
trained in matrix diagonalisation. Such models would consistently learn the eigen-
values and unit norms of rows and columns but fail on having orthogonal rows and
columns (Charton, 2022a). This would remain the case even if the training would be
prematurely ended or if larger training matrices were given.

Much progress is still required to be made for reasoning on tasks as simple as two
input OOD arithmetic as shown by Figure 1.9. For example, comparing the perfor-
mance of Minerva on multiplying two numbers with 4 vs 6 digit outputs shows a drop
of accuracy from ∼90% to ∼15%. Transformer LMs are data-hungry, but many real-
world datasets have tailed distributions where the longer the solution the lower the
frequency (Anil et al., 2022). It is those long solutions which tend to correspond to the
types of questions that LMs struggle with. Therefore, the LMs must learn to generalise
from short-length solutions to longer ones. Furthermore, issues regarding robustness,
compositionality and general OOD ability have been observed even though test accu-
racies are high (Welleck et al., 2022).

From comparing learning on in-domain data to OOD data, Transformers have shown
a preference for parallel strategies which favour using shortcuts and spurious correla-
tions rather than (sequential) serial ones (Anil et al., 2022). This can be observed for
the binary parity task which determines if the number of set bits (1s) is odd or even.
The learnt parallel strategy resulted in counting the frequency of ones and using a
threshold to determine the output. Such a strategy is unable to generalise to longer
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sequences. Another example of shortcuts can be found when learning the greatest
common divisor (GCD) of two integers (e.g., for integers 18 and 24 the GCD would
be 6) (Charton, 2022b). GCD can perform well using a base 30 encoding rather than
the traditional base two or ten.5 Larger bases have the advantage of shorter input and
output sequences. However, the accuracy of the model becomes dependent on the
base the model is trained on; a factor which should not affect the ability to do GCD.
This suggests the model learns to cheat rather than learn the underlying mechanisms
to solve the task, otherwise all bases would expect to have similar performance. The
model learns shortcuts for easy cases, exploiting the representation of the given base
representation, but as a result, fails to generalise. For example, in base two, by counting
the number of rightmost 0’s in a token it is possible to determine the GCD of values 2n.

To summarise, techniques such as in-context prompting, scratchpads, CoT reasoning
and majority voting improve reasoning and generalisation of Transformers over scal-
ing. However, the reasoning is not perfect and can still fail on even the basic arithmetic
operations such as multiplication. There exists reliance on how inputs are encoded
and habits towards shortcutting. Furthermore, there due to the lack of transparency
of the parameters of the architecture, there is no guarantee of the network’s ability to
execute systematic solutions for mathematical tasks. In contrast, if instead specialists
networks designed for systematic generalisation are used, it would be possible to have
confidence in what the network learns without relying on large numbers of parameters
that require tricks to infer from.

1.4.3 Representing Numbers in Machine Learning Models

Artificial neural networks with human cognitive limitations have been developed, such
as simulating the distance effect where the time to discriminate two numbers increases
as the distance between the two numbers decreases (Anderson et al., 1994).6 But should
we build networks bounded by such biases for learning arithmetic? If a machine can
add, surely it should be able to add no matter the quantity with the same confidence
each time. Such reliability is essential for applications such as equation discovery in
physical and financial modelling. In other words, we want the representation and pro-
cessing of the numbers to guarantee extrapolation; working on OOD data. Existing
works in ML and DL have explored different types of encodings of numbers for arith-
metic tasks (see Figure 1.10) including static encodings and learnable vector embeddings.

5An example of a base 10 symbolic representation of the number 24 would be tokens ‘+’, ‘2’, ‘4’.
6See Appendix B for further coverage of number representations in humans, animals and computers.
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FIGURE 1.10: Breakdown of the types of static and learnable number encoding for-
mats used in ML/DL. This example considers an input of adding 12 and 3. The input
sequence structure represents how the input is given. The numeric encoding format is the
strategy used to represent the numbers in the input. The model type is the type of ar-
chitecture that can use such an encoding format. The blue path leads to how NALMs

represent numbers which is the type of representation used in this thesis.

1.4.3.1 Static Encoding

Static encodings are one-to-one mappings that take the numeric inputs and convert
them into the relevant encoded format to be used as input to the network. This can
include converting the numeric input to either a binary, one-hot, or floating-point for-
mat.

Binary Encoding. Binary inputs were a popular encoding choice with earlier net-
works that designed multilayered neural networks to perform operations such as n-bit
addition of N numbers, n-bit multiplication, or division of two numbers (Hajnal et al.,
1987; Siu and Bruck, 1990; Siu et al., 1993; Cannas, 1995; Franco and Cannas, 1998).
Durbin and Rumelhart (1989) attempted to create more expressible units by creating a
Product Unit (PU). The PU is similar to a standard neuron with no activation but with
two differences: (1) the cumulative summation is replaced with a cumulative product
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and (2) the weights are no longer multiplied but are exponents to the input. The re-
sulting PU unit therefore can express polynomials while requiring fewer neurons than
a typical network to learn. However, Martı́nez-Estudillo et al. (2008) find the PUs are
prone to falling into local minima when using gradient descent and therefore rely on
non-differentiable evolutionary optimisation strategies such as crossover and mutation
to converge.

Other, more recent architectures which process binary inputs are Neural GPUs (Kaiser
and Sutskever, 2016). The Neural GPU is constructed from convolutional gated re-
current units and requires various training techniques such as curriculum learning,
relaxed parameter sharing and dropout to learn. Neural GPUs can extrapolate to long
sequence lengths (2000) from being trained on length 20 inputs for operations such as
binary multiplication, however, the models are not robust as only a few Neural GPU
models generalise to such a long sequences. Freivalds and Liepins (2017) offer an im-
provement by simplifying the architecture and training procedure by introducing diag-
onal gating and hard nonlinearities but require implementing additional cost functions
to enforce their constraints.

One-hot Encoding. Integer inputs could also be represented using one-hot encodings
of each digit. For example, Nollet et al. (2020) uses such an encoding on MLPs to learn
long multiplication and addition for up to 7 digits. The network learns to break the
task into processing steps representing sub-operations allowing for the (intermediary)
input to act as an external memory. Similar to the Neural GPU’s need for curriculum
learning (Kaiser and Sutskever, 2016), active learning was required to control the dif-
ficulty of the dataset to learn long multi-digit multiplication. Certain neurons in the
MLP were found to encode digit operations for some operands, however, extrapola-
tion performance to longer digits remained untested.

Floating-Point Encoding. Alternatively, we can use numerical inputs directly but
using a floating-point representation. Some approaches that can process raw numeri-
cal inputs include using MLPs, Genetic Programming (GP), and specialised arithmetic
units (NALMs).

In Section 1.4.1, we have shown how MLPs can process inputs using floating-point
representations when training to perform arithmetic operations. Our findings show
that the MLPs could not learn operations such as multiplication or division; when the
network has the capacity to model operations exactly (i.e., addition/subtraction) the
ideal solutions were unable to be learned.

GP is a class of Genetic Algorithms that search over the space of computer programs
using operations for natural selection (Koza, 1994). GP initialises a set of random can-
didate mathematical expressions (called a population) which gets iteratively evolved.
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The evolution process involves selecting the best candidates (parents) via a fitness func-
tion (e.g., lowest error), creating offspring of the parents using crossover and muta-
tion, and replacing the population with the new offspring. At the end of the iterations
or when a stopping criterion is met, the fittest candidate is selected as the final so-
lution. Though GP is able to explore vast search spaces, it is slow to converge and
non-differentiable so gradient-based optimisation is difficult to use (Landajuela et al.,
2022; Kamienny et al., 2022).

Specialised arithmetic units, commonly known as NALMs (Mistry et al., 2022a), have
specially designed architectures that can select and process a vector of inputs repre-
sented as floating-point values to learn arithmetic expressions. Therefore, no form of
input preprocessing or learning of embeddings is required. They are specially designed
for extrapolative arithmetic meaning that they can generalise to OOD data.

1.4.3.2 Learnable Embeddings

Rather than static encodings of the input, learning vector embeddings, which take ad-
vantage of high-dimensional representations would be considered the most common
approach for DL architectures such as Transformers. Nogueira et al. (2021) showed
that the symbolic encoding of the representation of the numbers (numeric encoding
format) in the input question matters for performance and data sample efficiency. For
example, an addition/subtraction task given as a text based question for up to 60 digit
numbers (completed using a pretrained T5 Transformer (Raffel et al., 2020)) found a
base ten scientific encoding (e.g., 32 is represented as “3 10e1 2 10e0”) to outperform
all other encodings including decimal, characters and words. Although better sym-
bolic representations can positively impact performance, they were unable to find a
representation which is generalisable to any input length. Russin et al. (2021) found
pretrained Transformers on character-level mathematical expressions can, to some ex-
tent, break down maths expressions to their sub-expressions if given enough training
data. However, rather than full compositionality, there is a mix between composition
and memorisation (table lookup). The vector representations of the operators would
store the aggregate results, while the digit representations were spatially organised ac-
cording to their natural order in the mental number line (Dehaene, 1999), e.g., vectors
representing one are closer to two than nine.

If mathematical questions are given in text form as input sequences (parsed as tokens)
without any preprocessing (e.g., tree-parsing) then models struggle in tasks requiring
multiple intermediate steps (Saxton et al., 2019). Processing inputs as expression trees
which get converted into prefix sequences to aid in encoding structure can solve com-
plex integral problems but has trouble with extrapolation over different input/output
sequence length (Davis, 2019; Lample and Charton, 2020). For example, if trained on
data which generates short derivative inputs then the model would perform poorly
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on test data where the input data consists of long derivative inputs. This inability to
generalise to different data generators also occurs in other mathematical tasks such as
matrix diagonalisation where the train and test distributions of the eigenvalues would
differ (Charton, 2022a).7

Rather than encoding token-based inputs, Yan et al. (2020) shows that using a binary
encoding format for the inputs results in learning embeddings which if visualised show
a systematic number system. Such emergent internal number systems contained in the
learnt embedding space have been observed by many (Kondapaneni and Perona, 2020;
Cognolato and Testolin, 2022; D’Ascoli et al., 2022). Probing popular pretrained em-
bedding representations for numeracy finds fine-grained information about number
magnitude and order, however weak OOD extrapolative performance when tested on
numerical inputs whose magnitudes lie outside of the training range (Wallace et al.,
2019). Naik et al. (2019) also find embeddings currently cannot capture precise magni-
tude (a<b) and numeration (3=‘three’).

Overall, many recent efforts for training neural networks to learn extrapolative arith-
metic focus on learning and manipulating high-dimensional representations which can
be difficult to interpret and struggle with extrapolation. We on the other hand will
use this thesis as an opportunity to explore the extent to which we can learn extrap-
olative arithmetic using modular architectures (i.e., NALMs) which work directly on
real-valued inputs encoded using a floating point format.

1.5 Discovering Mathematical Expressions for Symbolic Regres-
sion

Throughout this thesis, we will investigate models which can model mathematical ex-
pressions. The focus will be on learning simple arithmetic, but if extended, the mod-
els explored can also be used to model rich expressions which occur in symbolic re-
gression. Symbolic regression is the task of discovering the underlying relationship
between the input variables (X) and the target output variable (Y). The relation is com-
posed of a combination of mathematical operations and coefficients. Ideally, models
will discover expressions that have a balance between accuracy and simplicity. That is,
the expression is correct while also being composed with a minimal number of terms.
The ability to discover such expressions from data makes symbolic regression models
especially applicable to physics (Udrescu and Tegmark, 2020). For example, recently
in astrophysics, Wadekar et al. (2023) use symbolic regression to discover a new equa-
tion (by adding a new term to the existing equation) that is able to reduce the scatter

7Some distributions such as Gaussian and Laplace (with heavy tails characteristics) are able to gener-
alise to OOD distributions, however all other tested distributions could not.
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in mass estimates of a galaxy cluster. These findings mean more accurate mass esti-
mations can be given of existing/upcoming X-ray surveys such as eROSITA, therefore
improving scientific contributions. Furthermore, the speed of equation discovery is an-
other benefit of SR. For example, Brunton et al. (2016)’s ML symbolic regression model
can discover the underlying equations for fluid dynamics which had taken experts 30
years to discover.

Examples of existing approaches for symbolic regression include GP (Genetic Program-
ming), sparse regression models and DNNs. GP uses Evolutionary Algorithms (EA) to
learn mathematical expressions (Koza, 1994; Schmidt and Lipson, 2009). EAs maintain
a population of expressions where individuals of the population get selected based on
a fitness function and modified via techniques such as crossover and mutation. Hy-
brid methods which combine GP with local search can also be used to further improve
generalisation (Kommenda et al., 2020). The Sparse Identification of Nonlinear Dy-
namics (SINDy) model is a data-driven sparse regression approach for symbolic re-
gression (Brunton et al., 2016). Given a library of pre-defined functions (e.g., selection,
negation, squaring, etc.), SINDy will discover a subset of relevant functions along with
a scaling coefficient for each selected function. Sparsity is promoted by using either the
LASSO regression or a least squares-based criteria. Finally, DNNs using Transformers
are another data-driven approach. Transformers treat the problem as a sequence-to-
sequence translation (Biggio et al., 2021; Kamienny et al., 2022).

1.6 Research Questions and Contributions

This section gives the research questions investigated throughout this work and the
novel contributions made. As NALMs are a fairly new research field, our work focuses
on strengthening the foundational understanding regarding NALMs including how to
benchmark, how to understand causes of failure, and how to compose.

1.6.1 Research Questions

RQ 1: To what extent are NALMs robust to learning basic arithmetic operations?

The first Research Question (RQ) focuses on assessing existing NALMs’ ability to learn
the basic arithmetic operations which they are built to do. To answer this question, we
need to consider how to measure the performance of NALMs, motivating RQ 1.1, and
in what ways to consider robustness, motivating RQ 1.2.

RQ 1.1: What evaluation strategies can be used to best analyse the different charac-
teristics of a NALM?
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RQ 1.2: Which NALMs are robust to learning on different training distributions?

RQ 2: How can the failures in learning extrapolative models using NALMs be char-
acterised?

The second RQ focuses on investigating the causes of the observed failure cases of
NALMs. Two directions are considered. The first (RQ 2.1) is exploring failures caused
due to architecture design. The second (RQ 2.2) is exploring failures caused due to the
nature of the data and task.

RQ 2.1: What are significant architecture choices which influence the ability to learn?

RQ 2.2: Can modifying the ML pipeline provide performance gains in robust extrap-
olation?

RQ 3: Which strategies are most promising for combining different NALMs?

The final RQ focuses on NALM compositionality for learning multi-step arithmetic.
Similar to how a single operation can best be performed by a certain type of NALM,
we investigate how the architectures used to combine NALMs influence learning in
RQ 3.1. In RQ 3.2, we investigate designing a compositional architecture for NALMs.

RQ 3.1: To what extent does the way in which NALMs are combined affect their
ability to compose?

RQ 3.2: How can we build an architecture to compose NALMs for learning different
combinations?

1.6.2 Contributions

The novelty of this thesis lies in its findings on the feasibility of using NALMs as ML
models to reliably learn basic arithmetic in an extrapolative manner. An overview of
the thesis is given in Figure 1.11 and the contributions are summarised below.

Evaluating and benchmarking NALMs. In the context of RQ 1.1, we analyse exist-
ing evaluation methodologies for NALMs concluding that there is a lack of consistency
in the research field. In an attempt to alleviate this issue, we propose a new synthetic
arithmetic benchmark to measure the capabilities of NALMs in learning single-step op-
erations. We extend an existing set of evaluation metrics based on the work of (Mad-
sen and Johansen, 2019) for our benchmark (Chapter 3), which focuses on measuring
performance in relation to extrapolation success, convergence speed, and weight inter-
pretability for the desired operation. Our benchmark measures against various ranges
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FIGURE 1.11: Overview of the different components of this thesis. Chapter 2 is a
review of existing research on NALMs including areas of weakness. The remaining
chapters consider the components of the ML pipeline. Chapter 3 focuses on ways to
benchmark NALMs and have evaluation metrics suited for extrapolative arithmetic.
Chapters 4, 5 and 7 investigate ways to build better NALMs for multiplication, divi-
sion, and composition. Chapter 6 considers the effect of techniques such as feature

scaling and using different loss functions for training.



24 Chapter 1. Introduction

and distributions throughout the thesis (Chapters 3-6) to answer RQ 1.2 where we show
issues regarding robustness occurring in a range of NALMs.

The contributions for these RQs have been presented at the NeurIPS 2022 Journal
Showcase Track and published in

• Bhumika Mistry, Katayoun Farrahi, and Jonathon Hare. A primer for neural
arithmetic logic modules. Journal of Machine Learning Research (JMLR), 23(185):1–58,
2022a. doi:10.48550/ARXIV.2101.09530.

Challenges in Robustly Learning Multiplication and Division. A comprehensive
qualitative analysis of existing NALMs along with our findings from RQ 1, allows us to
identify the key areas of weaknesses in NALMs which leads us to RQ 2. Our contribu-
tions for RQ 2.1 include designing a novel stochastic wrapper for reducing the chance
of falling into local optima in multiplication in Chapter 4 and two novel NALMs for
learning division in Chapter 5. We provide extensive empirical results for our divi-
sion modules, comparing against an existing division NALM (the Real Neural Power
Unit (NPU) (Heim et al., 2020)) as a case study. Our findings identify the types of data
which hinder learning division for each module, including training on mixed-sign in-
puts, negative ranges, extremely small values and different distributions. For RQ 2.2,
in Chapter 6, we contribute findings on how factors outside of the NALM architecture
can significantly impact learning. We show how feature scaling impedes the learning
of extrapolative weights by disturbing their ability to discretise. Furthermore, by eval-
uating three different losses we show the importance of the choice of loss function used
when solving different arithmetic tasks for both numerical and image inputs.

A majority of the experiments for these RQs have been published in:

• Bhumika Mistry, Katayoun Farrahi, and Jonathon Hare. Exploring the learning
mechanisms of neural division modules. Transactions on Machine Learning Re-
search (TMLR), 2022b. ISSN 2835-8856.

• Bhumika Mistry, Katayoun Farrahi, and Jonathon Hare. Improving the robust-
ness of neural multiplication units with reversible stochasticity. CoRR, 2022c.
doi:10.48550/ARXIV.2211.05624.

Composition of NALMs. In Chapter 7, we investigate compositionality to answer
RQ 3. In relation to RQ 3.1, our findings indicate that deep stacking of NALMs does
not create effective learners. We argue that the sparse and discrete nature of NALM
parameters for the task results in gradient challenges when learning. To answer RQ 3.2,
we show that performance can be improved if the compositional network has access to
intermediate steps of working (a scratchpad) by designing an architecture influenced
by the GWT. The resulting architecture forces competition between modules to update
the scratchpad while broadcasting the information at every step.
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1.7 Thesis Structure

We begin in Chapter 2 by providing the background knowledge required to under-
stand NALMs. This includes providing motivation for using NALMs, explaining ex-
isting NALMs and reviewing the current shortcomings of the field. We also provide
existing examples of applications where NALMs have been utilised in larger end-to-
end networks showing the possible breadth of this research field. Chapter 3 begins
by understanding how previous studies have evaluated NALMs, discovering a lack
of consistent evaluation. In attempts to alleviate this, we further build on one work
by adding a new benchmark with empirical results on the four main arithmetic op-
erations over multiple well-known NALMs. Chapter 4 and Chapter 5 build on ob-
servations made in Chapter 3 which identify difficulty in learning multiplication and
division reliably. Chapter 4 explore using a new technique of reversible stochasticity
to reduce chances of falling into a local optima, while Chapter 5 discovers reasons as
to why division is so difficult to learn and in the process introduces two new NALMs.
Rather than looking at NALM architectures, Chapter 6 focuses on understanding the
effects of changing different parts of the ML training pipeline on NALMs including
feature scaling and losses. Chapter 7 investigates how NALMs can be combined to
do compositional arithmetic. In particular, we show how building a globally accessi-
ble scratchpad containing intermediate workings can improve the chances of learning.
Chapter 8 discusses the overall findings of the thesis and potential areas of future work
for the field.
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Chapter 2

Review of NALMs

In this chapter, we introduce and review the family of neural networks which we call
NALMs. Our review begins with a high-level overview clarifying the what and whys
and then delves into the formal definitions of existing NALMs. Once this foundation
is laid, we use the first NALM, the NALU, as a case study to provide a comprehensive
explanation of the existing pros and cons of the field as well as existing applications.
We conclude with the remaining gaps in the field which become the focal points for the
remainder of this thesis.

2.1 What are NALMs and Why use them?

We first answer three high-level yet important questions: 1. What is a NALM? 2. What
is the aim of a NALM? 3. Why is a NALM useful? From answering these questions,
we shall arrive at the following definition: A NALM is a neural network that performs
arithmetic and/or logic based expressions which can extrapolate to OOD data when parameters
are appropriately learnt whilst expressing an interpretable solution.

2.1.1 What is a NALM?

NALM stands for Neural Arithmetic Logic Module. Neural refers to neural networks.
Arithmetic refers to the ability to learn arithmetic operations such as addition. Logic
refers to the ability to learn operations such as selection, comparison based logic (e.g.,
greater than) and boolean based logic (e.g., conjunction). Module refers to the archi-
tecture’s of the neural units which learn arithmetic and/or logic operations. The term
module encompasses both a single (sub-)unit and multiple (sub-)units combined to-
gether.
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Neural
Arithmetic
Logic
Module

Generalised Explicit

Neural
Arithmetic
Logic
Module

FIGURE 2.1: High-level example of the input-output structure into a NALM. Both
networks are the same. The generalised network defines the notation of each element
in the input and output. The explicit network is an example of valid input and output

values.

What kind of operations can be learnt? Existing work has tried to model arithmetic
operations including addition, subtraction, multiplication, division and powers. Logic
based operations include logic rules (e.g., conjunction) (Reimann and Schwung, 2019),
control logic (e.g., <=) (Faber and Wattenhofer, 2020) and selection of relevant inputs.

How are operations learnt? Because a NALM is a neural network, a module can model
the relation between input and output vectors via supervised learning which trains pa-
rameters through backpropagation. To learn the relation between input and output
requires learning to select relevant elements of the input and apply the relevant opera-
tion/s to the selected input to create the output.

How is data represented? The input and outputs are both vectors. Each vector element
is a real-valued number which is implemented as a floating-point number. An exam-
ple of a single data sample is illustrated in Figure 2.1 where we assume that the NALM
used (made from two stacked sub-units) can learn addition, subtraction and multipli-
cation. In practice, data would be given in batch form for training. Furthermore, there
can be multiple output elements which can learn a different arithmetic expressions.

2.1.2 What is the Aim of a NALM?

The aim of NALMs is to provide systematic generalisation in learning arithmetic and/or
logic expressions. Once the learning state (training) has ended, if the correct weights
are learnt, the NALM can also extrapolate to unseen data (i.e., OOD data).

What does interpretability mean for NALMs? Imagine modelling the relation be-
tween input x and output y with a module f parameterised by θ, i.e., y = fθ(x). We
say a NALM is interpretable if you can set the module’s parameters ( fθ) to express the
underlying relation between x and y in a provable way. Simply put, the parameters of a
NALM can be set such that, if the expression which the NALM calculates is written out,
it will hold for all valid inputs. For example, for modelling the addition of two inputs
(x1 and x2), having a model which takes in the two inputs and applies a dot product

with a weight vector set to ones results in y = fθ(x) =
[︂
w1 w2

]︂
·
[︄

x1

x2

]︄
=
[︂
1 1

]︂
·
[︄

x1

x2

]︄
which will always result in the output being x1 + x2 no matter the values of x1 and x2.
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More broadly speaking, the type of interpretability we want from a NALM is decom-
posable transparency (Lipton, 2016). Transparency means to understand how the model
works. Decomposability is transparency at the component level defined by Lipton
(2016) as ‘each part of the model - each input, parameter, and calculation - admits an
intuitive explanation’. For example, for modelling force = mass× acceleration, there
are: the two inputs into the NALM representing mass and acceleration, the (multipli-
cation) operation parameters which are set to 1, and the calculation that multiplies the
two inputs resulting in the value for the force.

What does extrapolation on OOD data mean for NALMs? OOD data refers to data
which is sampled outside the training distribution. For example, if trained on a range
[0,10] a valid OOD range could be [11,20]. Extrapolation is the ability to correctly pre-
dict the output when given OOD data. In the context of NALMs, extrapolation means
that the model successfully learns the underlying principles for modelling the (arith-
metic/logic) operations it is designed for. From a practical viewpoint, a NALM with
successful extrapolative capabilities can be considered as a module where the loss in
predictive accuracy only occurs due to numerical imprecisions of hardware limitations.

2.1.3 Why is a NALM useful?

The ability to learn arithmetic seems trivial in comparison to other architectures such
as LSTMs, CNNs or Transformers which can be used as standalone networks to learn
tasks such as arithmetic, object recognition and language modelling. So, why care
about NALMs? Learning arithmetic, though it may seem a simple task, remains un-
solved for neural networks. Solving this problem requires precisely learning the un-
derlying rules of arithmetic such that failure cases will not occur in cases of OOD data.
Therefore, before considering more complex tasks, solving simple tasks seems reason-
able. Furthermore, even though NALMs specialise in arithmetic there is no restriction
in using them as part of larger end-to-end neural networks. For example, attaching
a NALM to a CNN as residual connections (Rana et al., 2020) to improve counting in
images. In Section 2.4, we discuss a vast array of applications in which NALMs are
being utilised. The extrapolative and interpretable properties of NALMs would also be
desirable when looking at alternate disciplines. Interpretability and transparency for
ML models have been acknowledged as necessary ingredients for obtaining a scientific
outcome in the natural science (Roscher et al., 2020), materials science and chemistry
domains (Oviedo et al., 2022). For example, interpretable models such as Generalised
Additive Models have been used to model and interpret the key features of chemical
adsorption of subsurface alloys (Esterhuizen et al., 2020).
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TABLE 2.1: A summary regarding the key properties of different NALMs. Properties
include the operations which can be modelled, if a form of explicit gating is used, if the
NALM can process negative inputs and if the NALM uses a form of discretisation regu-
larisation on its parameters. * indicates the NALM can only to learn arbitrary powers

(i.e., xp
i where p is a real number) if the power value is between -1 to 1.

NALU iNALU NAU NMU NPU G-NALU NLRL NSR

Addition ✓ ✓ ✓ ✓
Subtraction ✓ ✓ ✓ ✓
Multiplication ✓ ✓ ✓ ✓ ✓
Division ✓ ✓ ✓ ✓
Arbitrary Power ✓* ✓ ✓*
Boolean Logic ✓
Control Logic ✓
Gating ✓ ✓ ✓ ✓ ✓
Negative Input ✓ ✓ ✓ ✓ ✓
Discretisation ✓ ✓ ✓

2.2 Existing NALMs Architectures

This section introduces existing NALM architectures along with their mathematical
definitions. The mathematical notation will be in an element-wise form which provides
how to calculate an output element yo indexed at o given a single data sample (input
vector x). For completeness, we also provide illustrations for each module1 using the
matrix/vector with symbols and colouring following the key in Figure 2.2.

We begin with the first NALM, the NALU (Trask et al., 2018) followed by the: Improved
NALU (iNALU) (Schlör et al., 2020), Neural Addition Unit (NAU) / Neural Multiplica-
tion Unit (NMU) (Madsen and Johansen, 2020), Neural Power Unit (NPU) (Heim et al.,
2020), Golden Ratio NALU (G-NALU) (Rana et al., 2019), Neural Logic Rule Layer
(NLRL) (Reimann and Schwung, 2019) and Neural Status Register (NSR) (Faber and
Wattenhofer, 2020). A summary of the NALM properties is given in Table 2.1.

Element-wise addition

Element-wise subtraction

Element-wise multiplication

Element-wise 1-<value>

Element-wise reciprocal of input

Element-wise power

Input/output

Learnable parameter

Part of summative path calculation

Part of gating calculation

Part of multiplicative path calculation

Part of multiplicative sign retieval calculation

Matrix Multiplication

Data flow

Intermediary result

Transpose input

Concatenate input (column-wise)

Kronecker product

Concatenate input (row-wise)

FIGURE 2.2: Key of the symbols and colouring system for architecture illustrations.

1Module illustrations from the original papers are provided in Appendix C.1.
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2.2.1 NALU

abs

NALU

FIGURE 2.3: NALU architecture. Example of a 3-feature input and 2-feature output
model.

The NALU, illustrated in Figure 2.3, provides the ability to model basic arithmetic op-
erations, specifically: addition, subtraction, multiplication and division. The NALU
requires no indication of which operation to apply and aims to learn weights that pro-
vide extrapolation capabilities if correctly converged. The NALU comprises of two
sub-units, a summative unit that models {+,−} and a multiplicative unit that models
{×,÷}. Following the notation of Madsen and Johansen (2020) we denote the sub-units
as NAC+ and NAC• respectively. Formally, for calculating a specific output value, the
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NALU is expressed as:

Wi,o = tanh(ˆ︃Wi,o)⊙ sigmoid(ˆ︃Mi,o) (2.1)

NAC+ : ao =
I

∑
i=1

(Wi,o · xi) (2.2)

NAC• : mo = exp

(︄
I

∑
i=1

(Wi,o · ln(|xi|+ ϵ))

)︄
(2.3)

go = sigmoid

(︄
I

∑
i=1

(Gi,o · xi)

)︄
(2.4)

NALU : yô = go · ao + (1− go) ·mo (2.5)

where ˆ︂W , ˆ︂M ∈ RI×O are learnt matrices (I and O represent input and output dimen-
sion sizes). A non-linear transformation is applied to each matrix and then both are
combined via element-wise multiplication to form W (Equation 2.1). Due to the range
values of tanh and sigmoid, W aims to have an inductive bias towards values {−1, 0, 1}
which can be interpreted as selecting a particular operation within a sub-unit (i.e., intra-
sub-unit selection). For example, in the NAC+ +1 is addition and -1 is subtraction, and
in the NAC• +1 is multiplication and -1 is division. In both sub-units, 0 represents not
selecting/ignoring an input element. A sigmoidal gating mechanism (Equation 2.4)
enables selection between the sub-units (i.e., inter-sub-unit selection), where an open
gate, 1, selects the NAC+ and closed gate, 0, selects the NAC•. Once trained, the gating
should ideally select a single sub-unit. G is learnt and the gating vector g represents
which sub-unit to use for each element in the output vector. Finally, Equation 2.5 gates
the sub-units and sums the result to give the output. NALU’s gating only allows for
each output element to have a mixture of operations from the same sub-unit. There-
fore, each output element is an expression of a combination of operations from either
{+,−} or {×,÷} but not {+,−,×,÷}. This issue is fixed by stacking NALUs such
that the output of one NALU is the input of another. For a step-by-step example of the
NALU, see Appendix C.2. Next, we overview the architectures of some recent mod-
ules.

2.2.2 iNALU

The iNALU identifies key issues in the NALU and modifies the unit to incorporate
solutions (detailed in Section 2.3). In particular, they use:
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iNALU

abs

abs

sign

FIGURE 2.4: iNALU architecture. Example of a 3-feature input and 2-feature output
model.

• Independent weight matrices. To allow the multiplicative and summative paths
to learn their own set of Ŵ and M̂ weights to be used in calculating a for the
NAC+ and m for the NAC•.

WA
i,o = tanh(ˆ︃WA

i,o) · sigmoid(ˆ︃MA
i,o) , (2.6)

WM
i,o = tanh(ˆ︃WM

i,o) · sigmoid(ˆ︃MM
i,o) . (2.7)

• Clipping. Clipping the multiplicative weights using the equation below (with
ω = 20) and clipping the gradient of learnable parameters between [-0.1,0.1].

mo = exp(min(ln(max(|xi|, ϵ)) ·WM
i,o , ω) . (2.8)

• Multiplicative sign correction. Retrieve the output sign of the multiplicative
path,

msvo =
I

∏
i=1

(︂
sign(xi) · |WM

i,o |+ 1− |WM
i,o |
)︂

. (2.9)



34 Chapter 2. Review of NALMs

• Regularisation. Include a regularisation loss term that avoids having near-zero
learnable parameters,

Rsparse =
1
t ∑

θ∈{ˆ︃WA,ˆ︃MA,ˆ︃WM,ˆ︃MM,g}

∑O
o ∑I

i max(min(−θi,o, θi,o) + t, 0)
O · I , (2.10)

where t = 20. This activates if the loss is under 1 and there have been over 10
iterations of training data.

• Reinitialisation. Reinitialise the model weights if the average loss collected over
a number of consecutive iterations has not improved. More specifically, reinitial-
isation occurs for every 10th iteration, if over 10,000 iterations have occurred and
the average loss of the first half of those iterations of the errors is less than the
average loss of the second half plus its standard deviation, and the average loss
of the latter half of errors is larger than 1.

• Independent gating. Remove the dependence of the input values when learning
the gate parameters,

go = sigmoid(go) . (2.11)

The iNALU expression for calculating a single output element indexed at o is

iNALU : yô = go · ao + (1− go) ·mo ·msvo . (2.12)

Applications. Schlör et al. (2020) create a hybrid layer consisting of iNALU and ReLU
neurons for fraud detection, under the assumption that financial data inherently has
some underlying mathematical relations. If data is fraudulent then the underlying pat-
terns would not be followed hence making it identifiable.

2.2.3 NAU and NMU

The NAU and NMU are sub-units for addition/subtraction and multiplication respec-
tively. The NAU and NMU definitions for calculating an output element indexed at o
are:

NAU : ao =
I

∑
i=1

(Wi,o · xi) , (2.13)

NMU : mo =
I

∏
i=1

(Wi,o · xi + 1−Wi,o) , (2.14)

where the W is unique for each sub-unit. Prior to applying the weights of a sub-unit to
the input vector, each element of W is clamped between [-1,1] if using the NAU, or [0,1]
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NAU

FIGURE 2.5: NAU architecture. Example of a 3-feature input and 2-feature output
model.

NMU

FIGURE 2.6: NMU architecture. Example of a 3-feature input and 2-feature output
model.

if using the NMU. Therefore, considering discrete weights {−1, 0, 1}, Equation 2.13 will
do the summation of the inputs where each input is either added (Wi,o = 1), ignored
(Wi,o = 0), or subtracted (Wi,o = −1). When considering the discrete weight values
of the NMU {0, 1}, the result is the product of the inputs where each input is either
multiplied (Wi,o = 1) or not selected (Wi,o = 0). Rather than allowing the product of the
inputs to be multiplied by 0 whenever an irrelevant input (i.e., with a weight of 0) is
processed, Equation 2.14 will also convert the input to be 1 (the multiplicative identity
value) resulting in the irrelevant input not having any effect towards the final output.

Regularisation. To enforce the module weights to become discrete values, the follow-
ing regularisation loss term is also used,

Rsparse =
1

I ·O
O

∑
o=1

I

∑
i=1

min (|Wi,o|, 1− |Wi,o|) . (2.15)

A scaling factor for regularisation strength

λ = λ̂ max
(︃

min
(︃

iterationi − λstart

λend − λstart
, 1
)︃

, 0
)︃

, (2.16)
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is multiplied to Rsparse, where the regularisation strength is scaled by a predefined λ̂.
The regularisation will grow from 0 to λ̂, between iterations λstart and λend, after which
it plateaus and remains at λ̂.

Applications. As well as modelling physical equations, the NAU and NMU have been
integrated with Variational Autoencoders to model non-linear Ordinary Differential
Equations (ODEs) (Heim et al., 2019). Pei et al. (2021) uses the NAU as part of their
Stateformer architecture which learns to recover types from binaries. The NAU is used
to learn the data flow for assignment (e.g., ‘mov’) and arithmetic (e.g., ‘add’) instruc-
tions by representing their numerical values (in decimal or hexadecimal formats) as
embeddings. The NAU acts on a high dimensional embedding of a byte of the partial
data state resulting in aggregate data state embeddings. From visualising learnt NAU
representations via a t-SNE representation, they find that the NAU learns to represent
the embeddings in an ordered ring-shaped cluster (Pei et al., 2021, Appendix 1.7).

2.2.4 NPU and Real NPU

abs

NPU

clip

FIGURE 2.7: NPU architecture. Example of a 3-feature input and 2-feature output
model.

The NPU (Equation 2.17) focuses on improving the division ability of the NAC• by
applying a complex log transformation and using real and complex weight matrices
(WRE and W IM respectively).2

NPU based modules can model products of arbitrary powers (∏ xwi
i ), therefore the

learnable weight parameters do not require to be discrete. For example, modelling the
square-root operation requires WRE

i,o = 0.5. The r (Equation 2.18) converts values close
to 0 into 1 to avoid the output multiplication becoming 0. To do this, a relevance gate
(g) is learnt representing if an input element is relevant and should be used as part of
an output expression (gi = 1) or not be selected (gi = 0). Furthermore, each element of

2See Appendix C.3 for the derivation of converting the NAC• to the NPU.
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g is clipped between the range [0,1] (Equation 2.20).

NPU : yo = exp

(︄
I

∑
i=1

(WRE
i,o · ln(ri))−

I

∑
i=1

(WIM
i,o · ki)

)︄

· cos

(︄
I

∑
i=1

(WIM
i,o · ln(ri)) +

I

∑
i=1

(WRE
i,o · ki)

)︄ (2.17)

where

ri = gi ⊙ (|xi|+ ϵ) + (1− gi) , (2.18)

ki =

⎧⎨⎩0 xi ≥ 0

πgi xi < 0
, (2.19)

and

gi = min(max(gi, 0), 1) . (2.20)

Additionally a simplified version of the NPU exists, named the Real NPU, considering
only real values of Equation 2.17:

Real NPU := exp

(︄
I

∑
i=1

(WRE
i,o · ln(ri))

)︄
· cos

(︄
I

∑
i=1

(WRE
i,o · ki)

)︄
. (2.21)

As the NPU and Real NPU can express arbitrary powers, using a regulariser to enforce
discrete parameters like in the iNALU, NAU or NMU would restrict the expressive-
ness. Therefore, Heim et al. (2020) use a scaled L1 penalty, where the scaling value β

grows between predefined values βstart to βend and is increased every βstep = 10, 000
iterations by a growth factor βgrowth = 10.

2.2.5 G-NALU

The G-NALU replaces the exponent base in the tanh and sigmoid operations when
calculating NALU’s weight matrix with a golden ratio base value:

ϕ =
1 +
√

5
2

≈ 1.618 (2.22)

sigmoidgr =
1

(1 + ϕ−x)
(2.23)

tanhgr =
ϕ2x − 1
ϕ2x + 1

(2.24)
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abs

G-NALU

FIGURE 2.8: G-NALU architecture. Example of a 3-feature input and 2-feature output
model.

The use of a golden ratio base also requires the NAC• definition (Equation 2.3) to be
modified into Equation 2.25 to allow for the ln-exp transformation to work.

NAC• : mo = ϕ

(︃
∑I

i=1
(Wi,o ·ln(|xi |+ϵ))

ln(ϕ)

)︃
(2.25)

2.2.6 NLRL

NLRL

broadcasted elemwise prod how?
- repeat [X | X]
- hardamard product
x.reshape(-1,1).repeat(1,2)

abs

NEG

NEG

NEG

NEG

NEG

NEG

OUT OUT

check dims and ops - mixed up some

FIGURE 2.9: NLRL architecture. Example of a 3-feature input and 2-feature output
model.

The NLRL, Figure 2.9, is a module to express boolean logic rules via modelling AND
(conjunction), OR (disjunction) and NOT (negation). By stacking NLRLs together, it
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is also possible to represent more complex relations including implication, exclusive
OR and equivalence. The architecture is designed under the assumption of modelling
the logic rules on booleans, therefore the input values must be booleans. The default
NLRL architecture consists of the following four parts in which the three base operators
(negation, conjunction and disjunction) are modelled:

• Negation gating, which models the negation operator. The (negation) gate deter-
mines if an input element should be negated (gate value of 1) or simply passed
along (gate value of 0).

x̂i,o = (1− sigmoid(GNEG
i,o )) · xi,o + sigmoid(GNEG

i,o ) · (1− xi,o) (2.26)

• OR calculation, which applies disjunctions (weight value of 1) for the output of
the input gating.

zOR
o =

I⨂︂
i=2

(
[︂
1 −Ai,o · x̂i,o

]︂
⊗
[︂
−1 A1,o · x̂1,o

]︂
)1 + 1 (2.27)

• AND calculation, which applies conjunctions (weight value of 1) over the output
of the input gating. The definition is the same as the NAC• (Equation 2.3) used
in the NALU.

zAND
o = exp

(︄
I

∑
i=1

(Ai,o · ln(|x̂i,o|+ ϵ))

)︄
(2.28)

• Output gating, which determines whether an output value should use the OR
calculation (gate value 0) or AND calculation (gate value 1).

ŷo = (1− sigmoid(GOUT
i,o )) · zAND

o + sigmoid(GOUT
i,o ) · zOR

o ) (2.29)

Three parameter matrices require to be learnt. One for learning the gate values for
negation (GNEG), another for learning the (shared) weight values for the AND and OR
calculations (A) and one for learning the gate values for the output (GOUT).

Optionally, the application of the De-Morgan laws enables representing a conjunction
using only negation and disjunction and representing disjunction using only negation
and conjunction, making it possible to modify the architecture to only need either the
AND or OR calculation block. The changes require removing the unwanted calculation
block and replacing the output gate with a negation gate. Using only the negation and
conjunction operators is favoured as the implementation of disjunction requires using
the Kronecker product which scales poorly with input size.
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2.2.7 NSR

sign

NSR

zero

OP2

OP2

OP2OP2

OP2

OP2

OP1

OP1

OP1OP1

OP1

OP1

softmax
(dim=0)

softmax
(dim=0)

FIGURE 2.10: NSR architecture. Example of a 3-feature input and 2-feature output
model.

The NSR (inspired by physical status registers found in the Arithmetic Logic Unit’s of
computers), models comparison based control logic: <, >, ! =, =, >=, <=. Simply
put, the NSR does quantitative reasoning by learning what input elements to compare
and how to compare them. A NSR will output two elements. The first represents if
the comparison is true (or false) and the second is the negation of the first output (i.e.,
1− o1). The negation is given such that when the NSR is used in a downstream task,
the other layers can have access to either branch of the comparison.

The NSR architecture does the following:

1. Learns two matrices (VOP1 and VOP2) whose purpose is to select two inputs to be
operands ( ˆ︃xOP1 and ˆ︃xOP2) of the comparison function.

ˆ︃xOP1
o =

I

∑
i
(xi · softmax(VOP1

i,o )) (2.30)

ˆ︃xOP2
o =

I

∑
i
(xi · softmax(VOP2

i,o )) (2.31)
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2. Takes the difference of the two selected operands.

ˆ︁xo = ˆ︃xOP1
o − ˆ︃xOP2

o (2.32)

3. Scales the difference with a hyperparameter (λ) to avoid vanishing gradients. Au-
thors indicate an inverse relation between λ and the difference of the input values
which can be used to set the λ value (Faber and Wattenhofer, 2020, Figure 5).

ˆ︁xo = λ · ˆ︁xo (2.33)

4. Calculates the sign bit (ˆ︂x±) and zero bit ( ˆ︁x0) of the difference value by using
smooth continuous functions.

ˆ︂x±o = tanh( ˆ︁xo) (2.34)ˆ︁x0
o = 1− 2 tanh( ˆ︁xo)

2 (2.35)

5. Learns a scale value (for each bit) and shared shift value.

6. Applies the scale and shift to the bit values, takes the sum of the results and passes
the result through a sigmoid. The resulting value represents the probability of the
comparison being true/false.

zo =
ˆ︂x±o ·W±i,o + ˆ︁x0

o ·W0
i,o + bo (2.36)

yo = sigmoid(zo) (2.37)

7. Returns as output the comparison value and its negation value (1− yo).

Given two inputs (relevant for the comparison), the NSR will compute the sign and
zero bit of the difference of the two operands. The sign and zero bit definitions are
continuous relaxations of the discrete definitions which rescale the bounds to avoid the
gradients of partial derivatives becoming zero. That is

ˆ︂x±o =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 if ˆ︁xo > 0

0 if ˆ︁xo = 0

−1 if ˆ︁xo < 0

and ˆ︁x0
o =

⎧⎨⎩1 if ˆ︁xo = 0

−1 if ˆ︁xo ̸= 0
.

To improve robustness to different initialisations, the NSR also implements redun-
dancy which learns multiple independent operand pairs ( ˆ︃xOP1

o , ˆ︃xOP2
o ) in parallel for

each output element. Each pair will have its own sign and zero bit, hence learning its
own set of scale and shift values. These independent paths get aggregated together by
summing the different zo’s together.
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2.3 NALU’s Shortcomings and Existing Solutions

The development of NALMs after the NALU has focused on improving its various
shortcomings. In this section, we detail the weaknesses of NALU and explain existing
solutions. We focus on the arithmetic NALMs: iNALU, NAU, NMU and NPU when
looking at solutions. Table 2.2 summarises the discussed issues and proposed solu-
tions.

TABLE 2.2: Summarised NALU shortcomings and existing proposed solutions.

Short-
coming

NALM NAU/NMU iNALU NPU/Real
NPU

CalcNet
(G-NALU)

N AC• cannot have
negative inputs/tar-
gets

NMU: Re-
move log-
exponent
transforma-
tion

Sign correc-
tion (mixed
sign vector)

Sign re-
trieval

Convergence of
gate parameters

Stacking
instead of
gating

Independent
gating, sepa-
rate weights
per sub-unit
and regulari-
sation loss

- -

Fragile initialisa-
tion

Theoretically
valid initiali-
sation scheme

Reinitialise
model

- -

Weight inductive
bias of {-1,0,1} not
met (non-discrete
solutions)

Regularisation
loss term and
clipping

Regularisation
loss term

(see below)* -

Gradient propaga-
tion

Linear weight
matrix

NAC• clip
and gradient
clip

Relevance
gating

Replace
sigmoid
and tanh
expo-
nent’s with
golden
ratio

Singularity (values
close to 0)

NMU: Re-
move log-
exponent
transforma-
tion

NAC• clip Complex
space
transfor-
mation and
relevance
gating

-

Compositionality - - - Parsing
algorithm

* The NPU and Real NPU supports fractional weights (e.g., 0.5 representing square-
root) and therefore do not enforce discretisation.
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2.3.1 Negative Inputs and Negative Outputs

The multiplicative module of the NALU (the NAC•) is unable to process negative in-
puts and produce negative outputs. The issue lies with Equation 2.3, which requires
converting negative inputs into their positive counterparts because the log transfor-
mation cannot evaluate negatives. The use of an exponent also causes the inability to
have negative outputs, as the range of an exponent is R>0. As the sign of the input is
ignored and never recovered, the NAC• is unable to have negative output values. To
allow for negative outputs, a module can incorporate logic to deal with assigning the
correct sign to the output such as the iNALU’s sign correction mechanism (Schlör et al.,
2020) or the NPU’s inherent sign retrieval (Heim et al., 2020).

The iNALU’s sign correction mechanism creates a mixed sign vector (msv) ∈ RO×1,
consisting of elements {−1, 1} (assuming W has converged to integers {−1, 0, 1}), where
each element represents the correct sign for each output element.3 The msv is element-
wise multiplied to Equation 2.3 resulting in applying the relevant sign to the outputs
of the multiplicative sub-unit. The +1− |Wi,o| means unselected inputs (Wi,o = 0) will
avoid affecting the final sign value, as they will only multiply the msvo value by 1.
Therefore, an alternate way to view the msv is as a gating mechanism, sign(xi)·|Wi,o|+
1·(1− |Wi,o|), where a on gate (Wi,o = −1/1) gives the sign and an off gate (Wi,o = 0)
returns 1.

In the case of the Real NPU, the latter half of its definition (in matrix form)⊙ cos(WREk)
can be interpreted as a sign retrieval mechanism. k represents positive inputs as 0 and
negative inputs as π assuming the gate value has converged to select the input. As-
suming this convergence, the WRE values are {1,−1} representing {×,÷}. Hence, the
two possible outcomes from evaluating the cosine expression for a single input value
are cos(±π) = −1 or cos(0) = 1 which represents the sign of the input value.

Alternatively, rather than requiring an additional step for recovering the signs, we can
rethink the multiplicative architecture. It is possible to remove the log-exponent trans-
formations from Equation 2.3 as Madsen and Johansen (2020) does for defining the
NMU (Equation 2.14). This means negative targets can be expressed because the sign
is no longer removed from the input but at the cost of no longer being able to model
division.

2.3.2 Gating Parameter Convergence

The NALU gate, responsible for selection between the NAC+ and NAC• modules, is
unable to converge reliably. For example, converging towards 1 when the true gate

3Notice the similarity in calculation between the NMU (Equation 2.14) and iNALU’s msv (Equa-
tion 2.9).
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value should be 0 and visa-versa. In cases where the correct gate is selected, the NALU
still fails to converge consistently to the expected discrete value (Madsen and Johansen,
2020, Appendix C.5). Another issue from partial convergence of gate (and weight) pa-
rameters is the leaky gate effect (Schlör et al., 2020), where non-discretised parameters
result in the network learning non-optimal solutions. Such solutions may perform well
on the interpolation data used during training but will not generalise to OOD data.
This issue is also amplified when additional NALU modules are stacked.

Even when using the improved NAU and NMU networks instead of the NAC+ and
NAC•, the NALU-style gating still leads to sub-optimal results. Therefore, Madsen
and Johansen (2020) replace module gating with module stacking. As NALMs can
learn selection logic, it is possible to stack two NALMs and have the output be the
result of only one of the NALMs, similar to how gating can only select one network.
Rather than removing the gating, Schlör et al. (2020) attempt to tackle the issue by
using separate weights for the iNALU sub-units (Equations 2.6 and 2.7) to improve
convergence, and independent gating (removing x from Equation 2.4) so learning g is
no longer influenced by the input (see Equation 2.11). Removing the dependence on the
input removes contradictory constraints on the gating that would lead to nonoptimal
solutions. Taking the example given by Schlör et al. (2020, Section 3.3.6), imagine two
different input samples x1 = [2, 2] and x2 = −x1 = [−2,−2] and the task of adding,
i.e., calculating 2+ 2 = 4 for the first input and −2− 2 = −4 for the second. Assuming
we use the NALU gating method, it implies that g = sigmoid(x1G) = sigmoid(x2G) =
sigmoid(−x1G). However, as x1 ̸= x2, the previous statement is invalid.

2.3.3 Bias Considerations

The NALU architecture assumes that exact arithmetic operations only occur when pa-
rameter values are either -1, 0 or 1. However, other than the sigmoid and tanh transfor-
mations which constrain the ranges to be either {0, 1} or {−1, 1} respectively there are
no biases put in place to enforce the weights to converge to the discrete values men-
tioned above.

The most common way of allowing these weight biases to be achieved is by adding
a regularisation term for sparsity and using weight clamping (Madsen and Johansen,
2020; Schlör et al., 2020). An illustrative example of the Madsen and Johansen (2020);
Schlör et al. (2020) regularisation functions are found in Figure 2.11. Madsen and Jo-
hansen (2020) use sparsity (discretisation) regularisation (Equation 2.15) to enforce the
relevant biases for both the NAU {−1, 0, 1} and the NMU {0, 1}. Note that the absolute
of Wi,o, is not necessary when using NMU. The regularisation activates and warms up
over a predefined period of time to avoid overpowering the main mean squared error
loss term (Equation 2.16). Clamping is also applied to the weights beforehand to the
ranges of the desired biases. The iNALU uses a piece-wise function (Equation 2.10) for
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FIGURE 2.11: Regularisation functions used to induce sparsity in learnable parame-
ters. Left: Sparsity regularisation used on the NAU and NMU (see Equation 2.15),
forcing values towards {−1, 0, 1}. Middle: Scaling function (Equation 2.16) to control
the importance of the sparsity regularisation for the NAU and NMU. For this example,
λ̂ is set to 1 and the scale factor will grow between iterations 4 to 6. Right: Sparsity

regularisation for a single parameter used on the iNALU (see Equation 2.10).

regularisation on weight (ˆ︃WA, ˆ︃MA, ˆ︃WM, ˆ︃MM) and gate (g) parameters to encourage
discrete values that do not converge to near-zero values. Intuitively, this regularisation
penalises the parameter to encourage it to move towards -t or t. Therefore, by having a
large positive/negative value, when the parameter goes through a sigmoid or tanh ac-
tivation (see Equations 2.6, 2.7 and 2.11), the resulting value will be close to {−1, 0, 1}.
Rather than a warmup period, regularisation occurs only once the loss is under a pre-
defined threshold and stops once a discretisation threshold t = 20 is met.

The NALMs studied in this thesis are designed to compute precise arithmetic and have
been used in tasks requiring parameters to be discrete (and in many cases sparse) which
is encouraged via regularisation. However, this may be considered a harsh bias and
masking issues regarding robustness during learning. Relaxing the need for precise
calculations and introducing architectures which do not expect discrete weights may
provide a tradeoff between reducing precision of computation and improving robust-
ness of results to different training data and initialisations. Investigating this tradeoff
is left as future work.

2.3.4 Initialisation Considerations

Good initialisations are crucial for convergence. However, the NALU weight initial-
isations are unable to meet the desired criteria for typical neural networks as proven
by Madsen and Johansen (2020) who show both the NAC+ and NAC• are unable to
satisfy the guarantees of good learning.

Following Glorot and Bengio (2010), we want the expected output of the NALU’s sub-
unit ao at initialisation to be zero i.e., E[ao] = 0 in order to prevent exploding outputs/-
gradients. Taking the definition of the NAC+ : ao = ∑I

i=1 (Wi,o · xi), notice how in order
for E[ao] = 0 we must set the E[Wi,o] = 0. Since Wi,o = tanh(ˆ︃Wi,o)⊙ sigmoid(ˆ︃Mi,o), we
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want E[tanh(ˆ︃Wi,o)] = 0 so that E[Wi,o] = 0. Doing so has the additional benefit that the
selection of operations within a sub-unit is unbiased. In other words, there is no pref-
erence in selecting + and − or × and ÷. However, with such an initialisation scheme,
the expectation for the weight’s gradient becomes zero since

E

[︄
∂L

∂ˆ︃Mi,o

]︄
= E

[︃
∂L

∂Wi,o

]︃
E

[︄
∂Wi,o

∂ˆ︃Mi,o

]︄

= E
[︃

∂L
∂Wi,o

]︃
E
[︂
tanh(ˆ︃Wi,o)

]︂
E
[︂
σ′(ˆ︃Mi,o)

]︂
= E

[︃
∂L

∂Wi,o

]︃
× 0× E

[︂
σ′(ˆ︃Mi,o)

]︂
= 0 .

(2.38)

As for the NALU’s other sub-unit, the NAC•, begin by assuming that weights can
be initialised such that E[mo] = 0 (Glorot and Bengio, 2010) and that inputs are un-
correlated. Using the second order Taylor approximation the expectation of NAC• is
estimated as:

E[mo] ≈
(︃

1 +
1
2

Var[Wi,o] log(|E[xi]|+ ϵ)2
)︃I

⇒ E[mo] > 1 , (2.39)

implying that satisfying E[mo] = 0 and therefore well initialised weights cannot be
achieved for the NAC• (Madsen and Johansen, 2020, Appendix B.3.1).

Empirical results support these claims, showing difficulty in both optimisation and ro-
bustness for the NALU. In such cases, we assume the Madsen and Johansen (2020) im-
plementation of NALU is used for initialisation, where weight matrices are from a Uni-
form distribution with the range calculated from the fan values,4 and the gate matrix
from a Xavier Uniform initialisation with a sigmoid gain.5 Such fragility in optimisa-
tion results in convergence to the expected parameter value being difficult to achieve,
especially when redundant inputs that require sparse solutions exist. When such re-
dundancy exists, non-sparse solutions are not extrapolative, lacking transparency. In
contrast to the NALU’s sub-units, the NAU (which is a linear layer) can be initialised
using the Xavier Uniform initialisation (Glorot and Bengio, 2010) and the NMU can
be initialised such that E[mo] ≈ ( 1

2 )
I which becomes zero as the number of inputs (I)

approaches infinity.

To ease optimisation, Madsen and Johansen (2020) use a linear weight matrix construc-
tion (removing the need for non-linear transformations), while Schlör et al. (2020) use
clipping on the NAC• calculation (see Equation 2.8). The minimum of the input is

4https://github.com/AndreasMadsen/stable-nalu/blob/2db888bf2dfcb1bba8d8065b94b7dab9d

d178332/stable_nalu/layer/nac.py#L22
5https://github.com/AndreasMadsen/stable-nalu/blob/2db888bf2dfcb1bba8d8065b94b7dab9d

d178332/stable_nalu/layer/_abstract_nalu.py#L90

https://github.com/AndreasMadsen/stable-nalu/blob/2db888bf2dfcb1bba8d8065b94b7dab9dd178332/stable_nalu/layer/nac.py#L22
https://github.com/AndreasMadsen/stable-nalu/blob/2db888bf2dfcb1bba8d8065b94b7dab9dd178332/stable_nalu/layer/nac.py#L22
https://github.com/AndreasMadsen/stable-nalu/blob/2db888bf2dfcb1bba8d8065b94b7dab9dd178332/stable_nalu/layer/_abstract_nalu.py#L90
https://github.com/AndreasMadsen/stable-nalu/blob/2db888bf2dfcb1bba8d8065b94b7dab9dd178332/stable_nalu/layer/_abstract_nalu.py#L90
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FIGURE 2.12: Adapted from Rana et al. (2019, Figure 2 and Figure 4) for showing the
values for W used in NALU calculated over the domain of ˆ︂W and ˆ︂M. Left: Using
NALU’s calculation of W where tanh and sigmoid are calculated with base e. Right:
G-NALU’s calculation of W where tanh and sigmoid are calculated with a golden ratio

base resulting in smoother value transition.

clipped to ϵ = 10−7 and the result of the ln operation is clipped to be at most ω = 20.
Using this clipping allows avoiding exploding intermediary results. Additionally, gra-
dient clipping is used to avoid exploding gradients.

Rana et al. (2019) modify the non-linear activations of the weight matrices in the NALU
for smoother gradient propagation, as shown by Figure 2.12, to try to avoid sub-optimal
convergence. In contrast, in attempts to avoid falling/remaining in a local optima, the
iNALU allows multiple reinitialisations of a model during training to counteract the
non-optimal initialisation in NALU which contribute to vanishing gradients and con-
vergence to local minima. Reinitialisation occurs every mth epoch if the following two
conditions are met: (1) the loss has not improved in the last n steps, (2) the loss is larger
than a pre-defined threshold. The main disadvantage with reinitialising multiple times
during training is that it can require running more iterations which may be infeasible.
For example, for a standalone NALM it is possible to keep reinitialising until a reason-
able solution is found, however if the NALM is used as a subcomponent in a larger
neural network then reinitialisation can be too costly. Through a grid search, they find
having the mean of the gate and NALU weight matrices ˆ︂M, ˆ︂W initialised to be 0, -1
and 1 respectively, results in the most stable modules. However, even when using such
initialisations, the stability problem remains for division (Schlör et al., 2020, Table 1).

2.3.5 Division

Division is the NALU’s weakest operation (Trask et al., 2018). Having both division
and multiplication in the same module causes optimisation difficulties. Madsen and
Johansen (2020) highlight the singularity issue (caused by division by 0 or values close
to 0 bounded by an epsilon value) in the NAC• which causes exploding outputs (see
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FIGURE 2.13: Taken from Madsen and Johansen (2020, Figure 2b). An example il-
lustration of the unstable optimisation issue arising when using a stacked NAC+

NAC• with ϵ = 0.1. The plot represents the root mean squared loss surface when
modelling (x1 + x2) · (x1 + x2 + x3 + x4) for the input [1, 1.2, 1.8, 2]. w1 and w2 rep-
resent the weight values to use for the NAC+ and NAC• weight matrices such that

W1 =
[︂

w1 w1 0 0
w1 w1 w1 w1

]︂
and W2 = [ w2 w2 ] .

Figure 2.13). The NMU removes the use of log, therefore is not epsilon bound but is
only designed for multiplication. The NPU takes Madsen and Johansen (2020)’s in-
terpretation of multiplication (using products of power functions) but applies it in a
complex space enabling division and multiplication (Heim et al., 2020). Though the
NPU cannot fully solve the singularity issue as a log transformation is still applied to
the inputs, the relevance gating (see Equation 2.18) aids in smoothing the loss surface to
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FIGURE 2.14: Taken from Heim et al. (2020, Figure 3). Gradient norm || ∂L
∂WRE || of the

NaiveNPU (NPU without relevance gating) and the NPU for the task of selecting the
first element of a two element input. The correct solution is w1 = 1 and w2 = 0. The
NaiveNPU has a large zero gradient region for w2 > 0.75 unlike the NPU. The gates
are initialised to g1 = g2 = 0.5 (middle plot) which after training converge to g1 = 1 and

g2 = 0 (right plot).
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provide better convergence (see Figure 2.14). Schlör et al. (2020) observe that reinitial-
ising modules numerous times during training can still lead to failure, implying that
the issue lies in unit architecture as well as initialisation. Hence, division remains an
open issue.

2.3.6 Compositionality

A single NALU is unable to output expressions whose operations are from both {+,−}
and {×,÷}, for example x1 + x2 × x3. Though it is possible to stack the NALUs to
increase the expressibility, having each module learn reliably remains a challenge as
currently even a one layer NALU cannot learn a single operation well. Rana et al.
(2019) develop CalcNet, a parsing algorithm, such that the expression to learn is de-
composed into its intermediary sub-expressions which obey the rules of precedence
(i.e., BIDMAS) and then is solved in a compositional manner. However, decomposi-
tion requires fixed rules and pre-trained sub-units which are undesirable because in
order to decompose, the input must also contain the operations used, meaning that the
model is exposed to a priori relating to the underlying function.

2.4 Applications of the NALU

This section describes the uses of NALU as a sub-component in architectures to tackle
practical problems outside the domain of solving arithmetic on numeric inputs. Suc-
cess and failure cases are mentioned. We choose to focus on NALU applications on the
basis that the improved modules discussed above can be applied in place of NALU to
provide additional performance gains to the mentioned applications.

2.4.1 Existing Applications

Xiao et al. (2020) insert a NALU layer between a two-layer Gated Recurrent Unit (GRU)
and dense layer to predict vehicle trajectory of complex road sections (containing con-
stantly changing directions). NALU improves extrapolation capabilities to deal with
abnormal input cases outside the range of the GRU hidden states output.

Xiao et al. (2021) use the NALU to improve the numerical extrapolation ability in pre-
dicting the aggregation of (stationary) private cars on weekends. During weekends the
patterns for car aggregation are much less predictable, therefore having the ability to
generalise out of the training range is useful. The input into the NALU is the com-
bined representations of the spatial, temporal and external features from which linear
relations can be inferred. Zhang et al. (2022) also use the NALU’s ability to capture lin-
ear relationships to help with extrapolation in predicting the stay time for private cars.
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Such predictions are useful in helping sales by recommending points of interest, predic-
tion of traffic conditions and road congestion. The full architecture is a MLP encoder,
a NALU ‘exception’ module and a MLP decoder (with dropout to avoid overfitting
from data imbalance). Stay locations are random and sparse which makes prediction
challenging, however some amount of linear relationship exists between a person’s
stay behaviour and their stay time implying the NALU can be useful. The features are
both temporal and spatial (since spatial alone is too sparse and random). They find
for the short-stay settings, the improvement from using their NALU based model is
small but for longer-stay prediction, where extrapolative abilities are required, the im-
provement is more substantial. Jiang et al. (2021) create a framework for location based
services for user destination prediction where they can trade-off between preserving
location privacy (by adding injected noise) and utility (usefulness of their prediction).
The framework combines the NALU, an MLP and GRUs to extract features to predict
the area under the curve (AUC) of the privacy and utility metrics/losses. In particular,
the NALU is used to capture linear relationships between the model and privacy AUC.

Raj et al. (2020) combine NAC+ modules before LSTM cells for fast training in the ex-
traction of temporal features to classify videos for badminton strokes. They further
experiment in using NAC+ modules with a dense layer to learn temporal transforma-
tions, finding better performance than the LSTM based module and the dense modules
being quicker to train. They justify the use of the NAC+ as a way to produce sparse
representations of frames, as non-relevant pixels would not be selected by the NAC+

resulting in 0 values, while relevant pixels accumulate.

Zhang et al. (2019a) use deep Reinforcement Learning (RL) to learn to schedule views
on content-delivery-networks (CDNs) for crowdsourced-live-streaming (CLS). NALU’s
extrapolative ability alleviates the issue of data bias (which is the failure of models out-
side the training range) by using the NALU to build an offline simulator to train the
agent when learning to choose actions. The simulator is composed of a two layer LSTM
with a NALU layer attached to the end. Zhang et al. (2019b) propose a novel framework
(named Livesmart) for cost-efficient CLS scheduling on CDNs with a quality-of-service
(QoS) guarantee. Both components required in Livesmart contain models using NALU.
The first component (named new viewer predictor) uses a stacked LSTM-NALU to pre-
dict workloads from new viewers. The second component (named QoS characterizer)
predicts the QoS of a CDN provider. This component uses a stack of CNNs, a LSTM
and a NALU. Both components use the NALU’s ability to capture OOD data to aid in
dealing with rare events/unexpected data.

Wu et al. (2020) combines layers of NAC+ to learn to do addition and subtraction on
vector embeddings to form novel compositions for creating analogies. Modules are ap-
plied to the output of an attention module (scoring candidate analogies) that is passed
through a MLP. The output of the NAC+ modules is passed to a LSTM producing the
final analogy encoding.
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The NALU has also been used with CNNs. Rajaa and Sahoo (2019) applies stacked
NALUs to the end of convolution units to predict future stock prices. Rana et al. (2020)
utilises the NAC+/NALU as residual connection modules to larger convolutional net-
works such as the U-Net and a fully convolutional regression network for cell counting
in images. Such connections enable better generalisation when transitioning to data
with higher cell counts to the training data. However, no observations are made to
what the units learn to cause an improvement in cell counting over the baseline mod-
els.

Chennupati et al. (2020) uses the NALU as part of a larger architecture to predict the
runtime of code on different hardware devices configured using hyperparameters. The
NALU predicts the reuse profile of the program, keeping track of the count of memory
references accessed in the execution trace. The NALU outperforms a genetic program-
ming approach for doing such a prediction.

Teitelman et al. (2020) explores the problem domain of cloning black-box functional-
ity in a generalisable and interpretable way. A decision tree is trained to differentiate
between different tasks of the black box. Each leaf of the tree is assigned a neural
network comprising of stacked dense layers with a NALU layer between them. Each
neural network is able to learn the black-box behaviour for a particular task. Like Xiao
et al. (2020), results showed that NALU is required to learn the more complex tasks.

Finally, Sestili et al. (2018) suggests the NALU has potential use in networks that predict
security defects in code. This is due to the module’s ability to work with numerical
inputs in a generalisable manner, instead of limiting the application to be bound to a
fixed token vocabulary requiring lookups.

2.4.2 Applications Where NALU Is Inferior

We now discuss examples of situations in which NALU modules are a sub-optimal ar-
chitecture choice for applicational settings. Madsen and Johansen (2020) show that the
NAU/NMU outperforms the NALU in the MNIST sequence task for both addition and
multiplication. Dai and Muggleton (2020) show the arithmetic ability (named back-
ground knowledge) of the NALU is incapable of performing the MNIST task for addi-
tion or products when combined with an LSTM. Instead, they show a neural model for
symbolic learning which learns logic programs using pre-defined rules as background
knowledge can perform with over 95% accuracy. However, we question whether the
failure is a result of the NALU or due to the misuse of its abilities by combining it with
an LSTM. For example, as the inputs are images, unless the LSTM converts each image
into a numerical value that can be processed by the NALU in an arithmetic way it can
be suggested that the LSTM is completing the task without the numerical capabilities of
the NALM. Jacovi et al. (2019) show that in black box cloning for the Trask et al. (2018)
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MNIST addition task, their EstiNet model which captures non-differentiable models
outperforms NALU. Though it can be argued that a more relevant comparison would
test the NAC+ or the NAU which are solely designed for addition. Joseph-Rivlin et al.
(2019) show that although the NAC• can learn the order for a polynomial transfor-
mation to high accuracy, it is still outperformed by a pre-defined order two polyno-
mial model. Results suggest that the NAC• may not have fully converged to express
integer orders. Dobbels et al. (2020) found the NALU was unable to extrapolate for
the task of predicting far-infrared radiation fluxes from ultraviolet-mid-infrared fluxes.
Though no clear reason was stated, the lack of extrapolation could be attributed to the
co-dependence of features because of applying fully connected layers prior to the mod-
ule. Jia et al. (2020) considers the NALU as a hardware component concluding that the
NALU has too high an area and power cost to be feasible for practical use. Implement-
ing for addition costs 17 times the area of a digital adder, and the memory requirements
for weight storage are energy inefficient for doing CPU operations.

2.5 Discussion: Remaining Gaps

This section discusses areas that remain to be fully addressed for NALMs. The identi-
fied areas are a compilation of current weaknesses in the field which we have observed
in this chapter. The areas include benchmarks, division, robustness, compositionality, and
interpretability of more complex architectures, which will become the focus of the remain-
ing chapters of this thesis.

Having benchmarks is important in allowing for reliable comparison between mod-
ules. Such benchmarks should include a simple synthetic dataset which we detail in
this work and a real-world data benchmark (which remains to be created) with a sys-
tematic evaluation.

One goal of these modules is to be able to extrapolate. To achieve this, a module should
be robust to being trained on any input range. Madsen and Johansen (2020) show that
modules are unable to achieve full success of all tested ranges (with the stacked NAU-
NMU failing on a training range of [1.1,1.2], being unable to obtain a single success).
Reinitialisation of weights (Schlör et al., 2020) during training could provide a solution,
however this seems to be unlikely given Madsen and Johansen (2020) tests against 100
model initialisations and using reinitalisation for a NALM that is part of a large end-
to-end network may not be economical.

Division remains a challenge. From reviewing existing NALMs, no module has been
able to reliably solve division. Currently, the NPU by Heim et al. (2020) is the best
module to use, though it would struggle with input values close to zero. Madsen and
Johansen (2020) argues modelling division is not possible due to the singularity issue.
One suggestion for dealing with the zero case is to take influence from Reimann and
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Schwung (2019) which can have an option for showing an output that is invalid (or in
their case all off values).

Compositionality is desirable. A model should be flexible, having the option to select
different types of operations and model complex mathematical expressions. Currently,
the two popular approaches are gating and stacking. Gating has been found to not
work as expected and gives convergence issues. Stacking, though more reliable, has
fewer options in operation selection than gating. Deep stacking of modules (in a non-
recurrent fashion) remains untested.

Finally, it remains to be understood how modules influence learning of other mod-
ules (such as recurrent networks and CNNs) in their representations. Such architec-
tures which require combining NALMs with other families of neural networks can be
considered as another form of compositionality. This is an area for future work and is
not addressed as part of this thesis. For example, this can involve understanding if rep-
resentations are more interpretable because of being trained with a NALM, or whether
the emergence of any useful biases occurs in the encoding of the generic modules.
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Chapter 3

Benchmarking Existing and Future
Models

Having access to well-defined benchmarks is an important step in unifying the NALM
field. Standardised benchmarks with consistent model implementations allow for reli-
able cross-comparisons of different works and improve the speed of progress in their
respective fields. For ML in general, the Hugging Face platform provides a plethora of
open source implementations with 60K models and 6K datasets1 for domains including
audio, text, vision and RL (HuggingFace, 2022). To encourage common knowledge for
models, they also provide model cards (Mitchell et al., 2019) which contain metadata
regarding the model, its uses, ethical considerations, reproducibility, and results. For
symbolic regression,2 there exists SRBench, a reproducible benchmark that encourages
cross-pollination from the ML and GP research fields that consist of 252 (122 black-box
and 130 synthetic) datasets (Cava et al., 2021). The SRBench is described as a “living
benchmark” (SRBench, 2023), encouraging new models to be evaluated on (Kamienny
et al., 2022) and ways to be evaluated (Dick, 2022).

In contrast, currently, no de facto method exists for measuring arithmetic extrapolation
performance on NALMs. Therefore, we dedicate this chapter to setting what we believe
is a good foundation for evaluating NALMs. We begin by focusing on a popular two-
layer arithmetic task setup. This task is used as a case study to understand the existing
evaluation techniques used in the field and to highlight the existing inconsistencies
across papers, hence encouraging the need for task standardisation. We end this section
by introducing our Single Module Arithmetic Task to act as a standardised benchmark
for NALMs. We provide empirical results, comparing existing arithmetic NALMs and
provide open source code (MIT license) at https://github.com/bmistry4/nalm-ben
chmark.

1https://huggingface.co/docs/hub/index
2Symbolic Regression is the task of discovering the underlying mathematical expression from data.

https://github.com/bmistry4/nalm-benchmark
https://github.com/bmistry4/nalm-benchmark
https://huggingface.co/docs/hub/index


56 Chapter 3. Benchmarking Existing and Future Models

As NALMs are arithmetic specialists which can extrapolate, we consider synthetic
arithmetic baselines allowing for control over the input data to easily create OOD data
sets for testing extrapolation. One example of a baseline task is a single-layer task
which determines how well a NALM can perform a single operation. To increase com-
plexity of the task, a two-layer task can be considered, which introduces redundant
inputs and multistep operations. The two-layer task tests the ability to select from a
large sized input containing multiple irrelevant inputs and apply exact operations in a
particular order to relevant data items. The chosen evaluation metrics take inspiration
from the NALM definition given in Chapter 2 which states NALM expressions extrapo-
late to OOD data when parameters are appropriately learnt whilst expressing an interpretable
solution. Specifically, the metrics are designed specifically to measure a NALMs success,
speed of convergence, and interpretability of the solution. The success metric measures
the NALMs ability to learn an extrapolative solution which is determined based on an
error threshold. As NALMs are specialised to learning arithmetic we expect finding the
expected solution to be fast. Therefore, we also evaluate NALMs based on their speed
to discover an extrapolative solution. Finally, as NALMs have transparent architec-
tures, we want to confirm that the solution is interpretable. As the proposed baselines
require exact arithmetic (without scaling coefficients) we know that the required pa-
rameters for extrapolative solutions have discrete weights. Therefore, we can measure
how discrete weights are via a sparsity error to measure interpretability.

3.1 Two Layer Arithmetic Task

A task consistently used to test NALMs is the ability of a module to learn a two-
operation function.3 This was first introduced as the ‘Static Simple Function Learning’
task by Trask et al. (2018) but has been developed since due to the lack of details to-
wards reproducing the experiment. Madsen and Johansen (2019) introduce their own
version of the experiment setup (including details for reproducibility) which they use
in their later work (Madsen and Johansen, 2020) under the name ‘Arithmetic Datasets’
task. Specifically, given an input vector of 100 floating-point numbers, the first (addi-
tion) layer should learn to output two values (denoted a and b) which are the sums
of two different partially overlapping slices (i.e., subsets) of the input, and the second
layer should perform an operation on a and b. Figure 3.1 illustrates such an exam-
ple, where the second operation is a multiplication. Solving this task requires stacking
NALMs to learn the compositional expression. Due to the rigorous setup, evaluation
metrics, and available code, we strongly suggest the Madsen and Johansen (2019) ex-
periment be used to test and compare new modules for the Two Layer Arithmetic task.

3An overview of other types of experiments are given in Appendix D.
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FIGURE 3.1: Taken from Madsen and Johansen (2020, Figure 6). Illustration on how to
get from input vector to the target scalar for the Arithmetic Dataset Task. This setup is

solved using a stacked addition-multiplication module.

Other works such as the iNALU’s experiment 4 (‘Influence of Initalization’) and 5 (‘Simple
Function Learning Task’) also use this task but have a different setup to Madsen and
Johansen (2020). The experiments calculate a and b differently by not allowing for
overlap between a and b, and allowing a and b to be made up of random (instead
of consecutive) elements of the input. Also, the iNALU uses different interpolation
and extrapolation ranges. Heim et al. (2020)’s claims that their ‘Large Scale Arithmetic’
task is equivalent to the Arithmetic Dataset Task, however, there are critical distinctions
between the two meaning the results from the two papers are not directly comparable.
In Table 3.1 we highlight the differences between the three experiment setups.4

3.2 Evaluation Metrics

The purpose of evaluation metrics is to reflect whether a model solution is the true
solution and be able to rank different model solutions against each other. Trask et al.
(2018) calculates a score for each model using

MSE loss of the model
MSE loss of a randomly initialised model (with no training)

.

A score of 0 reflects perfect accuracy while a score larger than 1 means the solution is
worse than the baseline model. Though this method is good for relative rankings be-
tween different models, there is no indication to the relative performance against the
gold solution (Schlör et al., 2020). Furthermore, a randomly initialised model will most
likely have poor performance, so the scaled errors of the other models seem better than
they are. Heim et al. (2020) measures the median of the MSE with confidence intervals
using the median absolute deviation. Compared to the mean, the median is less sen-
sitive to outliers and skewed results, however as a result it discards information about
individual errors which can be helpful when considering factors such as the extent of

4We do not compare Trask et al. (2018) as no details on the experiment setup is given. We do not
compare Rana et al. (2019) as they do not include this experiment.
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TABLE 3.1: Differences in the ‘Large Scale Arithmetic’ task used in the papers Madsen
and Johansen (2020) and Heim et al. (2020). ‘a’ and ‘b’ represent summed slices of
the input, and are the expected output values for the addition module. ∗U=Uniform,
S=Sobol and TN=Truncated Normal. (The Sobol generates a quasi-random sequence

of points which are distributed to approximate the Uniform distribution.)

Property Madsen and Jo-
hansen (2020)

Heim et al. (2020) Schlör et al. (2020)

Hidden size 2 100 2
Iterations for one
run

5,000,000 50,000 100,000

Number of seeds 100 10 10
Learning rates 10−3 10−2 for addition and

5 × 10−3 for all other
operations

10−3

Subset and over-
lap ratios

0.25 and 0.5 0.5 and 0.25 (for addi-
tion, subtraction, and
multiplication)

0.33̇ and 0

Division a/b 1/a a/b
Interpolation and
extrapolation
ranges∗

Train: U[1,2) for all
operations.
Test: U[2,6).

Train: S(-1,1) for addi-
tion, subtraction, and
multiplication, S(0,0.5)
for division.
Test: S(-4,4) for ad-
dition, subtraction
and multiplication,
S(-0.5,0.5) for division.

Train: U[-3,3] and
TN(µ=0,σ=1)[-3,3]
Test: U[-5,-5] and
TN(µ=3.5,σ= 1

6 )
[3,4]

respectively.

Programming
framework

Pytorch (Python) Flux (Julia) Tensorflow (Python)

robustness against different initialisations. Both Madsen and Johansen (2019) and Schlör
et al. (2020) measure the MSE but also compare if the MSE is within a threshold value
representing the error of an ideal solution to a given precision. This threshold com-
parison produces a success metric in which each seed can be compared in a pass/fail
situation which is averaged to a success rate.

3.2.1 Evaluation metrics used on the Arithmetic Dataset Task

Madsen and Johansen (2019) extends the use of threshold-based success by using config-
uration-sensitive success thresholds, two additional metrics to measure the speed of
convergence and sparsity, and confidence intervals for each metric where each interval
calculated using a different distribution family to best match the metric. Specifically,
there are three evaluation metrics: (1) the success on the extrapolation dataset against a
near optimal solution (success rate), (2) the first iteration in which the task is considered
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solved (speed of convergence), and (3) the extent of discretisation towards the weights’
inductive biases (sparsity error).

A success means the MSE of the trained model is lower than a threshold value (i.e.,
the MSE of a near optimal solution). For the Arithmetic Dataset Task, the threshold
is a simulated MSE on 1,000,000 data samples using a model where each weight of
the addition is off the optimal weight value by ϵ = 10−5. A near optimal solution is
used over an optimal solution as it considers accumulated numerical precision errors
(a limitation of hardware rather than module architecture). The sparsity error calcu-
lated by max

i,o
(min(|Wi,o|, 1− |Wi,o|)), represents the NALM weight element which is

the furthest away from the acceptable discrete weights for a NALM. For example, for
the NMU, if a weight was at 0.7 it would get a sparsity error of 0.3.

Each metric is calculated over different seeds where the total number of seeds should
be enough to demonstrate issues on robustness while keeping computation time rea-
sonable. 95% confidence intervals are calculated for each metric. The success rate uses
a Binomial distribution because trials (i.e., run on a single seed) are either pass/fail sit-
uations. The convergence metric uses a Gamma distribution and sparsity error uses a
Beta distribution following the evaluation scheme in Madsen and Johansen (2019).

3.3 Single Module Arithmetic Task

Having a standardised benchmark is essential for fair comparison of modules. As
stated previously, so far, no such benchmark exists. Therefore, we provide results on
a Single Module Arithmetic Task, training modules on their respective operations over a
range of different interpolation distributions and testing over a range of extrapolation
distributions.

Why not use the two-layered Arithmetic Dataset Task? The Arithmetic Dataset Task
requires modules to perform three sub-tasks: selection, operation, stacking. Selection
is the ability to deal with input redundancy for both modules (though more-so for the
first layer addition module). Operation is the ability to carry out the correct operation/s
(i.e., addition and multiplication). Stacking sees if training can propagate through two
layers. Even with only two layers, there are already multiple components being as-
sessed in a single task, making it difficult to analyse where issues lie. Therefore, to gain
a better understanding of individual NALMs, we propose an experiment that evalu-
ates if the operation/s the module specialises in can be learned.

Setup. A single module is used. The input size is two and the output size is one,
hence there is no input redundancy. Hence, the objective is to model: y = x1 ◦ x2

where ◦ ∈ {+,−,×,÷}. We test the: NALU, iNALU, G-NALU, NAC+, NAC•, NAU,
NMU, NPU, and Real NPU. Each run trains for 50,000 iterations to allow for enough
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iterations until convergence. A MSE loss is used with an Adam optimiser. Interpolation
(training/validation) and extrapolation (test) ranges are presented in Table 3.2. The
ranges are influenced by the ranges from Madsen and Johansen (2020) as they provide
good coverage. Early stopping is applied using a validation dataset sampled from
the interpolation range. A summary of experiment parameters is shown in Table 3.3.
Additional module specific hyper-parameters, hardware and runtimes are found in
Appendix E.1.

INTERPOLATION EXTRAPOLATION

[-20, -10) [-40, -20)
[-2, -1) [-6, -2)
[-1.2, -1.1) [-6.1, -1.2)
[-0.2, -0.1) [-2, -0.2)
[-2, 2) [-6, -2) ∪ [2, 6)
[0.1, 0.2) [0.2, 2)
[1, 2) [2, 6)
[1.1, 1.2) [1.2, 6)
[10, 20) [20, 40)

TABLE 3.2: Interpolation (train/validation) and extrapolation (test) ranges used for
the Single Module Arithmetic Task. Data (as floats) is drawn from a Uniform distribu-

tion with the range values as the lower and upper bounds.

TABLE 3.3: Parameters for the Single Module Task which are applied to all modules.
∗Validation and test datasets generate one batch of samples at the start which gets

used for evaluation for all iterations.

Parameter Single Module Task

Layers 1
Input size 2
Subset ratio 0.5
Overlap ratio 0
Total iterations 50000
Train samples 128 per batch
Validation samples∗ 10000
Test samples∗ 10000
Seeds 25
Optimiser Adam (betas=(0.9, 0.999))

3.3.1 Evaluation Metrics

We adopt the Madsen and Johansen (2019)’s evaluation scheme used for the Arithmetic
Dataset Task (explained in Section 3.2.1), but adapt the expression used to generate
the predictions of an ϵ-perfect model yϵ

o. To reiterate, the purpose of using an epsilon
based evaluation is to take into consideration the numerical precision errors which can
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occur as well as the effect of the input ranges on the magnitude of those errors. The
expression for yϵ

o varies per operation and is shown below:

Addition: yϵ
o = (x1 + x2)−

(︄
I

∑
i=1
|xi|
)︄

ϵ

Subtraction: yϵ
o = (x1 − x2)−

(︄
I

∑
i=1
|xi|
)︄

ϵ

Multiplication: yϵ
o = (x1x2)(1− ϵ)2 × ∏

xi∈Xirr

(1− |xi|ϵ)

Division: yϵ
o =

x1(1− ϵ)

x2(1 + ϵ)
× ∏

xi∈Xirr

(1− |xi|ϵ)

Assume x1 and x2 are the relevant operands for the operation. Any remaining features
(x3, ..., xn) are irrelevant to the calculation and part of the set Xirr. Let I denote the to-
tal number of input features. In each case, the ϵ for each feature will contribute some
error towards the prediction. A simulated MSE is then generated with an ϵ = 10−5

like in Madsen and Johansen (2019) and used as the threshold value to determine if
a NALM converges successfully for a particular range by comparing the NALMs ex-
trapolation error against the threshold value. The above expressions provide the most
tolerant scenario (assuming epsilon-feature error) of the error threshold to be consid-
ered a success, regardless of if the inputs are positive, negative or mixed-signs.

3.3.1.1 Alternative Options for Generating a Success Threshold

Though not used for this experiment, other methods can be used to generate the
ϵ-threshold. The factors which can be changed include:

• The ϵ-perfect model, e.g., we could use a ϵ-perfect NALU expression which uses
log space.

• The comparison metric against the perfect model. A MSE is used but other met-
rics such as PCC or MAPE are also valid.

• The value of ϵ to control the tolerance of the threshold. Larger values would be
more tolerant while smaller values are tighter.

All these can be modified and should be considered if creating a new threshold eval-
uation scheme. However, the three points to be consistent on no matter the chosen
evaluation method are:

1. Being task and range dependant.
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2. Using the same threshold when comparing models on the same task.

3. Not making the generation of the threshold dependent on the benchmarked model.

3.3.2 Results

We present the NALMs’ performances on the four main arithmetic operations. Each
figure consists of plots for each evaluation metric (success rate, speed of convergence
and sparsity error), with confidence intervals calculated over 25 seeds.

Addition (Figure 3.2). The NAU has full success for all ranges correlating to the spar-
sity errors around 0 meaning that weights successfully converge to the expected value
of 1. The iNALU also has full success but takes longer to solve and has a slightly
larger sparsity error than the NAU. The NALU struggles with consistent performance
especially for the small positive range (U [0.1,0.2)), large positive range (U [10,20)) and
range with both positive and negative inputs (U [-2,2)). The low sparsity error implies
that discrete values are being converged to, though not to the correct ones. The NAC+

also struggles to obtain consistent results over different ranges like the NALU. The
G-NALU performs the worst of all the modules obtaining non-zero success on only 4
of the 9 ranges.

Subtraction (Figure 3.3). The NAU has full success for all ranges. The solved at itera-
tions does remain low, similar to addition, with perfect sparsity when converged. How-
ever, ranges U [-1.2,-1.1) and U [1.1,1.2) require over double the number of iterations to
be solved compared to the rest of the ranges implying that small ranges can cause more
challenging loss landscapes. The difficulty of these two ranges also holds for all other
modules which have near 0 success (except the iNALU which has at least 40% success).
The iNALU has full success on all ranges excluding U [-1.2,-1.1) and U [1.1,1.2). Like ad-
dition, the solve speed and sparsity error of iNALU remain larger than the NAU. The
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FIGURE 3.2: Performance on Single Module Task for addition.
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FIGURE 3.3: Performance on Single Module Task for subtraction.

NALU struggles much more with subtraction than with addition (except for U [10,20)).
The NAC+ outperforms NALU on 4 of the 9 ranges. The G-NALU does not outper-
form the NALU on any ranges.

Multiplication (Figure 3.4). The NMU, iNALU, NPU and Real NPU have full success
on range U [1,2). The NMU struggles with some negative input ranges, i.e., U [-1.2,-1.1)
and U [-2, -1). Though NPUs can process negative inputs, empirical results suggest the
modules struggle to learn. The NPU and Real NPU perform the same for all ranges
except one, suggesting that the problem is not complex enough to require the use of
the imaginary weight matrix. However, U [-2,2) is an example in which Wim is utilised
(achieving 32% more success than the Real NPU). Even though this range allows ei-
ther of the input values to be positive or negative values, the learned weights should
be [1,1] for the real weights and [0,0] for the imaginary weights. The NALU can solve
some ranges but no range with full success. The NAC• outperforms the NALU on the
2 ranges it has success but fails to achieve any success on the remaining 7 ranges. The
iNALU outperforms the NALU on 7 ranges where it gains full success on 5 of those
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FIGURE 3.4: Performance on Single Module Task for multiplication.
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FIGURE 3.5: Performance on Single Module Task for division.

ranges. Similar to the addition and subtraction results, the G-NALU does not outper-
form the NALU on any ranges suggesting that golden ratio based tanh and sigmoid
are not effective for learning.

Division (Figure 3.5). No model solves division for all ranges. The iNALU is the only
module to have a success rate of 1 on any range, fully solving 3 of the 9 ranges. This
highlights the difficulty in modelling division even for the simplest case, aligning with
prior claims (Madsen and Johansen, 2020). The NPU and Real NPU perform perfectly
for U [1,2). The Real NPU has better performance than the NPU for negative input
ranges. The NAC• is able to achieve some success on 4 ranges while the NALU and
the G-NALU cannot achieve any success on all 9 ranges. The failure on U [-2,2) for
the NALU and G-NALU is expected due to the inability to process mixed sign inputs
caused by the modules’ log-exponent transformation.

Why is multiplication/division more challenging to learn than addition/subtraction?
A trend observed from our qualitative and quantitative analysis is that learning mul-
tiplication or division operations are significantly more difficult than addition or sub-
traction. As NALMs require gradient based learning, parameter updates are operator
dependant, therefore, if the partial derivatives of the operations are considered (see Ta-
ble 3.4) the following point becomes apparent. Addition and subtraction have constant
derivatives whereas multiplication and division derivatives are reliant on the inputs
(including elements you are not differentiating with respect to). This gives intuition

TABLE 3.4: Partial derivatives for a two-input single arithmetic operation task.

Expression ∂y
∂a

∂y
∂b

y = a + b 1 1
y = a− b 1 -1
y = a× b b a
y = a

b
1
b − a

b2
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as to why multiplication and division have difficulties in robustness to different train-
ing ranges. Even though architectures such as the NALU use a log-exponent trans-
formation to convert multiplication/division into addition/subtraction operations in
logarithmic space, the expression is still equivalent to a multiplication and division,
meaning the gradients will still be input dependent.

Testing limits of full success modules. Achieving full success on all the ranges for an
operation only occurred three times - the iNALU for addition and the NAU in addition
and subtraction. To determine to what extent this holds, we experiment with introduc-
ing redundant units to the input, resulting in an increase in the task difficulty.

The NAU fails at 10 inputs (8 redundant inputs) for addition (Figure 3.6) but remains
successful for subtraction. To discover failures for subtraction, we significantly increase
the number of inputs to 100 (98 redundant inputs) (Figure 3.7). This results in failure
cases for U [-1.2,-.1.1) and U [1.1,1.2) which match the failure ranges for addition. The
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FIGURE 3.6: NAU failures on the Single Module Task for addition and subtraction
with 10 inputs (8 redundant inputs).
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FIGURE 3.7: NAU failures on the Single Module Task for subtraction with 100 inputs
(98 redundant inputs).
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FIGURE 3.8: iNALU failures on the Single Module Task for addition with 10 inputs (8
redundant inputs).

iNALU (Figure 3.8) shows multiple failure ranges at 10 input units (8 redundant in-
puts), achieving reasonable success only on the larger ranges.

3.4 Summary

In this chapter, we have highlighted the need for standardised benchmarks and reliable
evaluation metrics for measuring the arithmetic extrapolation performance of NALMs.
To this end, we introduce the Single Module Arithmetic Task as a step towards such
benchmarks with metrics to measure success rate, convergence speeds and sparsity
errors. The Single Module Task assesses the stability of individual NALMs.

Our empirical findings show that NALMs are not robust in learning to extrapolate
on the simplest arithmetic setting, as they struggle to consistently learn over different
training ranges and seeds. NALMs which achieved full success on all ranges for an op-
eration on the two-input setup break when redundant inputs are introduced, however
the extent varies depending on the module. Division is the most challenging opera-
tion followed by multiplication, subtraction and addition. NALMs which specialise
in at most two operations are found to outperform the NALU in a majority of the
cases. Of the NALMs which can model the four operations, i.e., the NALU, iNALU
and G-NALU, the iNALU performs best on average over all operations, though the
performance gain is less significant for multiplication and division. We will now dive
further in and explore potential options to fix this lack of robustness in the upcoming
chapters.
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Chapter 4

Multiplication - Improving
Robustness via Stochasticity

So far, by cross-comparing existing NALMs in Chapter 3, we have discovered that cur-
rent multiplicative modules are unable to be robust over different training ranges. In
other words, although modules have adequate representational power, they have dif-
ficulty in terms of learnability. We now begin to understand why. We choose to focus
on multiplication over the other elementary operations as the function’s scalar field
is more complex to learn than addition and subtraction, and is well defined for the
domain of interest unlike division which is undefined when dividing by zero. We dis-
cover that by introducing reversible stochasticity to a multiplication NALM, it is possible
to improve the robustness without compromising on performance even if the NALM
is a component in a DNN.

Using stochasticity to improve learning is a practice that the community has used in
many ways. Noise can be injected into the input or weights to improve generalisation
by implicitly inducing additional regularisation to the cost (An, 1996). Alternatively,
noise can be added to the gradients to encourage exploration giving the model the
opportunity to escape the local minima. Such noise is irreversible, meaning that the
convergence cannot reach zero, but if annealed throughout training then zero conver-
gence can occur (Neelakantan et al., 2015). In contrast to these methods, the input noise
method we propose to use is fully reversible allowing for better exploration during train-
ing, and the ability to get convergence to minimal loss. Stochasticity has also been used
to improve model robustness by reducing sensitivity to noisy inputs. For example in
adversarial training, data includes inputs perturbed with noise that would trick the
model to make incorrect classifications (Goodfellow et al., 2015). In other works, such
as denoising autoencoders, noise is added to the input which the network must learn
to denoise (Vincent et al., 2008). Our approach does not require any learning during
the denoising stage and is designed to be automatically reversible no matter the input.
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General purpose neural networks which do not use specialist modules can also apply
data augmentation to perturb the input to teach the model to be more robust (Shorten
and Khoshgoftaar, 2019). However, as our module learns exact multiplication, aug-
menting the input will result in the output no longer being a function of the multiplica-
tion of the original inputs. Therefore, we reverse the effect of input noise in our model
at the output to retain the correct input-to-output relation. Code (MIT license) is avail-
able at https://github.com/bmistry4/nalm-robust-nmu.

4.1 Robustness Issues with Multiplication Modules

Previously in Figure 3.4, we highlight robustness issues when training on different in-
puts when training on a relatively simple task of multiplying two numbers. No module
has full success on all ranges, with all modules completely failing on small negative in-
put ranges such as U [-1.2,-1.1) and U [-2, -1). Next, we reason as to why such failures
occur. To do this, we focus on the best performing NALM, the NMU.

4.1.1 Problem: Inputs that Induce Local Optima

−1 −0.5 0 0.5 1−1

0

1
0

100

w1

w2

M
SE

lo
ss

FIGURE 4.1: Static loss landscape with a batch size of 1 for NMU weights in a Sin-
gle Module Task for learning −2×−1.8. Ideally, the weights should converge to the
global minima (1,1) (blue cross) which is the extrapolative solution. However, an al-
ternate minima at (- 1

6 ,-0.5) (red cross) exists which solves −2×−1.8 but will not ex-
trapolate. Furthermore, since the weights for this minima are < 0.5 the model will

stop at (0, 0) (black cross) due to weight clipping and regularisation.

The NMU fails to get 100% success for interpolation ranges U [-1.2,-1.1) and U [-2,-1).
Unlike the NALU, the NMU supports negative inputs. Unlike the (Real)NPU and

https://github.com/bmistry4/nalm-robust-nmu
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iNALU, the NMU does not require a mechanism for recovering the sign of the out-
put. Unlike all of the three mentioned NALMs, the NMU does not require support-
ing division. Therefore, rather than an architectural limitation, there exists some is-
sue with the way weights are learned. Specifically, we find weights converge towards
non-extrapolative local optima. Such optima can be considered global for some inter-
polation cases (achieving a low enough train loss to be considered a solution), but are
local optima for extrapolation cases (with high test errors). Figure 4.1 illustrates this
issue. For expressing −2× −1.8 = 3.6, rather than learning W = [ 1 1 ]T which is an
extrapolative solution, the weights tend towards the solution [ − 1

6 −0.5 ]T. Though this
solution does multiply to the correct output value i.e.,

NMU([ −2 −1.8 ]) = ∏
[︁ −2
−1.8

]︁ [︂ − 1
6

−0.5

]︂
+ 1−

[︂
− 1

6
−0.5

]︂
=

(︃
−2×−1

6
+ 1−

(︃
−1

6

)︃)︃
× (−1.8×−0.5 + 1− (−0.5))

= 1.5× 2.4

= 3.6 ,

it will easily break with other inputs. Furthermore, due to the clipping and regularisa-
tion applied to the NMU the final weights become [ 0 0 ]T rather than [ − 1

6 −0.5 ]T. This
failure indicates that the NMU’s architectural bias of cumulative multiplication, where
irrelevant inputs are converted to 1 via the +1−W, can cause local minima. As the
input range is an independent variable in our experiments, we believe that the input
data influences the weight learning towards the local minima which gets wrongly en-
forced by the model’s bias towards discrete weights (from regularisation and weight
clipping).

4.2 A Stochastic Wrapper: The Stochastic NMU (sNMU)

Noising Denoising
sNMU

FIGURE 4.2: Stochastic NMU architecture

As the observed issue is correlated with the input values, we ask if there is a way to
modify the learning pipeline such that the input has a less negative impact on module
learnability. In particular, we focus on solutions that do not modify the existing NMU
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architecture as it already provides the relevant mechanics for cumulative multiplica-
tion. To this end, we propose the stochastic NMU (sNMU) illustrated in Figure 4.2 to
solve the issue.

The sNMU acts as a wrapper on the NMU. There are two stages to the sNMU: (1)
noising to apply noise to the inputs of the NMU and (2) denoising the output of the NMU
to cancel the effect of the introduced noise. The noising and denoising are applied with
the intention that the resulting output value is the same as using the NMU without
noisy inputs. The two stages are detailed below.

Noising: Noise ni is sampled from U [a, b] (where a and b are predetermined) and mul-
tiplied with each input, xi:

NMUnoisy : m̃o =
I

∏
i=1

(nixiWi,o + 1−Wi,o) . (4.1)

Denoising: Only dividing by the cumulative noise would not fully reverse the effects if
there are redundant inputs. To fully cancel the effect of the noise, the output is divided
by a denoising factor which induces a bias in the weights forcing them towards being
either 0 or 1:

sNMU : mo =
m̃o

∏I
i=1(niWi,o + 1−Wi,o)

. (4.2)

The denoising is only used during training; during inference, the module will act ex-
actly like a NMU. Denoising using only the product of the noise values, ∏I

i=1 ni, is
not valid for cases with redundant inputs (wi = 0) where not all inputs are selected
for multiplication. To alleviate the redundancy issue, the noise is multiplied with the
weight values (niWi,o). However this causes a division by 0 if weight/noise values are
0 or numeric precision errors if close to 0; therefore, the +1−Wi,o term is included in
the denoising. As the noise distribution is predefined, the lower bound of the noise can
be controlled avoiding issues with very small noise values. The denoising occurs at the
module output rather than the network output, because when the modules are used as
part of a larger end-to-end network the resulting feed-forward expression of the net-
work can become quite complex making it difficult to denoise. Therefore, if denoising
is completed at the module-level, the complexity is vastly reduced.

To the best of our knowledge, this work is the first in using reversible noise for NALMs.
Since the NMU architecture is not modified, the weight values remain interpretable
where 0 still refers to ignoring an input and 1 refers to multiplying the input. Hence, we
know with full confidence which inputs will be multiplied. In other words, if weights
converge correctly, the sNMU acts as an extrapolative multiplication module which
works on any valid input value.
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FIGURE 4.3: Heatmap of the MSE for learning −2.1×−1.8. Colours depict the suc-
cess (green means success and red means failure), assuming that the NALM initial
weights are set to w1 and w2 respectively. Vectors are shown over the different mea-
sure starting points displaying the direction the learning takes. The decimals in the

sub-captions represent the average success rate (max=1).

To illustrate how the optimisation improves when using the sNMU, we take the toy ex-
ample to learn−2×−1.8 which displays the local optima issue from Figure 4.1 and em-
pirically measure the success. Multiple independent instances of a NALM are trained,
where the starting weights are initialised to some value between [0,1] which is the al-
lowed range of weights for the NMU/sNMU. Using a grid sweep method, all weight
initialisations between 0-1 with a step size of 0.05 are trained. The sNMU samples noise
from a U [1, 5] distribution, resulting in samples which will scale the input magnitude.
A model instance is trained without regularisation for 2500 epochs with a SGD opti-
mizer and a learning rate of 0.001. Figure 4.3 illustrates the success (green)/failure (red)
for each model instantiation over the grid. A vector field is overlaid on the grid show-
ing the direction the weights will travel from the starting point to the final weights.
The successes are shown to converge towards [1,1], while failures converge to [0,0] cor-
responding to the minima from Figure 4.1. The NMU is clearly more likely to fail over
a wider range of initialisations compared to the sNMU, suggesting that the reversible
stochasticity aids in escaping the local minima.

4.3 Alternate Stochastic Methods

As well as our reversible stochasticity, we consider how other forms of stochasticity
can affect the learning of a NALM. The two methods are explicit gradient noise and
stochastic gating.
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4.3.1 Stochastic Gating

Rather than using stochasticity to modify the gradients of the weights, we reformulate
the NMU weights such that each weight learns using directly injected noise. To do
this, a NMU weight is viewed as a learnable stochastic gate (Yamada et al., 2020). We
name this architecture the stochastic gated NMU (stgNMU). A gate represents a con-
tinuous relaxation of a Bernoulli distribution by modelling a mean shifted Gaussian
random variable clipped between [0,1]. A learnable mean, µi, is initialised to 0.5 and
the NMU weight is obtained by transforming the gate weight using a hard sigmoid.
A NMU weight is defined as wi = max(0, min(1, µi + ϵi)) where ϵi is noise sampled
from N(0, σ2) and σ = 0.5. During training noise is used, however, during inference
no noise is added. L0 regularisation is applied by taking the probability that the gates
are active, which can be calculated using a standard Gaussian CDF i.e., ΣI

i=1Φ( µi
σ ). To

balance the regularisation with the main loss objective, the regularisation is scaled by
a pre-defined hyperparameter λ.

4.3.2 Gradient Noise

Rather than implicitly altering the gradients by using reversible stochasticity, we see
if altering the gradients of a NALM explicitly can improve learning. Following (Nee-
lakantan et al., 2015), we add noise sampled from N(0, σ2

t ) to the gradients every train-
ing step. The noise is annealed over epochs, therefore σ2

t = η
(1+e)0.55 where e is the epoch

and η is a scaling factor. In experiments, we name this model “NMU + grad noise”.

4.4 Single Layer Task

We begin by observing the effect of the stochastic approaches using the single-layer
setup from Section 3.3.

The sNMU achieves full success on the Single Module Task on all ranges (Figure 4.4)
without compromising the existing advantages of the NMU i.e., low parameter count,
fast solving speed and low sparsity error.

Using stochastic gates for the NMU weights (Figure 4.5) can be beneficial if the λ is
sufficiently small (0.1 or under). When small λs are used, the stgNMU can improve on
the remaining two ranges where the NMU fails to obtain full success.

Adding gradient noise (Figure 4.6) does not improve the success rate in comparison
to the NMU. The convergence speeds get slower with gradient noise and if a larger
gradient noise is used (i.e., η = 10) then the success can begin to degrade (see U [-0.2,
-0.1]). This suggests that naively applying noise is not suited for NALM learning.
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FIGURE 4.4: Single Module Task for multiplication comparing the NMU to a stochastic
NMU (sNMU) with noise sampled from U [1,5].
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FIGURE 4.5: Single Layer Task results for using stochastic gating to learn the NMU
weights over different λ (regularisation scaling).
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FIGURE 4.6: Single Layer Task results for using additive stochastic noise to learn the
NMU weights over different η.

4.5 Arithmetic Dataset Task

We now evaluate against the Madsen and Johansen (2019) two-layer task setup de-
scribed in Section 3.1, presenting results for the stacked ADD-MUL module where the
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ADD module is a NAU and the MUL module is a NMU/stochastic NMU variant. A
summary of the experiment parameters is shown in Table 4.1. Additional module spe-
cific hyper-parameters, hardware and runtimes are found in Appendix E.1.

TABLE 4.1: Parameters for the Arithmetic Dataset Task which are applied to all mod-
ules. ∗Validation and test datasets generate one batch of samples at the start which

gets used for evaluation for all iterations.

Parameter Arithmetic Dataset Task

Layers 2
Input size 100
Subset ratio 0.25
Overlap ratio 0.5
Total iterations 5 million
Train samples 128 per batch
Validation samples∗ 10000
Test samples∗ 10000
Seeds 20
Optimiser Adam (betas=(0.9, 0.999))

Taking the best hyperparameters from the single-layer task and training on the two-
layer Arithmetic Dataset Task results in Figure 4.7 which shows that compared to the
original NMU both the stgNMU and gradient noise hurt performance while the sNMU
can improve performance. By manipulating the input with the reversible noise dur-
ing training, the resulting gradients can in some cases be better equipped to escape
local optima and providing exploration; we further investigate this in Section 6.2. The
stacked NAU-NMU fails on multiple ranges. The sNMU shows improvement with
faster solve speeds and lower sparsity errors compared to the NMU. The sNMU fixes
all failures in U [-2, 2) and improves the success rate of U [-0.2,-0.1) from 0.75 to 0.9 and

Extrapolation range success rate Solved at iteration step Sparsity error
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FIGURE 4.8: Arithmetic Dataset Task for multiplication over various Uniform noise
ranges for the NAU-sNMU.

U [0.1,0.2) from 0.8 to 0.9. However, ranges U [1.1,1.2) and U [-1.2,-1.1) remain at a suc-
cess rate of 0 for both models.

The reversible stochasticity’s only tunable parameter is the noise range. Figure 4.8
shows the effect of using different noise ranges for the sNMU. Smaller ranges less than
one perform worse for data generated with a Uniform distribution and too large a
range also shows degradation in the performance in success and sparsity on larger
training ranges. Using batch noise, which automates the noise range by using batch
statistics to sample from U [1, 1 + 1

σ(x) ], where σ(x) is the standard deviation of the
sNMU input x, also achieves reasonable results. The lower bound is set to 1 so the
noise cannot scale down the gradient magnitude. The upper bound function (see Fig-
ure 4.9) models an exponential decay curve where data batches with larger standard
deviations result in smaller noise values while smaller standard deviations have much
larger values. The intuition behind this is when the data distribution has similar mag-
nitude samples (i.e., small standard deviations) it is easier for the module to confuse
the different input features therefore having more noise makes it easier to differentiate
between them. That being said, the range U [1,5] is found to be the best for this task in
regard to the three evaluation metrics.
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FIGURE 4.9: Upper bounds for batch (statistic) noise.



76 Chapter 4. Multiplication - Improving Robustness via Stochasticity

4.6 MNIST Arithmetic

The findings from the previous synthetic number tasks show that from the different
noise methods, only the reversible stochasticity is effective and can provide improve-
ments over the NMU. We now take this a step further and focus our attention on image-
based tasks where multiplication is required. Monolithic networks have been found to
be unable to learn multiplication on image-based inputs (e.g., multiplying the num-
bers shown in two images) (Hoshen and Peleg, 2016). This section, therefore, explores
the effect of including specialist multiplication modules as a downstream layer for two
types of image tasks: static MNIST product and sequential MNIST product. The static
product task investigates learning to multiply images composed of two MNIST dig-
its, and two variations of this task are explored: isolated digit classification and colour
channel concatenated digit classification. The sequential product task investigates mul-
tiplying a sequence of MNIST images. Summaries of hardware/runtimes can be found
in Appendix E.2.

4.6.1 Static MNIST Product

We investigate learning to multiply images composed of two MNIST digits. Two vari-
ations of the task are explored: isolated digit classification and colour channel concate-
nated digit classification. Table 4.2 summarises the experiment parameters.

TABLE 4.2: Static MNIST Product experiment parameters.

Parameter Isolated Digits Colour Channel Concate-
nated

Epochs 1000 1000
Samples per permuta-
tion

1000 1100

Train:Val:Test 90:-:10 51:15:34
Batch Size 128 256
Train samples 90,000 61,710
Test samples 10,000 37,400
Folds/Seeds 10 3
Optimiser Adam (betas=(0.9, 0.999)) Adam (betas=(0.9, 0.999))
Criterion MSE MSE
Learning rate 10−3 10−3

λstart − λend epochs 30-40 30-40
λ̂ 100 100
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4.6.1.1 Isolated Digit Classification

Motivation. First, we determine if digit classification can be learned in upstream layers
in a simple setting where no image localisation is required.

Setup and network. Following Bloice et al. (2021)’s setup, the dataset contains permu-
tation pairs of MNIST digits side-by-side with the target label being the product of the
digits, e.g. input with output 4(= 4× 1). Importantly, although there is no overlap
between the permutation pairs in the train and test set, all individual digits (between
0-9) are seen during training. For example, the pair ‘54’ would exist in the test set and
not the train set but the digits ‘5’ and ‘4’ would exist in other pairs of the train set such
as ‘15’ or ‘47’.

The network learns a map from the input image to the labels of the two digits (digit
classifier), followed by a map from the two labels to their product (multiplication
layer). As the commutative property of multiplication can cause learning difficulties
for the digit classifier, we separate the two digits into single digits, classify per digit
(using softargmax which is defined in Chapter 7’s Equation 7.3) and then recombine
the two labels. The digit classifier is a convolutional network.1

The multiplication layer is done in three different ways: (1) solved multiplication base-
line model (MUL), (2) fully connected (FC) layer whose output is the product of the
learnable weights, and (3) NALM: NMU/sNMU. For a fair comparison, the fully con-
nected network uses the same initialisation scheme as the NMU. The FC layer uses
weighted product accumulators rather than linear layers as the latter does not have the
capacity to do multiplication. Additional details regarding the network architecture
are given in Appendix E.4.1.

Metrics and results. The network is trained using a MSE loss criterion between the
predicted multiplication and the target value, and a discretisation regularisation (if a
NALM is used as the multiplication layer). The MUL baseline only needs to learn
to classify the images to their respective labels and therefore is considered a strong
baseline. For a NALM to outperform the baseline would imply that the arithmetic
inductive bias can aid learning of downstream layers. The results in Figure 4.10 use
a strict criterion for measuring accuracy as the predictions are not processed in any
way (e.g. rounded/truncated). Hence a model must learn to apply the operation and
classify the digits exactly. Results show both the sNMUs with U [1,5] noise and batch
noise (96.6% and 85.6%) outperform the NMU (59.3%) for the test output metric, with
no overlap in confidence bounds.

1From the PyTorch MNIST example https://github.com/pytorch/examples/blob/master/mnist/

main.py.

https://github.com/pytorch/examples/blob/master/mnist/main.py
https://github.com/pytorch/examples/blob/master/mnist/main.py
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FIGURE 4.10: Isolated Digits task accuracies for classifying each of the two digits (label
1 and label 2) and the final product (output) for training and testing.

The FC model learns to classify each label to a reasonable accuracy but does not learn
the multiplication weights robustly resulting in poor output accuracy. In contrast, the
specialised modules, the NMU and sNMU all have a similar label and output accu-
racies. This can be observed by plotting the trajectories for the two learnable weights
used when calculating the multiplication operation for each fold. We expect a correct
solution to converge to the weights of [1, 1]. The baseline, which uses a solved multi-
plier, has no learnable weights for multiplication and hence has no trajectory plot.

Figure 4.11 shows the FC models are unable to reliably converge to the true solution on
any run. The NMU gets close to the solution but only 70% of runs converge to weights
of 1 exactly, while 100% of the sNMU models converge. The U [1,5] sNMU outperforms
both the NMU and MUL model, suggesting that the reversible stochasticity not only
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FIGURE 4.11: Path learned by the weights for the multiplication network for the Iso-
lated Digits task. Each path represents a different seed. Blue and red asterisks repre-

sent the starting and ending points respectively. The target to reach is (1,1).

improves robustness but can aid with learning upstream layers. For further analysis
regarding the classification accuracies of the digit classifier network see Appendix F.

4.6.1.2 Colour Channel Concatenated Digit Classification

Motivation. Confirming NALMs can be effective using simple digit classifiers, we now
ask if this remains the case if the difficulty for the classification network is increased.

Setup and network. Following Jaderberg et al. (2015), random rotation, scaling and
translation transforms are applied to the digits and the image classifier must learn to
localise digits as images now contain both digits separated by the colour channel.

FIGURE 4.12: Spatial Transformer Network (STN), taken from Jaderberg et al. (2015,
Figure 2.6).
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FIGURE 4.13: Example of applying an STN with a Thin Plate Spline (TPS) transfor-
mation on a distorted MNIST digit. This image is a partial reproduction of Jaderberg

et al. (2015, Table 1).

The digit classifier uses the Spatial Transformer Network (STN) (Jaderberg et al., 2015)
shown in Figure 4.12, which is a differentiable layer that allows attention to a relevant
area of an image and transforms the area to a less distorted (canonical) pose (see Fig-
ure 4.13).

There are three parts to the STN - the localisation network, the grid generator and the
sampler. First, the localisation network is a regression network that outputs the param-
eters for the spatial transformation. We use a 16 control point Thin Plate Spline (TPS)
transformation for the digit localisation (Bookstein, 1989), but other possibilities would
include using an affine transformation or attention transformation. Since there are two
MNIST digits to classify, two different localisation networks are learnt; one for each
digit. Second, the grid generator creates a sampling grid that indicates where the input
should be sampled. In other words, by applying the spatial transformation parameters
to the target points, we can determine the set of coordinates (an interpolation sampling
grid) on the input (as floating-point values) which need to be sampled to generate
the output. Third, the sampler creates the output by applying the interpolation grid
to the input to sample the coordinates from the input via bilinear interpolation. The
resulting spatially transformed digits are processed by a convolutional network to ob-
tain the logits for digit classification (using softargmax). The multiplication layer uses
the same options as the Isolated Digits task from Section 4.6.1.1 (i.e., MUL, FC, NMU
and sNMU). Additional details regarding the network architecture are given in Ap-
pendix E.4.2.

Metrics and results. The network is trained using a MSE loss criterion between the
predicted multiplication and the target value, and discretisation regularisation (if a
NALM is used as the multiplication layer). For plotting results, the accuracies of each
digit label and the final output value are taken. Due to the increased difficulty of classi-
fication, the label and output predictions are rounded before calculating the accuracies.
Figure 4.14 shows that the sNMU with batch noise is able to get comparable test out-
put accuracy to the solved baseline (67.9% vs 68.9%) with tighter confidence bounds,
suggesting improved robustness for the digit classifier network. There is also an im-
provement (+13%) in classifying the first digit. Using a noise range of U [1,5] has a
weaker performance in comparison to using batch noise.
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sifying each of the two digits (label 1 and label 2) and the final product (output) for
training and testing. Accuracies are calculated after rounding the labels/output pre-

dictions.

The weight trajectories from Figure 4.15 show that the NMU fails to converge towards
the correct multiplication weights for a fold, unlike its stochastic versions, achieving
similar accuracies to the FC based network. Like the Isolated digits task, the FC models
are again unable to converge reliably to the true solution. For further analysis regarding
the classification accuracies of the digit classifier network see Appendix F.
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FIGURE 4.15: Path learnt by the weights for the multiplication network in the Colour
Channel Concatenated task. Each path represents a different seed. Blue and red aster-
isks represent the starting and ending points respectively. The target to reach is (1,1).

4.6.2 Sequential MNIST Product

A summary of the experiment parameters is given in Table 4.3. Additional details
regarding the network architecture are given in Appendix E.4.3.

TABLE 4.3: Sequential MNIST experiment parameters. The Validation digits are the
last 5000 images of the MNIST training set. Iterations are equivalent to the number of

image batches seen; it is a global count over the epochs.

Parameter Sequential MNIST

Epochs 1000
Batch Size 64
Train digits 55000
Validation digits 5000
Test digits 10000
Interpolation length 2
Extrapolation lengths Up to 20
Optimiser Adam (betas=(0.9, 0.999))
Criterion MSE
Learning rate 10−3

λstart − λend iterations 10000-100000
Seeds 10

Motivation. To test the effect of the modules in a different type of extrapolative setting,
a sequential task is adopted where the number of digits to multiply can be controlled.
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Mul net1

7 3

Mul net 21

Digit regression
net

Digit regression
net

FIGURE 4.16: Example of a Sequential MNIST network unrolled for two timesteps.
The Digit regression net is the image-to-value network and the Mul net is the multi-
plication network for multiplying the hidden state (i.e., the memory which stores the
accumulated multiplication value) with the input element. The starting hidden state

is 1 which is the identity value of multiplication.

Setup and network. Following Madsen and Johansen (2020), given a sequence of
MNIST digits (between 1-9), process one image at a time using a classification net-
work to regress an image to its label value, which gets passed into a recursive NALM
cell to calculate the cumulative result as shown in Figure 4.16. The NALM will take in
two inputs: the predicted label of the image at the current timestep and the predicted
accumulated value from the previous timesteps. A convolutional network is used to
regress the images to a scalar real number representing the digit. The multiplication
layer is either solved (baseline) or requires learning a NALM (NMU or sNMU).

Regularisation on the output of the digit regression network is applied to encourage
solutions which adhere to the bias that NMU weights of 1 result in multiplication, i.e.,

Rz =
1
I

I

∑
i

(︁
(1−Wi) · (1− zī)

2)︁ .

where I is the number of input features, O (=1) is the number of output features, Wi,o is
a NMU weight and zī is the average input values into the recurrent NALM cell (over
the batch and timesteps). If the NMU weight is 1 then there is no penalty. If the weight
is converging towards 0 then the penalty uses the (1− zī)

2 to penalise the inputs to the
cell from becoming too large which encourages sub-optimal solutions. On top of this,
for the NALM multiplication units, regularisation which encourages NMU discretisa-
tion (see Equations 2.15 and 2.16) is also applied.
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Metrics and results. The training metric used is the MSE taken between the output
for each timestep and its corresponding cumulative target. Similar to the evaluation of
arithmetic tasks from Chapter 3, a success threshold is calculated to determine if the
MSE of the network should be considered a success. The success threshold is the 1%
one-sided upper confidence interval using a student-t distribution over the MSE of a
network where the cumulative multiplication layer is solved. Training uses two-digit
sequences while testing uses sequences up to 20 digits long.2 A validation set, made up
of two-digit sequences, is used for early stopping by taking the best-performing model
on the validation set and using it for testing. Figure 4.17 shows the results with both
sNMU networks outperforming the NMU over multiple extrapolation lengths while
retaining fast convergence similar to the NMU. The batch sNMU underperforms in
comparison to the NMU between sequence lengths 11-14, while the noise range U [1,5]
only underperforms on length 15.
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FIGURE 4.17: Performance on Product of Sequential MNIST. Model names represent
the type of multiplication cell used. All models use the same CNN architecture to do

digit classification. Error bars represent the 95% confidence interval.

4.7 Summary

In this chapter, we have identified a cause of the lack of robustness in the NMU mul-
tiplication module. Specifically, the issue of local optima causes the NALM to attempt
to converge to weights outside of its allowed weight range. To begin to alleviate this
issue, we design a fully reversible stochastic wrapper on the NMU which improves the
NALM’s chances to escape local optima. The wrapper nature of this idea means that
the internal NALM dynamics do not need to be altered. We validate the idea empiri-
cally over arithmetic and MNIST experiments, finding in many cases the stochasticity
improves over the non-stochastic NMU.

There are three next steps that naturally follow this work. The first would be to under-
stand the effect different noise distributions have on learning. The second is to confirm
whether stochasticity can also aid other NALMs. As the stochasticity is fully reversible,

2Longer sequences can result in floating-point precision errors.
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the definition of denoising would need to be altered for different NALMs since denois-
ing relies on the weight values of the module. The third is to explore how well stochas-
ticity works when used on more complex visual datasets such as SVHN (Netzer et al.,
2011) or handwritten digits e.g., HINT (Li et al., 2021).
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Chapter 5

Division - Understanding the
Underlying Learning Mechanisms

Division is one of the four fundamental arithmetic operations and is necessary for ex-
pressing real-world dynamical systems (Sahoo et al., 2018; Li et al., 2019) and physics-
based formulas (Udrescu and Tegmark, 2020). However, the properties of division of
values around zero lead to undesirable gradients for training neural networks through
backpropagation, making it the hardest operation to learn. From reviewing the exist-
ing NALM literature in Chapter 2, we identified a constant agreement from all works
that division is difficult to learn. In Chapter 3 we empirically show this difficulty does
indeed exist, especially compared to the other arithmetic operations. We now break-
down the issue of learning division, investigating factors that cause learning issues and
mechanisms to alleviate the issues.

To set the scene for this chapter, imagine you must learn to divide 2 numbers from a
list of 10 numbers, but are only given the 10 numbers and the expected result. This
task requires finding the 2 relevant operands, the order to divide the operands, and
learning to divide. In ML, this is equivalent to a supervised regression task where
the aim is to learn the underlying function between the inputs and output such that
the solution is generalisable to any input. For neural networks, the main challenge
of this task comes from having to learn the selection and operations simultaneously,
which can lead to conflicting priorities when learning weights. The ability to do a
hard selection on relevant inputs/features is a desirable property for neural networks,
useful for improved interpretability, reduced preprocessing costs and greater generali-
sation (Chandrashekar and Sahin, 2014). As differentiable specialist modules, such as
those for arithmetic operations, can be integrated with overparametrised networks as
an intermediate module, being able to successfully select only the relevant inputs is
important (Madsen and Johansen, 2020).
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Can we build models which can learn division in the presence of its undesirable, yet
valid, properties? We aim to address this question in this chapter by optimising an
existing NALM, the Real NPU, and introducing two alternate division modules which
attempt to extend the NMU to do division. A desideratum for building a division
module is provided in Appendix G.1 and code (MIT license) is available at https:
//github.com/bmistry4/nalm-division.

5.1 Related Work

Learning to robustly divide provides a stepping stone for neural networks to achieve
symbolic regression. Compared to black-box neural network functions, expressing a
mathematical function is significantly easier to interpret. A fully differentiable neural
network approach can incorporate biases to improve the interpretability of the net-
work. Sahoo et al. (2018) sets activation functions in a layer to different symbolic oper-
ations rather than using a traditional non-linear activation like ReLU. They also encour-
age only using relevant weights through a sparsity regularisation scheme which varies
in strength depending on how much training has occurred. However, gaining the best
performance requires using selection strategies over many trained modules which is
costly and can be unreliable. In contrast, Udrescu and Tegmark (2020) exploits patterns
in the data by designing physics-related biases such as translational symmetry or mul-
tiplicative separability into their architecture. Due to the strong prior which assumes
the dataset contains underlying physics representations, the model performs poorly
when trained on datasets without such representations (Cava et al., 2021).

As we have seen, NALMs are another type of differentiable neural networks. Multi-
ple studies have shown using NALMs such as the NALU which ignores dealing with
the singularity in division is unstable in learning (Madsen and Johansen, 2020; Schlör
et al., 2020; Heim et al., 2020). Even with all the iNALU’s modifications on the NALU
including weight and gradient clipping, sign retrieval, regularisation, reinitialisation
and separating shared parameters, consistently learning division to high precision re-
mains unattainable (Schlör et al., 2020). The original empirical findings of the Real
NPU claim to outperform the iNALU for division (Heim et al., 2020) which we confirm
in our benchmark results of Figure 3.5, finding that the Real NPU has less complete
failures over more ranges.

5.2 Architectures

This section introduces the architectures for the Neural Reciprocal Unit (NRU), and the
Neural Multiplicative Reciprocal Unit (NMRU). Both NALMs are novel contributions

https://github.com/bmistry4/nalm-division
https://github.com/bmistry4/nalm-division
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which extend the existing NMU (see Section 2.2.3) to do division. Since these archi-
tectures are NALMs, they can be viewed as regression modules trained via supervised
learning. We assume the inputs are represented as a vector of features, where only
certain input features are relevant to the output. As with the earlier illustrations from
Chapter 2, we use Figure 5.1 as the key for the NRU and NMRU architecture illustra-
tions.

Element-wise addition

Element-wise subtraction

Element-wise multiplication

Element-wise 1-<value>

Element-wise reciprocal of input

Element-wise power

Input/output

Learnable parameter

Part of summative path calculation

Part of gating calculation

Part of multiplicative path calculation

Part of multiplicative sign retieval calculation

Matrix Multiplication

Data flow

Intermediary result

Transpose input

Concatenate input (column-wise)

Kronecker product

Concatenate input (row-wise)

FIGURE 5.1: Key of the symbols and colouring system for architecture illustrations.

5.2.1 NRU

abs

sign

NRU

FIGURE 5.2: NRU architecture. Example of a 3-feature input and 2-feature output
model.

We propose the NRU, which can model multiplication and division, by extending the
NMU, motivated by the fact that division is the multiplication of reciprocals. Compared to
the NMU, the allowed range for weight values is extended from [0,1] to [-1,1], where -1
represents applying the reciprocal on the corresponding input element. A NRU output
element zo is defined as

NRU : zo =
I

∏
i=1

(︂
sign(xi) · |xi|Wi,o · |Wi,o|+ 1− |Wi,o|

)︂
, (5.1)

where I is the number of inputs. Assuming weights are either 1 (multiply) or -1 (re-
ciprocal), |xi|Wi,o will apply the operation on an input element. The absolute value is
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used so that the module only operates in the space of real numbers, as xWi,o
i for a neg-

ative input (xi) when −1 < Wi,o < 1 results in a complex number. The use of absolute
means the sign of the input must be reapplied. For the no-selection case Wi,o = 0,
we want the input element to convert to 1 (the identity value), resulting in applying
·|Wi,o|+ 1− |Wi,o|. The derivative of the absolute function at 0 is undefined meaning
the gradients of Equation 5.1 can contain points of discontinuity. To alleviate this issue,
we approximate the absolute function using a scaled tanh (inspired by Faber and Wat-
tenhofer (2020)). More formally,

|Wi,o| =

⎧⎨⎩tanh(1000 ·Wi,o)
2 if training

|Wi,o| otherwise
.

The scale factor (1000), selected from tanh scaling experiments (see Appendix G.2),
controls how close to the absolute function the approximation is for -1, 0 and 1, where
larger scaling factors result in sharper approximation functions. For clipping and reg-
ularisation, the same scheme as the Neural Addition Unit (NAU) (see Equations 2.15
and 2.16) is used, forcing weight elements to converge to -1, 0 or 1.

5.2.2 NMRU

NMRU

abs

cos

FIGURE 5.3: NMRU architecture. Example of a 3-feature input and 2-feature output
model.

An alternate extension of the NMU, also motivated by division being a multiplication of
reciprocals is the NMRU (Equation 5.2). We concatenate the reciprocal of the input (plus
a small ϵ) to the input resulting in a module that only needs to learn selection. Hence,
weights can be in the range [0,1].

NMRU : zo =
2I

∏
i=1

(Wi,o · |xi|+ 1−Wi,o) · cos(
2I

∑
i=1

(Wi,o · ki)) , where ki =

⎧⎨⎩0 xi ≥ 0

π xi < 0
.

(5.2)

The iteration over 2I represents going through all inputs and their reciprocals. We cal-
culate the magnitude and sign separately, joining the result at the end. The magnitude
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is calculated by passing the absolute of the concatenated input through an NMU archi-
tecture and the sign is calculated by using a cosine mechanism similar to the Real NPU
(see Section 2.3.1). However, unlike the Real NPU only the weight matrix is required.
The norm of the weight’s gradients is clipped to 1 prior to being updated by the op-
timiser. This is done to alleviate the issue of exploding gradients caused by including
the reciprocal to the inputs. For clipping and regularisation, the same scheme as the
NMU (see Equations 2.15 and 2.16) is used, forcing weights to converge to 0 or 1.

5.3 Single Module Arithmetic Experiment Setup

TABLE 5.1: Parameters which are applied to all modules. Parameters have been split
based on the experiment. ∗Validation and test datasets generate one batch of samples
at the start which gets used for evaluation for all iterations. † the Real NPU modules

use a value of 1.

Parameter Without redundancy With redundancy

Layers 1 1
Input size 2 10
Total iterations 50,000 100,000
Train samples 128 per batch 128 per batch
Validation samples∗ 10000 10000
Test samples∗ 10000 10000
Seeds 25 25
Optimiser Adam (betas=(0.9, 0.999)) Adam (betas=(0.9, 0.999))
λ̂

†
10 10

To evaluate the NALMs we will use our Single Module Arithmetic benchmark (see Sec-
tion 3.3), where the task evaluates the ability of a single module to divide two numbers
from an input vector in two settings: without redundancy (2 inputs) and with redundancy
(10 inputs with 8 redundant inputs).

Table 5.1 summarises the experiment parameters and additional experiment details
are found in Appendix E.3. All experiments use a MSE loss with an Adam optimiser
(Kingma and Ba, 2015) and 10,000 samples for the validation and test sets. The training
uses batch sizes of 128 and the best model for evaluation is taken using early stopping
on the validation set. All inputs are required in the without redundancy setting, i.e., in-
put size of 2. Training takes 50,000 iterations where each iteration consists of a different
batch. The Real NPU uses a learning rate of 5× 10−3 with sparsity regularisation scal-
ing during iterations 40,000 to 50,000. The NRU and NMRU use sparsity regularisation
scaling during iterations 20,000 to 35,000 and a learning rate of 1 and 10−2 respectively.
In contrast, the redundancy setting uses an input size of 10, where 8 input values are not
required for the final output. The total training iterations are extended to 100,000. The
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learning rates for the Real NPU, NRU and NMRU are 5× 10−3, 10−3 and 10−2 respec-
tively. Sparsity regularisation scaling occurs during iterations 50,000 to 75,000 for all
modules.

5.4 Improving the Real NPU’s Robustness

We first improve the robustness of the Real NPU against different training ranges. The
Single Module Task with no redundancy (see Section 5.3) is used to investigate the fol-
lowing: (1) Is L1 regularisation required, and if so, do the regularisation parameters
require tuning? (2) Does clipping the learnable parameters aid learning? (3) Does en-
forcing discretisation on parameters improve convergence? (4) Can the weight matrix
initialisation be improved?

To address each question, we apply incremental modifications to the Real NPU. Mod-
ifications include an ablation study on the L1 regularisation (including a sweep over
the scaling range hyperparameters), clipping, enforcing discretisation, and a more re-
strictive initialisation scheme. We assume that we are optimising the Real NPU to
perform multiplication or division Therefore, we trade-off the flexibility of having non-
discretised weights, which enables the success of modelling the SIR data in Heim et al.
(2020, Section 4.1), in favour of sparse models with discrete weight values. All the
modifications can also be generalised for the NPU architecture.

Is L1 regularisation required? (Yes.) L1 encourages sparsity (i.e., zero weights) in so-
lutions (Tibshirani, 1996). For the Real NPU, zero-valued weights mean not selecting
an input and returning the identity value 1. For the task, the optimal weight values
require selecting all inputs and therefore non-zero values, suggesting the application
of L1 could be damaging. Removing L1 regularisation (see Figure 5.4a) proves to be
detrimental in five of the nine cases shown and only shows minor improvements in
two of the nine ranges (i.e., U [-1.2,-1.1) and U [1.1,1.2)). Hence, we keep L1 regularisa-
tion.1 The L1 regularisation scaling (see Section 2.2.4 for details), requires setting the
hyperparameters for the start (βstart) and end (βend) scaling values. We run a sweep
over six different start and end values, denoted (<start>, <end>), displaying results
in Figure 5.4b. We find the configuration (10−9, 10−7) is the most successful when con-
sidering the performance on all the ranges, and larger scaling values perform worse.

Does clipping the learnable parameters help? (Yes.) Division and multiplication are
represented by weight values of -1 and 1 respectively. The current architecture does not
constrain the weights which can result in large weight values. Hence, we investigate
applying clipping directly to the weight and gate values after every optimisation step.
Figure 5.5a shows clipping is beneficial, with clipping on both weight and gate (or just

1Further experiments comparing L2 regularisation also found L1 to perform better (see Appendix G.3).
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FIGURE 5.4: Exploring the effect and sensitivity of L1 regularisation on the Real NPU.
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FIGURE 5.5: Effect of clipping, discretisation, and the NAU initialisation scheme on
the Real NPU.

on the weights) to improve over the baseline on all ranges (excluding U [1,2) where the
baseline has already achieved full success and U [-2,2) where everything fails).

Does enforcing discretisation help? (Yes.) Modelling division in a generalisable man-
ner requires all learnable parameters to be discrete i.e., a value from {-1, 0, 1}. Using
Madsen and Johansen (2020)’s regularisation scaling scheme (see Section 2.2.3), we pe-
nalise weights for not being discrete. Gate parameters should be 0 or 1 and weight
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parameters should be -1 or 1. We modify the scaling factor to be λ̂ = 1 and the regu-
larisation to go from ‘off’ to ‘on’ between iterations 40,000 to 50,000. Figure 5.5b shows
discretising the gate improves over the baseline but also discretising the weights is ad-
ditionally beneficial.

Does using a more constrained initialisation help? (Yes.) WRE uses a Xavier-Uniform
initialisation (Glorot and Bengio, 2010), meaning weights can be initialised out of the
range [-1,1]. Therefore, we use the initialisation for the Neural Addition Unit (NAU)
which is a constrained form of the Xavier-Uniform that does not allow the fan values
of the Uniform distribution to go beyond 0.5, meaning that no weight value will be
out of the range [-1,1]. Figure 5.5c shows using the constrained initialisation provides
improvements, with a learning rate of 5 × 10−3 working best (see Figure G.3 in Ap-
pendix G.3).

5.5 Uniform Range Datasets

We now compare learning Uniform ranges (Table 3.2) on all modules including the
NRU and NMRU for the no redundancy and redundancy setups.

On the no redundancy setup (Figure 5.6) the NRU and NMRU achieve full success
while solving the problem consistently fast and with low sparsity error, while the base-
line Real NPU without modifications struggles with success on all ranges. Applying
the Real NPU modifications described in Section 5.4 improves the robustness such that
only range U [-2,2) struggles. The NRU was also found to be especially sensitive to the
learning rate when learning on negative ranges (see Appendix G.4).

Introducing redundancy (Figure 5.7) causes failure modes to arise on all modules. The
baseline Real NPU produces high sparsity errors relative to the other modules suggest-
ing a struggle with discretisation. The modified Real NPU improves over all ranges
of the baseline (which were not already at full success) in terms of success, speed and
sparsity (except for the sparsity in U [10,20)). To ensure that complex weights do not fix
the issue, we test the NPU module with all the modifications used on the real weight
matrix but find no significant improvements (see Figure G.5 in Appendix G.5). The re-
dundancy affects the NRU the most, resulting in full failures on all the negative ranges.
The NMRU is the only module with success on range U [-2,2) due to its sign mechanism
(see Figure G.6 in Appendix G.6). It performs well over all ranges but can be outper-
formed by the modified Real NPU for negative ranges.
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FIGURE 5.6: Division without redundancy (input size 2) on Uniform ranges.
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FIGURE 5.7: Division with redundancy (input size 10) on Uniform ranges.

TABLE 5.2: Mixed-Sign Datasets: The interpolation and extrapolation ranges to sam-
ple the two input elements for a single data sample. The target expression to learn is:

input 1 ÷ input 2.

INTERPOLATION EXTRAPOLATION

DATASET INPUT 1 INPUT 2 INPUT 1 INPUT 2

1 U[-2, -0.1) U[0.1, 2) U[-6, -2) U[2, 6)
2 U[-2, -1) U[1, 2) U[-6, -2) U[2, 6)
3 U[-2, 2) U[-2, 2) U[-6, -2) U[2, 6)
4 U[0.1, 2) U[-2, -0.1) U[2, 6) U[-6, -2)
5 U[1, 2) U[-2, -1) U[2, 6) U[-6, -2)

5.6 Mixed-Sign Input Datasets

The Uniform ranges results showed that the Real NPU (modified) and NRU have diffi-
culty in learning when inputs can consist of arbitrary signed values (e.g. all positives,
all negatives, or a mixture of positive and negative values) such as U [-2,2).
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We question if the failure is due to the input samples in a batch having different signs from each
other, or if the problem is due to the fact data samples can be close to 0 (leading to singularity
issues). Five mixed-sign datasets which can control the range for each element in the
input are generated, with interpolation and extrapolation ranges found at Table 5.2.
Datasets 1, 2, 4 and 5 samples a positive value for one input element and a negative
value for the other element. Dataset 3 samples the signs randomly. Datasets 2 and 5
avoid sampling close to 0 values to mitigate the singularity issue.

Figure 5.8 shows the Real NPU struggles on all these ranges while the NRU and NMRU
do not. This implies that the underlying issue is most likely correlated to each element
in an input having different signs. When the denominator of the output is positive
(dataset 1 or 2), the solution is found faster than when the denominator is a negative
value (dataset 4 or 5). Learning with input redundancy (Figure 5.9), causes the Real
NPU and NRU to swap in performance. The Real NPU performs significantly better
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FIGURE 5.8: Division without redundancy on the mixed-sign datasets that control the
sign of the input elements. The ranges are in order of the datasets (i.e. dataset 1 to 5).
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FIGURE 5.9: Division with redundancy on the mixed-sign datasets that control the
sign of the input elements. The ranges are in order of the datasets (i.e. dataset 1 to 5).
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than the no redundancy task on all ranges except U [-2,2), while the NRU no longer
works on any range. The NMRU retains strong performance.

5.7 More Challenging Distributions: Larger Magnitudes and
Mixed-Signs

To further stress test the modules, we explore the effect of larger Uniform ranges and
different distributions (i.e., Benford and Truncated Normal). The ranges are found in
Table 5.3. The Uniform ranges test how a mixed-sign dataset is influenced by larger
ranges (with magnitudes of 50 and 100). The Benford distribution also tests learning
on large magnitude values. It follows a more natural distribution compared to the
Uniform, known to underlie real world data such as accounting data (Hill, 1995). The
Truncated Normal (TN) distributions also investigate mixed-sign datasets. A Normal
distribution allows setting biases via the mean value (and is set to either -1, 0 or 1),
while the truncation ensures the extrapolation range not to overlap with the interpola-
tion range. The results for the 2-input and 10-input settings are shown in Figures 5.10
and 5.11.

Uniform distributions: Larger ranges are found to be challenging when redundant in-
puts exist. On the 2-input setup, both NRU and NMRU have full success, while the Real
NPU (modified) has failure cases for both Uniform distributions (with success rates of
0.72 on U [-100,100) and 0.76 on U [-50,50)). On the 10-input size setup, all modules fail
for all runs for both ranges.

Benford distribution: All modules succeed on the 2-input setting but on the 10-input
setting, the NRU and modified Real NPU have full success implying the Uniform dis-
tributions failures are due to using mixed-signed inputs rather than the large ranges.
The NMRU shows the majority of failures (failure rate 0.84), suggesting that distribu-
tions with large ranges are challenging for learning when using the NMRU.

Truncated Normal distributions: On the 2-input setup, both NRU and NMRU have
full success but the Real NPU (modified) has failure cases for all three distributions
(with success rates 0.48, 0.08, 0.64 respectively). When trained using the 10-input setup,
both the NRU and Real NPU (modified) have no success. The NMRU’s success rate
greatly varies depending on the range (being 0.48, 0.04 and 0.92 for TN(-1, 3)[-5, 10),
TN(0,1)[-5, 5) and TN(1, 3)[-10, 5) respectively). This suggests the NMRU works better
when a majority of the inputs are likely to have the same sign and struggles with values
around zero.
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TABLE 5.3: Interpolation (train/validation) and extrapolation (test) ranges for differ-
ent distributions. Data is drawn with the lower and upper bounds. TN = Truncated
Normal in the form TN(mean, sd)[lower bound, upper bound). B = Benford. U= Uni-

form.

Interpolation TN(-1, 3)[-5, 10) TN(0,1)[-5, 5) TN(1, 3)[-10, 5)
Extrapolation TN(-10, 3)[-15, -5) TN(10,1)[5, 15) TN(10, 3)[5, 15)

Interpolation B[10, 100) U [-100, 100) U [-50, 50)
Extrapolation B[100, 1000) U [ -200, -100) ∪ [100, 200)] U [[-100, -50) ∪ [50, 100)]
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FIGURE 5.10: Division without redundancy on the Benford, Truncated Normal and
Uniform distribution.
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FIGURE 5.11: Division with redundancy on the Benford, Truncated Normal and Uni-
form distribution.
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5.8 Division by Small Magnitudes

The discontinuous nature of division at zero results in the inability to provide a com-
putational value for the output/gradient and causes neighbouring values to have large
gradients. To understand the extent of this issue when learning, we explore learning to
divide by values close to zero using three tasks with increasing difficulty: 1) learning
to take the reciprocal of a single input, 2) taking the reciprocal of the first input given
two inputs, and 3) dividing the first input by the second given two inputs.

5.8.1 Impact of the Singularity Issue on Gold Solutions

Figure 5.12 plots the test error assuming the module weights are set to the ‘gold’ so-
lution for the three tasks. As the range values become closer to zero, the test error
thresholds become increasingly large. Therefore, even with the correct weights, rely-
ing on the test errors alone as an indicator becomes increasingly deceptive with values
close to zero. The Real NPU has larger test errors for all tasks and ranges, caused by
adding ϵ to the input (see Equation 2.18). Setting ϵ = 0 reduces the test error at the cost
of the ability to deal with zero-valued inputs. Below, we provide the corresponding ex-
perimental results finding that only modelling reciprocals can be learnt with extremely
small values.

●
●

●

●

●
●

●

●
●

●
●

●
●

●

●

●

●

●

●
●

●
●

●

●
●

●
●

●
●

●

●
●

●

●

●
●

●
●

●

●
●

●
●

●

●

●
●

●
●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

●
●

●

●
●

●
●

●

● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ●
●

●
●

● ● ● ● ● ● ● ● ●

● ●
●

●
●

●

●
●

●

Input: [a]; Output: 1/a Input: [a,b]; Output: 1/a Input: [a,b]; Output: a/b

U[0
,1

e−
8)

U[0
,1

e−
7)

U[0
,1

e−
6)

U[0
,1

e−
5)

U[0
,1

e−
4)

U[0
,1

e−
3)

U[0
,1

e−
2)

U[0
,1

e−
1)

U[0
,1

e+
0)

U[0
,1

e−
8)

U[0
,1

e−
7)

U[0
,1

e−
6)

U[0
,1

e−
5)

U[0
,1

e−
4)

U[0
,1

e−
3)

U[0
,1

e−
2)

U[0
,1

e−
1)

U[0
,1

e+
0)

U[0
,1

e−
8)

U[0
,1

e−
7)

U[0
,1

e−
6)

U[0
,1

e−
5)

U[0
,1

e−
4)

U[0
,1

e−
3)

U[0
,1

e−
2)

U[0
,1

e−
1)

U[0
,1

e+
0)

1e−07

1e+01

1e+09

1e+17

1e−07

1e+01

1e+09

1e+17

1e−07

1e+01

1e+09

1e+17

Data sample range

lo
g(

Te
st

 e
rr

or
)

● ● ● ●RealNPU RealNPU (eps=0) NRU NMRU

FIGURE 5.12: Effect of the singularity issue on the Real NPU, NRU and NMRU over
increasing input ranges. Left: Reciprocal for an input size of 1 (no redundancy). Mid-
dle: Reciprocal for an input size of 2 (with redundancy). Right: Division for an input

size of 2 (no redundancy).

5.8.2 Experimental Results

This section shows the results of trying to learn the reciprocal/division of values close
to zero using the Real NPU, NRU and NMRU. We train and test on the ranges where
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the lowest bound is 0 and the upper bounds are 10−4, 10−3, 10−2, 10−1 and 1. Unless
stated otherwise, the hyperparameters of a model are set to what is used for the Single
Layer Task without redundancy (see Section 5.3). The first task runs for 5,000 iterations
with no regularisation for any module. The second and third tasks both run for 50,000
iterations. Due to precision errors, a solution with the ideal parameters will not evalu-
ate to a MSE of 0. Therefore, we calculate thresholds that the test MSE should be within.
A threshold value for a task is calculated from evaluating the MSE of each range’s test
dataset for each module, using the ‘golden’ weight values and adding an epsilon term2

to the resulting error which takes into account precision errors. All experiments are run
using 32-bit precision.

In general, successful runs take longer to solve as the input ranges become smaller. The
simplest task, of taking the reciprocal when the input size is 1 (Figure 5.13) is achieved
with ease for all modules, though for U [0,10−4), we find the NRU begins to struggle.

Introducing a redundant input (Figure 5.14) greatly impacts performance with only the
NMRU able to achieve reasonable success for the larger ranges. The successes shown
for the Real NPU at range U [0, 10−4) are false positives caused by the ϵ in the archi-
tecture used for stability. Test false positives can also be indicated by the high sparsity
error of the weights.

Modifying the task to division (Figure 5.15), meaning the redundant input is now rele-
vant, shows improvement for the NMRU and NRU for the larger ranges, but the small-
est ranges remain unsolved.
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2The term is the Pytorch default eps value for tensors of data type float32, torch.finfo().eps
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FIGURE 5.14: Input: [a,b], output 1
a . Learns the reciprocal of the first input when there

is redundancy.
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FIGURE 5.15: Input: [a,b], output a
b . Learns division of the first and second value

when there is no redundancy.

5.9 Traits of Modules when Learning on the Redundancy Set-
ting

Gradient difficulties with the NRU. For insight into why the NRU performs poorly
with input redundancy, we look at the gradients with respect to the weights. The partial
derivative for the weights is,

∂ŷ
∂wi

= tanh(1000wi)(sign(xi)|xi|wi(tanh(1000wi) log(|xi|)+

2000 sech(1000wi)
2)− 2000 sech(1000wi)

2)×NRUx̃∈x\{xi}(x̃) .
(5.3)

The NRUx̃∈x\{xi}(x̃) term applies the NRU to all inputs excluding xi influencing the
gradient values between subsequent update steps. Factoring out this term, the follow-
ing observations are made: if xi ≈ 0 and wi ≈ 0 then gradients become increasingly
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large; for −1 ≤ wi < 0, as wi → −1 all gradients for xi where |xi| >> 1 become in-
creasingly small; the gradients for xi = −1 and xi = 1 are 0 regardless of the value of
wi; if wi = 0 then the gradient is 0 for all xi, a result of using the tanh approximation;
and, even if the sign and magnitude are calculated separately and then combined (see
Appendix G.7) to try to control the gradient better, the problem remains. Therefore, we
conclude that extending the NMU to divide using a weight of -1 is a poor choice when
there are redundant inputs.

The NMRU’s and Real NPU’s exploitation of multiplicative rules. In the redundancy
setting, modules with extrapolative solutions learn to exploit rules for multiplication.
The NMRU exploits the inverse rule of division i.e., ai · 1

ai
= 1. Since the module’s input

contains the reciprocals numerous extrapolative solutions exist, however this comes at
the cost of finding a ‘simple’ solution containing non-zero weights only for relevant
inputs. The Real NPU exploits the rules ai · 0 = 0 and 1ai = 1 enabling non-zero
weights if the corresponding gate value is 0. However, this can be avoided by allowing
0 to not be penalised during the regularisation stage (see Figure 5.16); this alleviates
the exploitation issue with no cost to performance.
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FIGURE 5.16: Comparing weight discretisation on the Real NPU weights which pe-
nalises not having a weight of {−1, 1} vs {−1, 0, 1}.

5.10 MNIST Arithmetic - Isolated Digit Classification

To determine and observe how division NALMs fare when attached to additional net-
works, we learn to divide the labels of an image composed of two MNIST digits. A
summary of the experiment setup is found in Table 5.4.
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TABLE 5.4: MNIST (Isolated Digit Classification) experiment parameters.

Parameter Two digit MNIST

Epochs 1000
Samples per permuta-
tion

1000

Train:Test 90:10
Batch Size 128
Train samples 72,000 (1 fold)/73,000 (9 folds)
Test samples 9,000 (1 fold)/8,000 (9 folds)
Folds/Seeds 10
Optimiser Adam (betas=(0.9, 0.999))
Criterion MSE
Learning rate 10−3

λstart − λend epochs 30-40
λ̂ 2
grad norm clip MLP = None; Real NPU = None; NRU = None; NMRU = 1

5.10.1 Setup and Network Architecture

Unless stated otherwise, assume the setup is the same as the Isolated Digit task from
Section 4.6.1.1. All instances of zero are removed from the datasets to avoid a division
by zero cases from occurring. The network learns a map from the input image to the
labels of the two digits (digit classifier), followed by a map from the two labels to their
divided value (division layer). There are three possibilities for the division layer: (1)
a solved division baseline model (DIV), (2) an MLP made of 2 hidden layers with 256
hidden units and ReLU activations and L2 regularisation, and (3) a NALM being either
the Real NPU (modified), NRU, or NMRU. As the DIV baseline only requires learn-
ing to classify the images to their respective labels, it is considered a strong baseline.
A NALM should perform similarly to the DIV baseline; if a NALM outperforms the
baseline it implies the NALM can also aid in learning downstream layers as well as
learning division.

5.10.2 Metrics and Results

The output accuracy is given based on the predicted and target values rounded to 5
decimal places (d.p.). Results are taken over a 10-fold cross validation setting and the
NALM’s initialisation is the same for each fold. Table 5.5 and Figure 5.17 displays the
results. The MLP is not used in the violin plot so the distributions of the other modules
can be better seen. The DIV baseline performs well as expected since only the classifi-
cation network requires to be learnt. The Real NPU (modified) has consistent accuracy
on par with the DIV results. The NRU can outperform even the DIV baseline. The
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NMRU performs the worst out of all NALMs struggling with robustness; we question
if this is a result of the gradient norm clip in Appendix G.8 but find it is not. The MLP
is the worst division layer showing nearly no success across all folds.

TABLE 5.5: Test accuracies of the output label for the MNIST task. The predictions
and targets are rounded to 5 d.p. before the accuracy is calculated. The mean accuracy

over 10-folds is given with the standard error.

DIV MLP Real NPU (mod.) NRU NMRU

Test Acc. (5 d.p.) 97.497±0.183 0.004±0.004 97.147±0.242 97.517±0.291 46.891±13.969

DIV

Real NPU (mod)

NRU

NMRU

0 25 50 75 100
accuracy (%)

m
od

el

FIGURE 5.17: MNIST Arithmetic Isolated Digit task test accuracies on the rounded 5
d.p. output values.

5.11 Discussion

Single layer division robustness. We summarise the key challenges for learning in-
dependent modules in Table 5.6 and give the ranges used to generate the values in
Appendix E.3.3. In the no redundancy setting (2-inputs), the Real NPU is challenged
when the training data consists of mixed-signed inputs even with our applied improve-
ments. Increasing the difficulty to have an input redundancy (with 8 redundant and
2 relevant input values) improves performance when the Uniform distribution is used
but magnifies the issue when ranges are samples from a Truncated Normal distribu-
tion. The NRU and NMRU have strong performance across the no redundancy tasks
but show failures when redundancy is included. In particular, the NRU loses its ability
to learn successfully on most of the input settings. Negative ranges also become an
issue for the NRU, in which we conclude it is not wise to use with MSE. The NMRU
drops most in performance on large magnitude datasets regardless of the distribution.
In the redundancy setup, the NMRU’s robustness comes at the cost of the simplicity
of the solution due to its exploitation of the identity rule; an issue the Real NPU does
not have. The Truncated Normal distribution causes the greatest learning difficulties
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TABLE 5.6: Summary of the types division tasks the models can/cannot solve. Using
redundancy means there are irrelevant inputs (10-input setup). The values are the
mean success rate (out of 1) for the specific input task, bold values are the best model

for the respective row.

Redun-
dancy?

Input type Distribution Real NPU
(modi-
fied)

NRU NMRU Figure

No

Mixed-signs Uniform 0.44 1 1 5.8
Mixed-signs Truncated Normal 0.61 1 1 5.10
Negative Uniform 1 1 1 5.6
Positive Uniform 1 1 1 5.6
Large magnitude Uniform 0.74 1 1 5.10
Large magnitude Benford 1 1 1 5.10
Close to 0 Truncated Normal 0.08 1 1 5.10; see TN(0,1)[-5, 5)
Close to 0 Uniform 0 0.17 0.4 5.15

Yes

Mixed-signs Uniform 0.77 0 0.99 5.9
Mixed-signs Truncated Normal 0 0 0.48 5.11
Negative Uniform 0.92 0 0.82 5.7
Positive Uniform 1 1 1 5.7
Large magnitude Uniform 0 0 0 5.11
Large magnitude Benford 1 1 0.16 5.11
Close to 0 Truncated Normal 0 0 0.04 5.11; see TN(0,1)[-5, 5)

for all the modules. Learning to divide values around zero remains challenging for all
modules, even on the no redundancy setup, implying an alternate method for dealing
with zero denominators should be open for exploration.

NALMs can be used as part of larger networks. The MNIST experiment shows NALMs
can act as downstream layers in a non-trivial regression experiment which requires an
intermediary classification network without a direct classification loss. This is promis-
ing as it implies the use of NALMs in more complex tasks, however two points of
caution should be considered. Firstly, the results show that there is not a direct correla-
tion between the performance of a NALM in the single layer tasks to their performance
if embedded in larger networks. For example, the NRU and NMRU which outperform
the Real NPU on the single layer tasks perform worse in the MNIST task. Secondly, if
such units are to be utilised in larger embedded networks, we encourage performing
tests in the target domain before employing NALMs in the wild. Therefore, a future
direction for this work and NALMs, in general, includes developing more challenging
experimental tasks with rigorous evaluations.

Number of learnable parameters. The NRU requires I ×O parameters, the Real NPU
requires I(O + 1) parameters and the NMRU requires 2I ×O parameters. Although
the NRU has the lowest parameter count, it performs the worst when redundancy is
involved. The doubling of the input dimensionality in the NMRU results in more pa-
rameters, especially if the output dimension is high. Additionally, as half the inputs
of the modules require being inverted (which includes the irrelevant elements), scaling
difficulties can arise.
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Two-layer learning. Once robust modules are attainable in a single layer setting, the
next step would be to question performance when learning stacked modules, e.g. learn-
ing a stacked additive and multiplicative module. Madsen and Johansen (2020, Fig-
ure 2) illustrates the troubles for multiplicative models with the capacity for division.
They show how a stacked summative-multiplicative module can lead to an explod-
ing loss when the output of the summative module is close to 0 and the multiplicative
model tries to divide. We recreate their setup in Figure 5.18 to produce loss surfaces
for the NAU-Real NPU, NAU-NRU and NAU-NMRU, where the NAU is a summative
module (see Section 2.2.3). A similar issue exists with the Real NPU and NRU which
use a weight range of [-1,1], whereas the NMRU whose weight’s range is limited to
[0,1] does not have exploding losses.

5.12 Summary

In conclusion, division remains a challenge to learn using interpretable neural net-
works, even for the simplest tasks. Nevertheless, by identifying the specific areas caus-
ing difficulty (e.g., training ranges), and useful architecture properties (e.g., using a sign
retrieval mechanism), we hope the community has better intuition for dealing with di-
vision and developing more robust specialist modules.

(A) NAU-Real NPU (where ϵ = 10−5)
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(B) NAU-NRU

(C) NAU-NMRU

FIGURE 5.18: Root Mean Squared loss landscape for the NAU stacked with ei-
ther a RealNPU, NRU, or NMRU. “The weight matrices are constrained to W1 =[︂

w1 w1 0 0
w1 w1 w1 w1

]︂
, W2 = [ w2 w2 ]. The problem is (x1 + x2) · (x1 + x2 + x3 + x4) for

x = (1, 1.2, 1.8, 2)” (Madsen and Johansen, 2020). The ideal solution is w1 = w2 = 1,
though other valid solutions do exist e.g., w1 = −1, w2 = 1. The NMRU’s weight

matrix would be W2 = [ w2 w2 0 0 ], and the Real NPU’s g = [ 1 1 ].



109

Chapter 6

Factors to Consider when Learning
NALMs

Recent chapters have focused on architectural changes to NALMs in order to improve
robustness. Rather than architecture related traits, this chapter focuses on other parts
of the learning pipeline, namely the pre/post-processing of data and the loss criterion.

6.1 Feature Scaling

The earlier benchmarking experiments from Chapter 3 uncover a noticeable trait that
NALMs are sensitive to the training range. This is unsurprising considering the gra-
dient descent based approach to parameter learning, which causes the input values to
have a direct effect on gradients. Due to this, neural networks ideally want features to
be processed in some way to allow for the expectation of the input features to be ap-
proximately zero (LeCun et al., 2012). Doing so allows for parameters to update at the
same rate and have better tolerance with larger learning rates, enabling faster conver-
gence (Ioffe and Szegedy, 2015). A common technique for many ML workflows is the
use of feature scaling in the preprocessing step of data, which scales the features into a
common ‘dimensionless’ unit (Dick et al., 2020). The two common options for feature
scaling are standardisation and normalisation. Standardisation (or z-score normalisa-
tion) scales individual features to fit a standard normal distribution with a mean of 0
and a standard deviation of 1. Normalisation (or min-max-scaling) scales individual
features within a range of typically [0,1] or [-1,1]. Standardisation is most useful when
the data fits a Gaussian distribution, whereas normalisation is used when the underly-
ing distribution of the data is unknown.
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Recently, there has been a resurgence in using such techniques in the genetic program-
ming field for symbolic regression. For example, the Feyn Python library,1 developed
by the company Abzu2 use the following min-max normalisation technique

ˆ︁X =
2(X− Xtr)

max(X)−min(X)
⊙w(in) + b(in) ,

z = f ( ˆ︁X) ,

ˆ︁y =(z⊙ w(out) + b(out))× max(ytr)−min(ytr)

2
,

(6.1)

where terms denoted with w’s and b’s are learnable weights for scaling and offsetting,
and max and min are the max of min for each feature.

Owen et al. (2018); Dick et al. (2020); and Dick (2022) all use linear scaling with feature
standardisation finding consistent improvements. The scale and offsets are calculated
based on training data statistics of both the input X and target ytr data resulting in

ˆ︁y = ytr + SD(ytr)× f
(︃

X− Xtr

SD(Xtr)

)︃
, (6.2)

where ytr and Xtr are feature means over the training targets and inputs respectively,
and SD(ytr) and SD(Xtr) are the sample standard deviations of the training data. Stan-
dardising helps reduce the effect of outliers and treats all features with equal impor-
tance. As f is applied on a standardised feature space, a reverse transformation using
the target data statistics is applied to convert the output back to the original space. The
combination of linear scaling and standardisation is viewed as allowing one to learn
the function shape and the placement of the function in the search space respectively.

Though, the results from such symbolic regression works suggest that normalisation is
possible for equation discovery, we find that such techniques are not highly compatible
with NALMs. Specifically, the normalisation causes the NALM weights to deviate from
their expected weights (see Table 6.1).

1https://docs.abzu.ai/
2https://www.abzu.ai/

https://docs.abzu.ai/
https://www.abzu.ai/
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TABLE 6.1: Resulting weights learned from training a normalised NMU model using
the Feyn min-max normalisation. The fixed NMU fixes the NMU weights to

[︁
1 1

]︁T

and learnt NMU will learn the NMU weights. The output for these weights will model
x1 × x2.

Term Fixed NMU Learnt NMU

2
max(X)−min(X)

[︃
0.649115
0.261765

]︃ [︃
0.649115
0.261765

]︃
Xtr

[︃
2.15035
5.67394

]︃ [︃
2.15035
5.67394

]︃
w(in)

[︃
0.784557
0.669749

]︃ [︃
1.46126
2.13898

]︃
b(in)

[︃
1.09510

0.994739

]︃ [︃
0.631827
0.765059

]︃
NMU weights

[︃
1
1

]︃ [︃
0.415312
0.293096

]︃
max(ytr)−min(ytr)

2 11.9184 11.9184

w(out) 0.939748 1.29786

b(out) 1.46041e−8 -1.29726e−8

Training a NMU on a two-input multiplication task using a single batch of data with
the normalisation from Equation 6.1 can learn to multiply, as

ˆ︁X =

[︄
0.948526x1 − 1.40783
0.559912x2 − 2.41185

]︄
,

z = (0.393934x1 − 1.19209e−7)(0.164108x2 − 2.98023e−8)

= 0.0646477x1x2 − 1.17401e−8x1 − 1.95632e−8x2 − 3.55271e−15 ,

ˆ︁y = 15.4685(0.393934x1 − 1.19209e−7)(0.164108x2 − 2.98023e−8)− 1.54613e−7

= x1x2 − 1.81602e−7x1 − 3.02613e−7x2 − 1.54613e−7

≈ x1x2 ,

however, the resulting NMU weights would not converge to the expected
[︂
1 1

]︂T
but

to
[︂
0.415312 0.293096

]︂T
. We assume no discretisation is applied, otherwise, the re-

sulting NMU weights would become
[︂
0 0

]︂T
. In contrast, if the NMU weights were
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fixed to their expected solution then the learnt weights and biases would be quite dif-
ferent:

ˆ︁X =

[︄
0.509268x1 − 1.19209e−7

0.175317x2 − 1.19209e−7

]︄
,

z = (0.509268x1 + 1.19209e−7)(0.175317x2 + 1.19209e−8)

= 0.0892834x1x2 + 6.07095e−8x1 + 2.08994e−8x2 + 1.42109e−14 ,

ˆ︁y = 11.2003(0.509268x1 + 1.19209e−7)(0.175317x2 + 1.19209e−7) + 1.74057e−7

= x1x2 + 1.74057e−7x1 + 2.3408e−7x2 − 1.74057e−7

≈ x1x2 .

Using the Single Layer Task (see Chapter 3) for multiplication, we conduct empirical
studies on applying normalisation to the NMU, finding that both z-score normalisation
and Feyn normalisation resulted in no successes on all nine training ranges. Plotting
the errors in Figure 6.1 shows only the (no feature scaled) NMU can achieve errors
within the extrapolation thresholds and consistently low sparsity errors. Clearly, there
is little difference when regularisation is and is not used. Even with regularisation on,
the sparsity errors are never as low as the (no feature scaled) NMU suggesting that an
optimum solution is not achieved. The min-max based normalisation shows slightly
lower extrapolation errors over the z-score feature scaling for positive ranges but not
enough to have any extrapolative solutions. Furthermore, unlike the (no feature scaled)
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FIGURE 6.1: Learning multiplication on the two input Single Layer Task using nor-
malisation. Mix-max normalisation refers to Feyn normalisation (Equation 6.1) and
z-score refers to standardisation with linear scaling (Equation 6.2). The ‘Threshold’
refers to the minimum acceptable threshold for the extrapolation errors to be consid-
ered low enough for the NALM to succeed in the extrapolation range. The ‘reg off’

and ‘reg on’ refers to if discretisation regularisation is active on the NMU.
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NMU which maintains a similar error magnitude for both interpolation and extrapo-
lation ranges, the normalisation methods have much larger errors when comparing
interpolation and extrapolation ranges.

6.2 Uninformative MSE Loss

In Chapter 4 we attributed the lack of robustness of NALMs (specifically the NMU) to
being stuck in local minima and suggested the use of stochasticity to alleviate the issue.
However, from the two-layer arithmetic task from Section 4.5 we found that certain
training ranges remained unsuccessful when using reversible stochasticity. We now
consider an additional factor that can lead to this behaviour, namely the loss. We shall
show how these failures can be due to the input range causing difficulty for the NAU’s
(addition module’s) weights to select the relevant inputs by causing uninformative loss
values. This is explained by the following scenario. Imagine the same task but with
input size four and overlap and a subset ratio of 0.5. Like before the aim is to select
and add two different subsets of the input and multiply them together. For this specific
case, we want the first subset to sum the 2nd and 3rd elements and the second subset to
sum the 3rd and 4th elements. Consider two inputs, one sampled from U [1,5] (i1 =[1,
2, 3, 4]) and another from U [1.1,1.2] (i2 =[1.11, 1.12, 1.13, 1.14]). Using i1 as input
and assuming weights select the correct inputs and converge as expected, we get the
following:

fNMU( fNAU(i1, W (NAU)), W (NMU)) = fNMU

⎛⎜⎜⎜⎜⎝ fNAU

⎛⎜⎜⎜⎜⎝
[︂
1 2 3 4

]︂
,

⎡⎢⎢⎢⎢⎣
0 0
1 0
1 1
0 1

⎤⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎠ ,

[︄
1
1

]︄⎞⎟⎟⎟⎟⎠
= fNMU

(︄[︂
5 7

]︂
,

[︄
1
1

]︄)︄
= 35

Now consider cases: 1) NAU selection is correct but one weight did not converge, and
2) NAU selection is incorrect for one element and that weight did not converge. For
each case a valid example of the NAU weight matrix (W (NAU)) is:

case 1:

⎡⎢⎢⎢⎢⎣
0 0

0.9 0
1 1
0 1

⎤⎥⎥⎥⎥⎦ ; case 2:

⎡⎢⎢⎢⎢⎣
0 0
0 0
1 1

0.9 1

⎤⎥⎥⎥⎥⎦ .
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TABLE 6.2: The output values and absolute errors for the simplified 2-layer task with
inputs i1 [1, 2, 3, 4] and i2 [1.11, 1.12, 1.13, 1.14]. Correct selection means the NAU
module selected the correct inputs. Correct weights mean the weights for the NAU

converged to the correct values.

CASE i1 OUT i1 AE i2 OUT i2 AE
SELECTION ✓
WEIGHTS ✓

35 0 5.1075 0

SELECTION ✓
WEIGHTS ✗

33.6 1.4 4.85326 0.25424

SELECTION ✗
WEIGHTS ✗

46.2 11.2 4.89412 0.21338

Calculating the output and the absolute error (from the ideal solution) of these cases
for both inputs (Table 6.2) shows that i2 ([1.11, 1.12, 1.13, 1.14]) has a much smaller
difference in error than i1 ([1, 2, 3, 4]). The model will struggle to differentiate between
the correct and incorrect selection of weights for the input drawn from the distribution
with a smaller range. This specific case also shows that for i2, the selection of an incor-
rect input and non-converged weight gives a lower error than the case with the correct
selection and non-converged weight, suggesting that the MSE calculation cannot dif-
ferentiate between a better and worse solution.

The gradients of the loss also contribute to the learning of sub-optimal NAU weights.
Considering the stacked NAU-NMU, the gradients of both the NAU and NMU weight
matrix are scaled by a residual factor (y− ŷ) since

MSE : L = (y− ŷ)2

∂L
∂ŷ

= −2ŷ′(y− ŷ) .

Input ranges with little variance can be trained to small training errors which give
the illusion of a solved model. Therefore, by multiplying the small residual, the gra-
dient gets scaled to very small values. If reversible stochasticity is used (e.g., the
NAU-sNMU) then the gradients of the weights can take a different trajectory to the
NAU-NMU’s gradients. The trajectory from the sNMU can therefore escape some lo-
cal minima which causes the NMU to get stuck. However, as there is no guarantee of
convergence to the global optima, the sNMU may still converge to other local minima.
Furthermore, as the residual term still remains, small gradients can still persist.3

3For full derivations see Appendix H (specifically H.3 and H.4).
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TABLE 6.3: The properties of different loss functions.

MSE PCC MAPE

Batch mean ✓ ✓ ✓

Difference of prediction from target ✓ ✓

Standardisation ✓ ✓

Mean centering ✓

6.3 Alternate Losses: PCC and MAPE

Intuitively, these failures can be interpreted as the loss function being unable to pro-
vide an informative signal to learn from. Different losses will inherently have different
properties which influence learning (Cherkassky and Ma, 2004; Chicco et al., 2021).
Therefore we consider training the NALMs with a different loss. We explore the effects
of two additional losses, the Pearson’s Correlation Coefficient (PCC) (Equation 6.4),
and the Mean Absolute Precision Error (MAPE) (Equation 6.5). The properties of each
loss are summarised in Table 6.3. Note that for a fair comparison between the losses,
the validation and testing will continue to use the MSE as a measure of performance.

We define the PCC loss as

vx,i = (ŷi − ȳ̂), sx =

⌜⃓⃓⎷clamp(
1
N

N

∑
i

v2
x,i, ϵ)

vy,i = (yi − ȳ), sy =

⌜⃓⃓⎷clamp(
1
N

N

∑
i

v2
y,i, ϵ)

r =
1
N

N

∑
i
(

vx,i

sx + ϵ
·

vy,i

sy + ϵ
)

(6.3)

pcc loss := 1− r (6.4)

where N is the batch size, and the means (ȳ̂ and ȳ) are taken over the batch. ϵ is used
to provide better numerical stability. The clamping function ensures that the minimum
value of the first argument of the clamp function is ϵ. The correlation value r will be in
the range [-1,1]. -1/1 is a perfect negative/positive correlation respectively and 0 is no
correlation between the predicted ŷ and target values y. Intuitively the numerator of r
enables translation invariance from the mean centering, and the denominator enables
scale invariance from the standardisation. Minimising the PCC loss enforces a positive
correlation between the predicted and target values.

The MAPE loss is defined as

mape loss :=
1
N

N

∑
i
(
|yi − ŷi|

yi
) . (6.5)
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This loss can be thought of as a weighted mean absolute error, where the weight for
each loss prediction is 1

yi
. Unlike the MSE, the MAPE loss is scaled by the target value,

meaning that the input magnitude has less influence over the gradients. However
unlike the PCC loss, there is no mean centering, hence the position of the target value
will have some impact.

For the remaining parts of this section, we will test the losses on the Arithmetic Dataset
Task which is the original task where we first observed the issue of the MSE loss. Then,
we extend the empirical studies to the Sequential MNIST Product task to see how well
losses perform on a task requiring an intermediary classification and end with also
studying the losses on the Single Layer Task with input redundancy for learning divi-
sion modules.

6.3.1 Arithmetic Dataset Task
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FIGURE 6.2: Two layered Arithmetic Dataset Task on the NMU for different losses.
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FIGURE 6.3: Two layered Arithmetic Dataset Task on the sNMU for different losses.

Figures 6.2 and 6.3 display the results for the NMU and sNMU respectively. The MAPE
had no successes for either module. In contrast, the PCC based losses were effective for
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the NMU but not as much for the sNMU. Initial experiments indicated that the PCC
loss alone results in solutions where weights tend towards the correct discrete values
but the final weights are not discrete enough even with regularisation. In contrast, a
MSE loss can discretise well but does not select the correct values to discretise to. There-
fore, we also test the PCC-MSE loss which initially uses a PCC loss and then switches
to a MSE loss at 750,000 iterations. Using the PCC-MSE loss resulted in successes in all
the tested ranges, whereas all other losses have at least one range with no success.

6.3.2 Product of Sequential MNIST

Figures 6.4 and 6.5 show the results for calculating the cumulative product using dif-
ferent losses on the NMU and sNMU respectively. The low sparsity errors indicate
that the NALMs are able to converge to discrete values well for all losses for successful
runs. The MAPE shows little compatibility when stochasticity is used in the NALM,
whereas the MSE works well with stochasticity. Using the PCC-MSE loss on either
the NMU or sNMU degrades performance on most extrapolation lengths, only outper-
forming a MSE trained sNMU for sequence lengths 12 and 15.
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FIGURE 6.4: Performance on Product of Sequential MNIST on different losses using a
NMU cell. All models use CNN architecture to convert the MNIST images into labels.
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FIGURE 6.5: Performance on Product of Sequential MNIST on different losses using a
sNMU cell. All models use CNN architecture to convert the MNIST images into labels.
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6.3.3 Division: Different Losses on the Single Module Task (with Redun-
dancy)

This section observes the effect of losses on the three division NALMs explored from
Chapter 5 - the Real NPU (with our modifications), the NRU, and the NMRU.

For the Real NPU (Figure 6.6), both PCC losses and MAPE are able to get success on
the U [-2,2) range, which the MSE completely fails on, implying that having a loss with
standardisation is useful. However, whilst gaining success in the mixed-sign range,
the other negative ranges have reduced success for both PCC and MAPE. Both speed
and sparsity retain similar performance to MSE in a majority of cases, with PCC solv-
ing especially fast for all tested ranges. There the PCC-MSE loss shows no significant
difference to PCC loss, suggesting that discretisation was not difficult to achieve.

For the NRU (Figure 6.7), the different losses have little effect. All three losses perform
well on the positive ranges but find negative ranges challenging. Compared to the
Real NPU, the PCC loss on the NRU takes longer to converge to a success for negative
ranges.

For the NMRU (Figure 6.8), all losses perform reasonably well, with the PCC-MSE
struggling the most. Unlike the other units, U [-20,-10) causes the most trouble, whereas
U [-2,2) gains near full success on three of the four losses.
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FIGURE 6.6: Single Module Task with redundancy on the Real NPU, comparing dif-
ferent loss functions.
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FIGURE 6.7: Single Module Task with redundancy on the NRU, comparing different
loss functions.
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FIGURE 6.8: Single Module Task with redundancy on the NMRU, comparing different
loss functions.

6.3.4 Summary

In this chapter, we have looked into the effect of feature scaling and using alternate
losses when training. Both methods require adapting the training pipeline, but not the
NALM architecture. Feature scaling, which has been applied in symbolic regression to
improve convergence, was found to not work well with the arithmetic bias of NALM
weights.

In contrast, the choice of loss is significant for the task. There is no ‘one for all’ loss
which will work well for all modules/tasks and therefore should be set accordingly.
For example, the PCC loss can improve performance on pure arithmetic tasks but is
not much aid in the MNIST tasks. The MSE generally works well over different tasks
but can struggle with robustness on different training ranges. The MAPE is the most
volatile of the losses, with no success on the Arithmetic Dataset Task, but comparable
to the MSE on the Sequential MNIST task when using the NMU.
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Chapter 7

Compositionality - Learning
Multi-Step Operations

Previous chapters have focused on considering NALMs as single units. However learn-
ing single operations in isolation is limited in terms of expressiveness and application.
Ideally, we want access to a range of operations which can be combined in different
ways. Therefore, in this chapter, we explore ways in which to combine NALMs to
achieve arithmetic composition.

For composition based tasks, networks must learn to select the relevant modules and
inputs in the correct order, all while learning the module parameters for specialisation.
In recent work, Mittal et al. (2022a) shows even with biases towards modular architec-
tures, learning specialisation for individual modules and selecting the relevant mod-
ules remain a challenge. A problem analogous to the ‘what came first - the chicken or
the egg?’ question occurs with choosing the order to learn the structure of the network
(i.e. input and module selection) and the module weights/coefficients. Some have sug-
gested using two separate steps in learning the two parts, learning the structure first
and then optimising the parameters (Kommenda et al., 2020; Chen, 2020; Li et al., 2022),
whereas others have suggested learning both at the same time (Martius and Lampert,
2017; Kamienny et al., 2022). Some even attempt to tackle the issue by creating two loss
functions; one for optimising the gates and the other for the weights (Makkuva et al.,
2020). Though recent studies indicate that separation of structure and weight parame-
ter learning is best for architectures which take a GP approach (Cava et al., 2021), the
most reliable approach when using an end-to-end gradient based approach remains an
open question.

The choice of specialists can heavily influence the architecture and training regime. For
example, Martius and Lampert (2017) who introduce the original Equation Learner
architecture (an end-to-end differentiable feed-forward network that uses arithmetic
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operations as activation functions), had not included functions with singularities/re-
stricted domains such as division or logarithms due to their challenging learning prop-
erties. Though later works incorporated such operations, there were heavy assump-
tions made on the architectures such as assuming that division would occur only in the
last layer (Sahoo et al., 2018).

To increase chances of selecting the correct expression, methods can keep a reposi-
tory of candidates which represent promising expressions (Martius and Lampert, 2017;
Chen, 2020; Werner et al., 2021; Kamienny et al., 2022). Similarly, for Transformer based
methods, a decoder would create multiple candidates using beam search (Wiseman
and Rush, 2016). However, there is no guarantee that the correct expression will ex-
ist/be selected from these candidates. Furthermore, maintaining multiple candidates
can be expensive especially if a candidate is an entire network instance and therefore
relying on a repository would ideally be avoided.

The scope of this work considers compositionality from the viewpoint of building ar-
chitectures consisting of multiple NALMs. However, this is not the only type of compo-
sitionality. Another view of compositionality can also be considered where NALMs are
composed with neural networks of different architectures. Two such approaches are (1)
a stacked approach which connects the NALM to the input/output of other networks,
or (2) building NALMs into the networks. We have touched upon the first stacked ap-
proach. For example, in Section 2.4 we provide numerous applications where NALMs
are used alongside other neural architectures, mainly as part of more complex end-to-
end tasks. In Chapters 4 and 5 we also investigate such forms of composition through
the MNIST arithmetic tasks where a NALM is attached to the output of CNN/LSTMs
digit recognition networks. The second approach remains open for future work. Such
an approach includes building NALMs into Transformers. For example, replacing the
residual connection in the Transformer with a NALM. This would enable the Trans-
former to have a bias towards performing precise arithmetic operations while keeping
the overall architecture differentiable and retaining the flexibility of the Transformer’s
context-based routing.

7.1 Task

This task requires learning operations of the form op2(op1(a, b), c) given an input vec-
tor [a, b, c, d], where op1, op2 ∈ {+,−,×,÷} are cumulative operations. Therefore,
division represents the reciprocal operation e.g., div(x1, x2) = 1

x1x2
. Learning these mul-

tistep expressions can be thought of as a symbolic regression problem, which has been
proven to be an NP-hard (Virgolin and Pissis, 2022). There are 16 different combina-
tions to learn (see Table 7.1). The ability to do multi-step reasoning with a selection of
the relevant operations and input elements is required in order to complete this task
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TABLE 7.1: All 16 possible combinations of the two operation expressions written out
in the expanded form.

op1 op2 expanded expression

add

add a + b + c
sub −a− b− c
mul (a + b)c
div 1

(a+b)c

sub

add −a− b + c
sub a + b− c
mul (−a− b)c
div 1

(−a−b)c

mul

add ab + c
sub −ab− c
mul abc
div 1

abc

div

add 1
ab + c

sub − 1
ab − c

mul c
ab

div ab
c

successfully. Furthermore, some expressions can have multiple solutions meaning the
steps taken can be ambiguous. For example, (a + b)− c has associative properties and
therefore can also be learned as a + (b − c). The interpolation range for training and
validation is U [1,2) and the extrapolation range is U [2,6). If a method uses stochastic
techniques during training (e.g., Gumbel-Softmax), then during inference only a de-
terministic approach is used (e.g., Softmax). Hence, training can use different types of
categorical sampling methods but inference will always use maximum likelihood (for
module selection). A summary of the experiment parameters is given in Table 7.2.

TABLE 7.2: Experiment parameters used for the two-step compositionality task.

Parameter Value

Epochs 200000
Learning rate 0.001
Optimizer SGD
Batch size 128
Regularisation start epoch 100000
Regularisation end epoch 150000
NALM weights regularisation scale 10
Real NPU gate regularisation scale 5
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7.2 Methods

This section will explain the architectures used for the experiment. As the layout of
modules can influence learning (Bahdanau et al., 2019), we explore using stacking, gat-
ing, and timestep dependant routing of NALMs. Illustrations of all NALM based com-
positional architectures are given in Figure 7.1.

7.2.1 MLP

A six-layered neural network with 16 hidden units per layer using ReLU activations.

7.2.2 Quadratic Network

A two-layered quadratic neuron architecture (Fan et al., 2018). A quadratic neuron
replaces the inner product of linear neurons with the quadratic function resulting in
increased expressiveness. A quadratic layer is expressed as

f (x) =
(︁
Σn

i=1Wi,jxi + bj
)︁
· (Σn

i=1Wi,kxi + bk) + Σn
i=1Wi,lx2

i + c . (7.1)

Assuming an identity activation function, the two-operation task for any combination
of addition, subtraction and multiplication operations can be accomplished with two
layers with two hidden units. To our knowledge, division cannot be expressed in a
generalisable manner using quadratic layers with such a configuration.

7.2.3 Stacked NALMs

A stack of individual NALMs in a sequence. We use four layers consisting of either
[iNAC, iMNAC, iNAC, iMNAC], [NAU, Real NPU, NAU, Real NPU], or [NAU, NMU,
NAU, NMU]. The Real NPU modules are the modified versions which we introduce in
Chapter 5 in Section 5.4. Even though the task requires a two-step operation, four layers
are used to avoid any assumptions on the type of operation to occur first. For example,
to do the mul-add tasks using the [NAU, NMU, NAU, NMU] setup requires having to
use the second (NMU) and third modules (NAU). If only a two-layered structure was
used then the network must have the order [NMU, NAU] meaning other compositions
such as add-mul can no longer be learned. Each intermediate layer contains five out-
puts.
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stacked

(A) Stacked NALMs

gated

(B) Stacked Gated NALMs

recurrent selector -
no inp mask

(C) Recurrent Input Selector with Learnable NALMs
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recurrent selector
- w/inp mask

(D) Recurrent Input Selector with Frozen NALMs

FIGURE 7.1: Example NALM based architectures for solving the two-step multi-
operation tasks assuming the two relevant modules (in order) are M1 and M4. All
architectures assume four element inputs (with two additional inputs for models al-
lowing for lines of working) and 1 output. θ means the block of calculation contains
learnable parameters. Mi are arithmetic modules, zj

i are module outputs where i is the
output neuron index and j is the module index, gi(.) are module selection modules,
and i(.) are input selection modules. The Recurrent Input architectures have been un-

rolled for two timesteps.

7.2.4 Stacked Gated NALMs

A two-layered stack of gated NALMs. A gated NALM can select between NALMs per
layer using the sigmoid gating technique from Schlör et al. (2020), i.e., σ(g) · mi(x) +
(1−σ(g)) ·mj(x). A two-layered stacking of two gated NALMs includes: [iNAC;iMNAC,
iNAC;iMNAC], [NAU;Real NPU, NAU;Real NPU], or [NAU;NMU, NAU;NMU] where
‘;’ represents a gated NALM. Similar to the Stacked NALMs, the output of the first layer
will have five outputs.

7.2.5 Recurrent Input Selector with Learnable NALMs

A key change to the input processing is made to this architecture compared to the previ-
ous NALM based architectures. The task is reconsidered as a recurrent problem where
the input is extended with a scratchpad containing intermediate calculations called
‘lines of working’. This means that at each timestep, the entire input will be accessible
along with an accessible memory of some intermediate calculations (i.e., lines of work-
ing). The number of lines of working in memory is equal to the number of timesteps
which is set to two as the tasks are two-step operations. Every timestep the memory
will be updated with a new line of working which will contain a module’s output. A
layer is represented by independent NALMs which are given the same (intermediary)
input and produces an output. The output for each module undergoes module selec-
tion where a single module’s output is set to the slot of the input corresponding to that
timestep’s memory meaning it can be accessible in the forthcoming timesteps. For the
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final time step, the output of the selected module is given as the final output rather
than doing another selection on all the inputs and lines of working for two reasons: (1)
it enforces a weak bias to force the final timestep to contain the output and (2) to avoid
having to learn additional sparse selections which can impede gradient-based learning.

This architecture is inspired by the Global Workspace Theory (GWT) (Baars, 1993,
1997), where we consider the input (concatenated with the scratchpad) as the workspace.
To write to the scratchpad’s line of working segment the modules must engage in a
competition where only one module is selected and allowed to write. Once written,
that line of working (along with the rest of the input and scratchpad) is available to all
modules in the next timestep (i.e., the information is ‘broadcasted’).

Each timestep still requires the NALMs to learn to select the relevant inputs and ap-
ply the operation. For module selection, the straight-though estimator/trick (Bengio
et al., 2013) is used to select the output for a single module. The straight-through
trick is a biased estimator which allows learning approximates of naturally discrete
functions when using gradient-based backpropagation; a good alternative to the high-
variance unbiased estimates which can be gained when using REINFORCE (Havrylov
and Titov, 2017). The estimator creates gradients of the desired discrete function by
using a differentiable (continuous) proxy function in the backward pass while the for-
ward pass will use the discrete function. For example, if a hard gate was desired then
the forward pass can use a threshold such that the gate value is either 0 or 1 and
the backward pass would use the sigmoid function. Practically, the straight-through
trick can be expressed in a single line of code (hard - soft).detach() + soft, where
detach() represents detaching the gradient of the computation from the computation
graph and the soft/hard represents the type of outputs the function gives. For our pur-
poses, the straight-through trick allows the forward pass to use hard weights allowing
for an exact selection of modules, whereas the backward pass uses gradients calculated
using the soft weights, therefore, allowing for non-sparse gradient updates.

The module selection function also contains a learnable scalar logit (g ml), which once
transformed by a sigmoid operation, represents the probability of using a determin-
istic module selection. The probability is checked against a threshold of 0.5 to deter-
mine whether the hard selection will use the deterministic (p(gate) > 0.5) or stochas-
tic selection (p(gate) ≤ 0.5). A deterministic selection represents using a maximum
likelihood approach to selecting the most likely module by using a straight-through
Softmax, whereas the stochastic selection represents using an straight-through Gumbel
Softmax (Maddison et al., 2017; Jang et al., 2017).

The straight-through Softmax will use the straight-through trick to do a hard selection
of a module using argmax but uses the gradients generated from applying the Softmax
function to the logits. The Gumbel Softmax estimator is a reparameterisation which
allows one to sample a categorical (discrete) distribution (t ∼ Cat(p1, ..., pK) where
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ΣK
i pi = 1) given logits x. Intuitively, the simplest way to sample a categorical dis-

tribution would require taking the probabilities of the classes and applying the max
function to get the most likely class as a one-hot vector. However, as the max function
is not differentiable, we instead use the Gumbel Softmax which is differentiable.

To understand the Gumbel Softmax means to first understand the Gumbel-max trick.
The Gumbel-max trick allows one to sample from the Gumbel distribution, where the
reparameterisation trick is used to convert the sampling of the class to a deterministic
function of parameters, with added noise sampled from variates of an independent
and identically distributed Gumbel(0,1) distribution zi ∼ − log(− log(U (0, 1))). That
is,

one hot(argmaxi∈{1,...,K}xi + zi) . (7.2)

The one hot creates a one-hot vector (∈ RK) of the returned index1 which can be
used to select the relevant element of x via a dot product. Rather than taking the
max, the argmax is used but this is still non-differentiable. To make it differentiable,
a softargmax is used as an approximation of the selected index:

softargmax(y) =
K

∑
i=1

(︄
eyi/τ

Σjeyj/τ

)︄
i (7.3)

resulting in the Gumbel Softmax. We can control how close the approximation is to the
discrete distribution by controlling a temperature parameter τ. A small τ(→ 0) results
in an approximation more similar to the discrete distribution and a larger τ(→ ∞) is
more relaxed and is similar to a Uniform distribution. This along with the straight-
through trick (resulting in the straight-through Gumbel Softmax) enables doing a hard
selection with usable gradients.

Intuitively, the network should initially want to explore and favour using the Gumbel
Softmax, whereas when an ideal module selection is found the selection should be ex-
ploited (in favour of maximum likelihood). To initially encourage exploration the gate
logit is initialised to -1 such that the p(maximum likelihood)=0.27 with a τ dampening
factor of 10. This procedure is used during training as shown in Algorithm 1; in in-
ference, we only use the maximum likelihood selection in order to get a deterministic
solution.

7.2.6 Recurrent Input Selector with Frozen NALMs

This further modifies the recurrent input selector architecture of the previous section.
Rather than allowing the module to learn input selection, a separate input mask is

1For example, if K=3 and the returned index was 2 then the corresponding one-hot vector is [0,1,0].
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Algorithm 1: Pseudocode for Module selection in the Recurrent Input Selector.
Data: Scalar g ml representing the gate logit for using a deterministic router;

Module outputs x ∈ R[B,M]; Module selection logits w ∈ R[M,1]; τ = 10. B is
batch size and M is number of modules.

Result: Selection of the output of a single module.
/* Generate probability of using deterministic gating for the soft

and hard selections. */

1 p det soft← σ(g ml)
2 if p det soft > 0.5 then
3 p det hard← 1
4 else
5 p det hard← 0
6 end
/* Generate module selection probabilities for the

deterministic/stochastic routes. */

7 p m det← st softmax(w, τ)
8 p m stoch← st gumbel softmax(w, τ)
/* Apply module selection for the deterministic/stochastic routes.

*/

9 m det← x@p m det
10 m stoch← x@p m stoch

/* Apply gating to select between the deterministic and stochastic

routes. */

11 out soft = p det soft ∗m det + (1− p det soft) ∗m stoch
12 out hard = p det hard ∗m det + (1− p det hard) ∗m stoch

/* Apply straight-through trick. */

13 out← out hard− out soft.detach() + out soft
14 return out

learnt which masks out irrelevant inputs such that the modules only require to apply
their specialist operation. As a result, module parameters are not required to be learnt
and can be preset to the desired operation.

The input mask will be a tensor of shape [Timesteps, Inputs + Scratchpad, Modules] so
for each timestep, a different input selection for the modules can be learnt meaning the
same modules can be reused each timestep. The weights of the input mask are trans-
formed using a straight-through Softmax over the module dimension such that each
input element can only be available to a single module. The input mask is initialised to
zeros (since Softmax does not care about starting values; only the relative differences)
but the input elements corresponding to the relevant line of working for a timestep are
set to one to encourage the use of the relevant intermediary value at the relevant time
steps. For example, an input mask corresponding to two timesteps with four inputs
(and scratchpad with two lines of working) and 4 modules would be initialised to
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0. 0. 0. 0.
0. 0. 0. 0.
0. 0. 0. 0.
0. 0. 0. 0.
0. 0. 0. 0.
0. 0. 0. 0.

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0. 0. 0. 0.
0. 0. 0. 0.
0. 0. 0. 0.
0. 0. 0. 0.
1. 1. 1. 1.
0. 0. 0. 0.

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

The module selection strategy remains the same as before, using the straight-through
trick (see Algorithm 1) to select the output of a single module.

7.3 Results

TABLE 7.3: Results for learning multi-operation arithmetic. There are 16 combinations
in total. * indicates that division cannot be learnt so there are at most 9 combinations.
The average interpolation and extrapolation errors are given along with their standard
deviation. Types of architectures include non-modular networks, stacked NALMs,
stacked gated NALMs, recurrent input with learnable NALMs and recurrent inputs

with frozen NALMs.

Model Correct
(/16)

Interp. MSE Extrap. MSE

MLP (6L;16HU) 0 0.002 ± 0.00 233.012 ± 744.44
Quadratic (2L;5HU) 0 0.001 ± 0.00 724.276 ± 696.68
Quadratic (2L; 2HU) 0 0.001 ± 0.00 558.707 ± 707.69
4L Stacked
[iNAC,iMNAC, iNAC, iMNAC]

0 4.071 ± 7.57 140.695 ± 307.42

2L Stacked Gated
[iNAC;iMNAC]

0 0.148 ± 0.17 832.505 ± 2870.44

4L Stacked
[NAU,Real NPU,NAU,Real NPU]

0 0.39 ± 0.65 2320.03 ± 9072.02

2L Stacked Gated
[NAU;Real NPU]

0 0.031 ± 0.04 189.576 ± 601.80

4L Stacked
[NAU,NMU,NAU,NMU]

0* 2.815 ± 4.69 574.419 ± 1333.84

2L Stacked Gated
[NAU;NMU]

4* 0.067 ± 0.067 32.491 ± 55.22

Recurrent Input with
[iNAC, iMNAC, iNAC, iMNAC]

0 4.071 ± 7.58 416.987 ± 1054.30

Recurrent Input with
[NAU, Real NPU, NAU, Real NPU]

3 3.891 ± 6.71 396.292 ± 1172.17

Recurrent Input with
[NAU, NAU, NMU]

5* 0.196 ± 0.26 136.472 ± 220.06

Recurrent Input with Frozen NALMs 7 0.891 ± 2.03 99.76 ± 193.132

Results are shown in Table 7.3. We observe that the MLP and Quadratic architectures
both exhibit overfitting on the interpolation data but no form of generalisation to the
extrapolative data. In contrast, a majority of all the other architectures are found to not
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TABLE 7.4: 2 layer Gated NAU-NMU success and failure breakdown of the expres-
sions learnt. The oi values represent the selected intermediary output (starting with

index 1).

Success Task Target expression Layer 2 Learnt expression

TRUE

add-sub −a− b− c o1 −a− b− c
add-mul (a + b)× c o3 × o4 (a + b)× c
sub-add −a− b + c o1 −a− b + c
mul-mul abc o3 × o4 ab× c

FALSE

add-add a + b + c o2 + o3 + o4 + o5 1 + 1 + 1 + 1
sub-sub a + b− c o2 + o3 − o4 (b + ab)− (a− 0.5b + c)
sub-mul (−a− b)× c o1 × o4 (−a− b− c)× c
mul-sub −ab− c o1 0.88(−a− b− c)
mul-add ab + c o2 + o3 b + ab

have an average interpolation loss below 0.1 implying that the failures on the interpola-
tion range are harsher and can be better indicated without relying on the extrapolation
set. Using a deep stacking of singular NALMs also exhibits no success in any opera-
tion. Reasons can include the multiple ways of solving a combination that can result in
confusion for the model. For example, sub-sub which requires learning a+ b− c can be
learnt as (a+ b− c), or (a+ b)− c, or (a− c) + b, or (a+ b+ d)− (d+ c), etc. Addition-
ally, requiring discrete weights (of which many will be zeros) across multiple layers can
cause difficulty in acquiring good gradients for learning. For example, for the sub-sub
task using stacked NALMs containing NAUs and NMUs were found to have three of
the four modules all their weights collapsed to values around zero (< 10−4). A similar
case occurs for the iNALU modules where the transformed weights have an average
value of 0.17.

Reducing the depth by using gating to increase the breadth of a layer allows for replac-
ing two stacked layers with a single layer of two modules that are gated. This architec-
tural style can get successes, however, the choice of modules used matters. That is, the
gated iNALU and Real NPU based units have no success whereas the NAU and NMU
can learn mul-mul, add-mul, add-sub and sub-add. Observing the composition of the
learnt expressions (see Table 7.4) shows that multi-step operations can be learnt. For
example mul-mul requires both layers and add-mul does the addition of the sub-parts
(carrying the singleton c to the next layer) and then multiplies. The purely summative
tasks (add-sub and sub-add) learn the expression in the first layer instead of learn-
ing the expression in two parts and then combining. Looking at the remaining failure
shows that either input or module selection can cause failures, as well as partial gating
values. An interesting failure case is the add-add which learns to output 4. This is a
result of the first layer using multiplication for each selected intermediary of layer 2,
where each of the corresponding NMU weights is 0 resulting in the output being 1 (a
result of the NMU architecture). If in the first layer, the NAU would have been selected
instead then the output would have been 2a + 2b + c + d which is quite different to the
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TABLE 7.5: Recurrent Input Selection NALM using learnable NAUs and NMU for
add-add, sub-sub and add-mul. The timestep columns are the output expressions

(i.e., the selected module’s output) for the corresponding timesteps.

Success Task Target expression Timestep 1 Timestep 2 Scratchpad
accessed

TRUE
add-add a + b + c 0 a + b + c
sub-sub a + b− c −c a + b− c ✓

FALSE add-mul (a + b)× c a + b + c a + b + c

desired a + b + c. What may be occurring is an example of a shortcut as the interpo-
lation range is U [1,2) meaning the average output value for the expression a + b + c is
4.5 which is close to 4. In other words, the network had taken advantage of the NMUs
bias of outputting the identity value of cumulative multiplication (i.e., any input with
weight 0 will be converted to 1). Similar phenomenons have been observed in Sec-
tion 5.9 where division modules would unexpectedly leverage division rules such as
the inverse rule or zero rule.

A gated architecture suggests there is an advantage in having all modules available
every layer. If recurrent inputs with scratchpads are used with learnable NALMs then
the NAU-NMU model can additionally learn the combinations add-add and sub-sub
but no longer succeeds on add-mul. The learnt expressions for these combinations
are found in Table 7.5 displaying examples of how the model can: (1) in add-add still
favour single multi-element calculations over multi-step, (2) in add-sub can use the
lines of working to store and access intermediate calculations and (3) in add-mul fail
in all ways by not using the scratchpad and applying the incorrect input and module
selection. The iNAC-iMNAC version of this model is still unable to learn any combi-
nation but the NAU-Real NPU version can learn three combinations.

Without loss of generality, we can separate the input selection from the NALMs such
that there is only a single weight per module. Furthermore, if multi-op modules are
separated into separate modules, such as a separate addition and subtraction module
from the NAU, then the weights can be preset to be specialists meaning only the input
mask (and module mask) requires to be learnt and not the NALM weights. Doing so
results in successes in division combinations as well, as shown in Table 7.6. For the
successes, the scratchpad can be used when required and when unused the scratchpad
would simply store identity values such as 0 or 1. Of the failures, tasks requiring sub-
traction were particularly challenging, failing on 6

7 possible combinations.
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TABLE 7.6: Recurrent Input Selection using frozen arithmetic modules. The timestep
columns are the output expressions (i.e., the selected module’s output) for the corre-

sponding timesteps.

Success Task Target ex-
pression

Timestep 1 Timestep 2 Scratchpad
accessed?

TRUE

add-add a + b + c 1 a + b + c
add-sub −a− b− c 0 −a− b− c
mul-mul abc 0 abc
mul-div 1

abc
1

abcd
1

abc
div-add 1

ab + c 1
ab

1
ab + c ✓

div-mul c
ab

1
c

c
ab ✓

div-div ab
c

1
cd

abd
cd ✓

FALSE

add-mul (a + b)c −a− b− c −a− b− c + a + b + c ✓
add-div 1

(a+b)c
1

abcd
1

abc
sub-add −a− b + c 1

abcd −a− b
sub-sub a + b− c a

abcd
1
cd

sub-mul (−a− b)c 0 −a− b− c
sub-div 1

(−a−b)c 0 0× d ✓

mul-add ab + c 0 0× 1 ✓
mul-sub ab− c 1 −1− a− b− c
div-sub 1

ab − c 1
abcd

1
cd

7.4 Summary

This chapter has explored ways in which NALMs can be combined together to solve
compositional arithmetic tasks. We draw influence from concepts such as the GWT
(Baars, 1993), introducing a scratchpad which can only be written if a competition is
won, and globally accessible information that is broadcasted each time step. Using
such concepts results in our Recurrent Input Selection architecture which can build
compositional expressions over multiple timesteps. Furthermore, by having a separa-
tion of concerns between the input selection, module operation and module selection
we can remove the need for heavily engineered specialists, allowing for predefined
modules. In contrast to approaches such as stacking the Recurrent Input Selection are
able to build compositions with the use of its scratchpad. Though future work is re-
quired to improve the selection ability of the Recurrent Input Selection in being robust
to different combinations, the results suggest that using a Recurrent Input Selection
based architecture is a promising direction for combining NALMs.





135

Chapter 8

Conclusions

At the beginning of this thesis, we asked the question:

How can we learn to discover basic mathematics using ML models in a generalis-
able manner?

Throughout this thesis, we have set out to understand how to create neural networks
with the ability to learn extrapolative mathematics. In other words, networks that learn
an underlying mathematics relationship from an input distribution and still work when
applied to a different distribution where the data also contains the same underlying
pattern. To this end, we have focused on a specific family of interpretable architec-
tures, named NALMs, which have in-built biases to learn arithmetic/logic operations.
We have considered ways to evaluate and benchmark the networks under the assump-
tion that there is a goal for extrapolative models. Appreciating the challenges in learn-
ing single operations, we further explored multiplication and division by investigat-
ing techniques to improve robustness and factors which influence learning such as the
choice of loss. To finish, we considered ways to combine different specialist modules in
order to do compositional arithmetic. In this final chapter, we will briefly summarise
the key findings of this work and discuss the remaining directions for future work.

Chapter 3 introduced a benchmark for single-layered modules and an evaluation scheme,
both of which build on previous works of Madsen and Johansen (2019, 2020). With such
tools, we were able to evaluate a majority of arithmetic NALMs on the four key opera-
tions - addition, subtraction, multiplication and division over multiple training ranges.
Analysing these results, the following observations were made. Firstly, there exists a
challenge in robustness to learning on different training distributions. Secondly, of all
the operations, division was found to be the most challenging. Thirdly, in most cases,
NALMs with the capacity to do multiple operations were unable to perform well. This
chapter also answered our first research question regarding benchmarking.
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RQ 1.1: What evaluation strategies can be used to best analyse the different charac-
teristics of a NALM?

RQ 1.2: Which NALMs are robust to learning on different training distributions?

Answer: We conclude that a reasonable evaluation of NALMs can measure their abil-
ity to extrapolate, specialise fast and be interpretable. This results in our bench-
marks adopting three evaluation metrics - the configuration-sensitive success
rates, the speed of convergence and the sparsity errors. Although no NALM
is completely robust to different distributions, we are able to identify for a given
operation the best possible NALM to use.

Chapter 4 took a deeper look into the robustness issue for multiplication, using the
NMU as a case study. We found how the specialist architecture can result in biases
resulting in convergence to local optima during training. After which, we introduced a
form of reversible stochasticity to encourage escaping the local minima without affect-
ing the NMU’s inner mechanics. Our results showed that our approach to stochasticity
is more effective than other stochastic approaches. However, we discovered there exist
instances where the approach is not as successful as the NMU. This suggests that al-
though there is room for improvement, reversible stochasticity is a useful direction to
consider when tackling the robustness issue of NALMs.

Chapter 5 expanded on the analysis from Chapter 3 which identified that division is
an especially difficult operation to learn. We proposed simple yet intuitive alterations
to the Real NPU to improve robustness and introduced two novel division modules,
the NRU and NMRU. Both the NRU and NMRU questioned if one can extend the
multiplicative NMU for division under the intuition that division is the inverse opera-
tion of multiplication. Through a comprehensive set of studies, we discovered degra-
dation in extrapolative performance when redundancy or different distributions are
introduced. In particular, small values around zero and the Truncated Normal Distri-
bution were especially challenging. When integrated with larger end-to-end modules
for more challenging tasks, there was no direct correlation to the performance on the
synthetic arithmetic tasks, implying that only using synthetic tasks as a proxy for gen-
eralisation ability is not wise.

Chapter 6 took a step away from NALM architectures and instead focused on the ef-
fect of feature scaling and loss function on extrapolation performance. Feature scaling,
though known to be an effective method in symbolic regression, was found to only hin-
der NALMs. In particular, the arithmetic bias that the weights represent in a NALM
was found to contradict the type of solutions found when feature scaling was applied.
In contrast, using an alternative loss to MSE can have a positive impact on generalisa-
tion, but is task dependent. Therefore, if working with NALMs, experimenting with
different objective functions should be considered.
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The findings from Chapters 3-6 answered our questions for RQ2:

RQ 2.1: What are significant architecture choices which influence the ability to learn?

RQ 2.2: Can modifying the ML pipeline provide performance gains in robust extrap-
olation?

Answer: Significant architecture choices include: (1) using a form of discretisation to
encourage weights to converge, (2) inducing well-behaved gradients through lin-
ear weights, clipping or relevance gating, (3) applying stochasticity for avoiding
local optima and (4) having additional mechanisms to calculate the sign of out-
puts (this is especially valuable for division based NALMs). Although modifying
the data via feature scaling was unable to find any empirical improvements, us-
ing different loss functions can (though this is task dependent).

With the objective of exploring the composition of NALMs, Chapter 7 experimented
with different methods for combining NALMs. Simple approaches such as stacking
were found to be ineffective. Instead, by taking inspiration from cognition, we inte-
grated ideas of the GWT into our recurrent input architectures. Using selective writing
to input memory and broadcasting information of intermediary calculations encour-
aged a scratchpad-like mechanism to build expressions. Furthermore, by employing
the use of the straight-through trick, we were able to do hard selection whilst still train-
ing on soft differentiable weights. The work of this chapter answered RQ 3:

RQ 3.1: To what extent does the way in which NALMs are combined affect their
ability to compose?

RQ 3.2: How can we build an architecture to compose NALMs for learning different
combinations?

Answer: The combination strategy of NALMs can have a significant effect. Strategies
such as stacking and gating are found to have little success, whereas our Recur-
rent Input Selector architecture can learn some combinations due to its ability
to remember relevant intermediate calculations in a differentiable manner and
broadcast them.

To conclude, our efforts have concentrated on teaching neural networks to do extrap-
olative mathematics as a means towards understanding how to build generalisable
mathematical reasoning models. Specifically, we focused on NALMs which consist of
specialised modules for extrapolative arithmetic. Our work has extended the NALM
field in multiple directions including evaluation, novel architectures and techniques
such as reversible stochasticity and compositionality. We have shown how our work
can further improve the robustness of NALMs to different training ranges and distri-
butions as well as areas where challenges still lie.
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8.1 Directions for Future Work

This thesis can be considered a first for the field of NALMs. Being the first means vari-
ous directions for future study remain open for exploration. Therefore, in this section,
we present examples of such directions for future work including:

• Alternative methods for generation of selection masks for selecting inputs and
modules for NALM composition

• Improving the expressiveness of NALMs by learning scaling coefficients

• Alternative input representations such as complex inputs and multitoken repre-
sentations of numbers

• A more versatile evaluation suite to measure NALMs performance with other in-
put modalities and compositionality with other families of neural networks (e.g.,
Transformers)

8.1.1 Input and Module Selection for Compositional NALMs

In Chapter 7, we explored some starting points in ways to combine NALMs for com-
positional arithmetic. We suggest that the Recurrent Input Selection architecture with
frozen modules should be extended in two ways. Firstly, consider alternate strategies
to generate the input and module selection masks. This can include exploring methods
used in Mixture of Experts models which learn many experts that specialise on a subset
of the input space and select the relevant expert via (input dependant) gating (Jacobs
et al., 1991; Hazimeh et al., 2021), or further improving the creation of selection masks
when using the straight-through (Gumbel) Softmax (Paulus et al., 2021; Huijben et al.,
2023). Secondly, learning strategies regarding the speed and order to learn the discrete
input and module selections. Investigating different speeds of learning can involve
having a nested optimisation of learning the parameters for the inputs and module se-
lection. Investigating the order to learn the selections would ask the question of if there
exists an advantage in learning either the inputs or modules first, or if learning both at
the same time is best. The question of the best order to learn remains an open question
and therefore we believe is worth exploring. More generally speaking, we empathise
with the need to research ways to do (discrete) routing/selection; a task critical to many
applications (Rosenbaum et al., 2019).

8.1.2 Learning Coefficients

The extrapolative nature of NALMs enables them to be a good candidate for symbolic
regression. This work focused on NALMs with discretisation regularisation applied in
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order to force values towards exact arithmetic operations (e.g, weighting coefficients
of 1 or -1). For NALMs to be used for applications such as equation discovery re-
quires also being able to learn weighting coefficients on the input variables. Therefore,
we suggest two approaches to consider. The first would be replacing discretisation
with sparsity regularisation (such as L0 or L1), allowing for weighting coefficients to
be learned through NALM weights (Louizos et al., 2018; Heim et al., 2020). However,
this can result in a degrading generalisation performance since NALMs are able to fall
into more local minima (because of the removal of the discretisation regularisation) es-
pecially if used in a compositional form (joining many NALMs together). The second
would be keeping the discretisation regularisation but integrating additional weight-
ing parameters to learn the coefficients (Schlör et al., 2020). The latter approach is also
open to exploring alternate discretisation methods of NALM parameters, such as net-
work compression regularisation in binary/ternary networks (Hubara et al., 2016; Zhu
et al., 2017).

8.1.3 Alternative Encoding of Numbers

NALMs assume that the input data should be in a real-valued form (e.g. 2.16, -1.43,
2, etc.) encoded using a floating point format. However, a question worth asking is
whether this is the best number representation in order to teach NALMs? Numbers
(such as [-23.1]) could be encoded in different bases such as base 10 ([-,2,3,1]) or in
decimal form ([-,20,3,0.1]). Multitoken input representations for numbers using a sci-
entific form could reduce the affect of input magnitudes when learning to multiply
and divide numbers. The resulting operations would require only multiplying/divid-
ing the coefficients and summing/subtracting the exponents. For example, to calculate
11× 120 using a scientific token notation (i.e., 11 as [+,1.1,1] and 120 as [+,1.2, 2]) results
in (+1.1× 101)× (+1.2× 102). The calculation can deal with the sign, coefficients and
exponents separately as sign(+,+) = + , 1.1× 1.2 = 1.32 and 1 + 2 = 3 resulting in
the output [+, 1.32, 3] which is +1.32× 103 = 1320. As NALMs currently assume a
floating-point format, having another form of numerical encoding would result in hav-
ing to adapt the NALM’s architecture. Using a different encoding may have inherent
learning advantages over other bases in regard to robustness to different distributions.
For example, for Transformers, it has been noted that the chosen embedding format can
influence performance (Charton, 2022a). However, unlike Transformers which learn
high-dimensional embeddings of the numeric encodings (that can be difficult to inter-
pret), NALMs which can systematically modify the encodings can be designed. Al-
though NALMs currently require inputs to be in real space, extending support to com-
plex inputs would allow NALMs to solve a wider range of arithmetic such as modular
arithmetic. Not only would the NALMs be more expressive, but learning expressions
for arithmetic which require multiple intricate steps in real space could be completed
in a few steps in complex space.
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8.1.4 Extension of the Evaluation Suite

Finally, we observed in Chapter 5 that good performance in synthetic arithmetic tasks
may not be reflected in the more complex tasks (such as MNIST division). Therefore,
we suggest a need for a more elaborate suite of extrapolation based arithmetic experi-
ments to be able to better evaluate a NALM’s ability to learn complex networks. This
can include working with alternative modalities such as speech (e.g., calculating the
result of someone asking to add two numbers) or being integrated with other well-
known architectures such as Transformers (e.g., in a symbolic regression task allowing
a Transformer to output skeleton structures and have NALMs find the coefficients).
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Appendix A

Inductive Biases for System 2 -
Generalist Architectures with
Modularity

In the following, we explain examples of ML architectures which incorporate IBs for
System 2 processing including modularity, sparsity and composition.

Goyal et al. (2021c) introduces Recurrent Independent Mechanisms (RIMs) which as-
sume that the task can be decomposed into independent mechanisms which compete
against each other for access to information. The RIM architecture learns composable
reusable ‘modules’ (where each module is represented by a subset of a Long Term
Short Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) RNN’s weight ma-
trices) with representations where change can be localised. The architecture consists of
the following steps:

1. The RIMs will compete for access to the input, from which only a subset (the top-
k) will be selected.

2. The selected RIMs update their knowledge with respect to the input.

3. The RIMs undergo information sharing (i.e., communication). Only the top-k
RIMs are allowed to access information from the other RIMs. This is an example
of sparse interaction.

RIMs use a top-down attention (competition) process to select the relevant modules
for the input. Unlike RIMs, the GWT works with both bottom-up and top-down con-
nections. Mittal et al. (2020) introduce bidirectional and multilayered information flow
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controlled via attention to allow for such two-way connections with hierarchy. How-
ever, unlike the GWT which assumes macro modules are competing (e.g., face recog-
nition, gait recognition, object recognition, etc.) their modules focus on smaller micro
models.

A limitation of the above architectures is the need for a predefined number of al-
lowed active modules (the k value for top-k) which can read an input/contribute to
the workspace. Ideally, we want the number of selected modules to be flexible and
context dependent. Rahaman et al. (2021b) proposes an alternative called Kernel Mod-
ulated Dot Product Attention (KMDPA) which removes the need for a predefined k.
Instead of a k, a threshold value for a distance metric is set and the distances of mod-
ules to inputs are learnt. If the distance is within the threshold the module is active.
In contrast to the RIM’s top-k communication between specialists, Goyal et al. (2022)
relaxes the elitism of specialists by using a shared workspace for communication like
what is found in the GWT. Specialists still compete to write to the workspace, but the
workspace would be broadcasted to all the specialists. By replacing the top-k com-
munication with a shared workspace, it is possible to create global coherence between
different specialists.

Greff et al. (2020) argue that the inability to flexibly bind information of a distributed
network leads to the gap between humans and Deep Neural Networks (DNNs). This
binding problem causes difficulty in the segregation of entities, representing the seg-
regation and the novel composition using these entities. This problem is also reflected
in the RIMs architectures as the dynamics are fixed. A RIM module’s parameters are
not shared with other modules and are specialised for a particular computation; hence
different modules operate according to different dynamics and are not interchange-
able. Goyal et al. (2021b) takes inspiration from the Object Orientated Programming
paradigm in which a class (schema) can be shared between different instances (object-
s/modules) with their own states. Taking this idea, it is possible to encode factorisa-
tion of both declarative (properties) and procedural (dynamics) knowledge, allowing
for interchangeable modules. This schema/object-file factorisation model is given the
acronym SCOFF. SCOFFs, like RIMS, use modularity but are far more flexible. For ex-
ample, imagine modelling a system with three uniquely coloured bouncy balls which
share the same underlying dynamics. A RIM would learn different dynamics for each
ball, but a SCOFF would learn to reuse the different module parameters even though
each ball refers to a different state. The balls would share the same underlying dynamic
but are treated as independent in each module.

Goyal et al. (2021a) furthers the SCOFF concept by introducing sparse interactions of
objects through the Neural Production System (NPS). Instead of having direct object-
to-object interactions using attention, the NPS makes the interaction between objects
sparse i.e., schemas (rules) are only applied to a subset of the objects. The sparsity is
more sample efficient, faster to train, and has better transfer capabilities in the face of
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changes in distributions. These plug-and-play style compositions allow learning mod-
ular networks with interchangeable modules meaning the input dynamics do not need
to be fixed allowing for improved adaptability and transfer to changes in distributions.
Furthermore, such forms of factorisation do not require to be limited to the modules.
Mittal et al. (2022b) apply the discussed biases directly to the attention mechanism
to disentangle the search and retrieval. The result allows for compositional attention
which can have dynamic specialisation on the type of retrieval required. Unlike the
NPS, the compositional attention mechanism is not a niche architecture and can be
used as a direct replacement for attention heads found in common architectures such
as the Transformer (Vaswani et al., 2017).

Multiple regions in the brain use discrete encodings of variables such as objects, con-
cepts and actions; for example, the hippocampus (O’Reilly and Rudy, 2001; Zeithamova
et al., 2012), the prefrontal cortex and the sensory cortical areas (Tsao et al., 2006). Liu
et al. (2021) find that imposing discretisation in the communication between modules
encourages more robustness and independence between specialists. Communication
encodings are split into segments which get discretised using K-Nearest Neighbours
(KNN) against a learnable codebook of allowed vectors and recombined together for
the final discretised representation. Additionally, the discretisation can be made more
flexible by having a dynamic selection of the discretisation tightness (number of seg-
ments) conditioned on the input (Liu et al., 2022). Instead of a single fixed-size discreti-
sation function, a pool of discretisation functions with varying levels of coarseness can
be used. However, such discretisation methods rely heavily on the assumption that the
task to model requires communication between specialists.

Up to this point, architectures have focused on how to separate knowledge into com-
posable modules and share it. There is also the question of how the architecture itself
should learn. Goyal and Bengio (2022) suggest an IB for System 2 learning includes
having several speeds of learning, “with more stable aspects learned more slowly and
more non-stationary or novel ones learned faster” to allow for fast adaptation. Goyal
et al. (2021c) applies such learning to RIMs such that different parameters will learn at
different timescales; RIM modules undergo fast inner updates to capture the changing
dynamics from the task distribution, whereas the parameters for the input and module
communication have slow outer updates to learn stable connectivity structures. Simi-
larly, in SCOFFs, the OFs are allowed to change rapidly while the schemata change at
a slower stable rate over time (Goyal et al., 2021b).

Rahaman et al. (2021a) bring together many pieces of the above works to introduce a
novel self-attention architecture composed of differentiable components analogous to
common programming concepts such as functions, arguments, types etc. One can learn
reusable functions (modules) which can be selected without the need to predefine a
top-k value (using the KMDPA) and be dynamically combined depending on the input.
Dynamic adaptation enables the addition and removal of functions depending on the
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task, allowing for on-fly and faster adaptation. Unlike SCOFF and NPS, this work uses
a differentiable interpreter which enables parameter sharing between functions.
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Appendix B

Representation of Numbers in
Humans, Animals and Computers

In this section, we consider the different ways numerical information is encoded in
humans, animals and computers.

B.1 Humans

Numbers, in humans, can be represented in different ways. Two such ways described
by Nieder (2021) include symbolic and non-symbolic representations. Symbolic rep-
resentations such as number words (e.g., ‘three’) and numerals are unique to humans
and allow for arithmetic. Non-symbolic representations can be found in most species
(including humans) and allow for counting. The development of such a representation
can be associated with evolution and survival. Two mental systems come into play to
allow for non-symbolic representations – the (conscious) approximate number system
(ANS) and the (unconscious) object tracking system (OTS). The ANS enables the esti-
mation of quantities of elements without the reliance on language/symbols and results
in two characteristics called the numerical distance effect where the larger the distance
between two numbers the easier it is to discriminate between them and the number size
effect where it is harder to tell apart two numbers of the same distance the larger they
are (Dehaene et al., 1998). These two effects can activate regions in the inferior pari-
etal area of the brain. If quantified, these effects can be characterised by two laws –
Weber’s law and Fechner’s law. Weber’s law states that the just noticeable difference
(∆I) between two magnitudes is a constant (k) proportion of the reference stimulus’
magnitude (I), i.e., ∆I = kI (Kacelnik and Brito e Abreu, 1998; Kandel et al., 2013).
In other words, the error will increase linearly with numerosity. Fechner’s law states
that our sensation of magnitudes scales logarithmically to the stimulus (Dehaene and
Changeux, 1993). The OTS, unlike the ANS, can only represent a small set of numbers



146 Appendix B. Representation of Numbers in Humans, Animals and Computers

(between 1 and 3/4) and is associated with our subitizing ability, a fast, errorless pro-
cedure of being able to know a quantity without counting (Anobile et al., 2016).

B.1.1 How do Humans Process Numbers?

Humans have dedicated areas of the brain for processing numbers (Cohen and Da-
haene, 1995; Dehaene et al., 1999). Of the four cerebral cortex lobes, the frontal lobe
and parietal lobes have the most important roles regarding human number sense and
number manipulation. For example, the task of repeatedly subtracting the digit three
results in the bilateral activation of the two lobes (Dehaene, 1999, p. 249). The commu-
nication between the prefrontal and parietal cortices occurs via the superior longitudi-
nal fasciculus (Matejko and Ansari, 2015). The parietal cortex contains the intraparietal
sulcus (IPS) responsible for number sense such as “2 is less than 4” and “5 is before
6” (Nieder, 2021) and the dorsolateral prefrontal cortex (DLPFC) can manipulate infor-
mation in working memory (Barbey et al., 2013). The inferior parietal (IP) region of both
cerebral hemispheres contains neuronal circuits dedicated to the mental manipulation
of number quantities. The IP has been suggested to be subdivided into microregions
which specialise towards numbers, writing, space, and fingers (Dehaene, 1999, p. 190).
In particular, the inferior parietal cortex (IPC) containing the angular gyrus (AG) holds
mental number representations and number quantities.

One way of learning about what specific regions of the brain are responsible for is
through the study of cerebral lesions, where participants undergoing the task have
damage to a specific region of the brain. Such studies have indicated that the arithmetic
abilities of humans are based on many specialised neuronal networks (i.e., modules)
which communicate through parallel pathways (Dehaene, 1999, pp. 194–199). This
modular nature allows for a division of labour where each module can specialise in a
particular role such as recognising digits or accessing arithmetic facts from memory.
These lesion studies also find that algebraic knowledge such as the quadratic formula
is processed in a distinct part of the brain in comparison to number knowledge. Those
with damage to the left subcortical (in the basal ganglia) are unable to recall their addi-
tion or multiplication tables but can still do subtraction and algebra; although solutions
through arithmetic recall are not possible, solutions via counting (like how children ini-
tially learn to do) is possible (Hittmair-Delazer et al., 1994). Such studies suggest that
arithmetic circuitry is also separate from those for reading and writing in language.
For example, participants who suffer from pure alexia cannot read words but can read
number digits and do written calculations (Dejerine, 1892; Dehaene, 1999).

In the frontal lobe, the prefrontal areas contain multiple specialist networks related to
working memory, planning and error detection, which are all important to arithmetic.
Particularly, the prefrontal cortex acts like a working memory. Prefrontal lesions do
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not affect elementary operations but can impair ordering in which operations are exe-
cuted, e.g., adding when one should multiply or mixing up intermediary results (De-
haene, 1999, pp. 199-201). In contrast, there are also those who have the opposite prob-
lem; they can complete multidigit calculations but could not learn the multiplication
table (Temple, 1991). In fact, when asked to multiply two digits, the participant was
found to take several seconds, giving incorrect answers for a majority of the trials.

To summarise, there is not a single dedicated calculation region in the brain for arith-
metic (unlike the arithmetic processors in computers) but a distribution of highly spe-
cialised modules which communicate through multiple pathways. Individually, these
modules cannot do much but together they can solve complex problems. Note that
even a task as simple as multiplying two numbers requires the connection of millions
of neurons distributed throughout multiple brain areas (Dehaene, 1999, p. 221).

B.2 Animals

Our sense of numerosity is an innate property for humans which can be detected even
in infants (Xu et al., 2005). Other animals have a weaker arithmetic ability than humans.
In most cases, the internal representations of numbers can only approximate simple
operations like addition, subtraction, and comparison (Dehaene et al., 1998). Many an-
imals including cats, dogs, birds, and fishes use an ANS to detect numerosity (Nieder,
2021). Unlike humans, animals do not use symbolic systems such as language but can
demonstrate basic numeric abilities such as the size or distance effect (Dehaene et al.,
1998). Such number perception abilities stem from survival advantages (Perona, 2020).
For example, animals which travel in groups such as schools of fish or flocks of birds
have advantages if travelling in larger groups to reduce chances of being targeted by
predictors. As for the predators, knowing if your group is at a quantity disadvantage
from another can avoid losing battles and injury e.g., territory battles between lion
prides. Newborn chicks can perceive numbers using a mental number line like how
young children have a mental representation of number magnitude which emerges
without the need for explicit teaching (Rugani et al., 2015). Ants can keep an inter-
nal counter of the number of steps taken (step integration) to calculate the distance to
their nest (Wittlinger et al., 2006). Evidence suggests that their distance mechanism can
adapt to factors such as changes in stride length implying generalisation abilities.

B.3 Computers

In contrast to the fuzzy number representations, computers represent data using digital
binary bits of 1’s and 0’s. To represent values larger than 1, several bits must be used.
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FIGURE B.1: Example of a 32-bit binary floating-point number (assuming a nor-
malised form) representing the value 0.15625(= −1S× 2(E−127) × (1+ Σ23

i=1b23−i2−i)).
Image sourced from https://upload.wikimedia.org/wikipedia/commons/thumb/d

/d2/Float_example.svg/2560px-Float_example.svg.png.

A collection of 8 bits, called a byte, can represent unsigned integer values from 0 to 255
or signed integer values from -127 to 127. The byte is the smallest unit which can be ad-
dressed in memory. Current computer architectures typically can have either 32-bit or
64-bit registers. To represent real numbers, a fixed-point number representation can be
used. This requires having a fixed number of digits after the radix point (e.g., the dec-
imal point if using a base 10 system). However, in modern software, a more common
choice is an (IEEE-754 32-bit standard) floating-point number representation (Group
et al., 2019). Unlike in fixed-point representations, the radix point is not fixed and can
‘float’ to either side depending on the magnitude of the number. The most common
encoding requires three parts – the sign bit (S) representing if the number is positive
or negative, the exponent (E), and the mantissa (F) representing the fraction. A floating-
point number can be represented as −1S × F× 2E using radix 2 which is a binary base.
The fractional part can be either in a normalised or denormalised form. A normalised
form assumes there is an implicit leading one for the fraction, of the form 1.F, meaning
there is only one non-zero digit before the radix point. A denormalised form only oc-
curs if E=0 with an implicit leading 0 for the fraction allowing to represent the number
0. For the 32-bit floating-point value the breakdown would be a 1-bit sign, a 8-bit ex-
ponent and a 23-bit fraction (as shown in Figure B.1). This allows for precise arithmetic
up to 6-7 digits (excluding accumulated rounding errors).

Real numbers can have an infinite number of digits (e.g., π), but numbers in com-
puters can only be stored up to a finite number of digits using a floating-point rep-
resentation. Such computational precision limitations result in rounding (round-off)
errors. Rounding errors can be accumulated throughout a calculation leading to large
rounding errors and a badly conditioned computation. In particular, applying floating-
point operations can result in losing the correct digits of the mantissa. For an example,
see Mørken (2013, p. 101, example 5.12). Two tricks can be used to avoid the accumula-
tion of rounding errors. The first is simply using more bits to represent a real number.
Converting from a 32-bit to a 64-bit floating-point representation can delay the magni-
tude of the rounding issue at the cost of increased memory for storing the number. The
second is to rewrite the formulas used in calculations to avoid rounding errors such as

1√
x2+1−x

into
√

x2 + 1 + x (Mørken, 2013, pp. 114-115).

https://upload.wikimedia.org/wikipedia/commons/thumb/d/d2/Float_example.svg/2560px-Float_example.svg.png
https://upload.wikimedia.org/wikipedia/commons/thumb/d/d2/Float_example.svg/2560px-Float_example.svg.png
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Appendix C

Additional NALM Background
Information

C.1 Module Illustrations

Table C.1 displays, in chronological order, the module architecture illustrations given
in their respective papers.

TABLE C.1: Module architecture illustrations taken from the original papers. ∗Note
that we modified the NALU architecture from Trask et al. (2018, Figure 2b) as the
learned gate matrix (R3×4) represented as floating point numbers is mistakenly drawn

as a vector (R3) in the original figure.

Module Architecture

NALU∗ (Trask et al.,
2018)
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NLRL (Reimann and
Schwung, 2019)

G-NALU (Rajaa and
Sahoo, 2019)

(No figure exists)

NAU (Madsen and Jo-
hansen, 2020)

(No figure exists)

NMU (Madsen and Jo-
hansen, 2020)

NSR (Faber and Wat-
tenhofer, 2020)

iNALU (Schlör et al.,
2020)
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NPU (Heim et al., 2020)
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C.2 Step-by-step Example using the NALU

To better understand how the internal process of a NALM, we provide a worked through
example for subtraction using the NALU with parameters that can extrapolate.

Task: Subtract the second input value from the first where the input is x = [ 2 3 4 ]. The output
value should be [ −1 ] (i.e., 2-3=-1).

Steps:

1. Calculate tanh(ˆ︂W). The operation is +x1 − x2 so tanh(ˆ︂W) =
[︂ 1
−1
0

]︂
.

2. Calculate sigmoid(ˆ︂M). The first two input values are selected and the third is
ignored, so sigmoid(ˆ︂M) =

[︂
1
1
0

]︂
.

3. Calculate tanh(ˆ︂W)⊙ sigmoid(ˆ︂M) to obtain W =
[︂ 1
−1
0

]︂
.

4. Calculate the result of the summative path.

NAC+ = xW

= [ 2 3 4 ]
[︂ 1
−1
0

]︂
= [ (2×1)+(3×−1)+(4×0) ]

= [ 2−3+0 ]

= [ −1 ] .

5. Calculate the result of the multiplicative path. (For simplicity, let us assume ϵ =

0.)

NAC• = exp(W ln(|x|+ ϵ)

= exp(
[︂ 1
−1
0

]︂
ln(| [ 2 3 4 ] |)

= exp(
[︂ 1
−1
0

]︂
[ ln(2) ln(3) ln(4) ])

= exp([ ln(21)+ln(3−1)+ln(40) ])

= exp(ln([21 × 3−1 × 40])

= exp(ln([ 2× 1
3×1 ]))

= exp(ln([ 2
3 ]))

= [ 2
3 ] .

6. The target expression requires the summative path (NAC+) and ignores the mul-
tiplicative path (NAC•), therefore gate is sigmoid(xG) = [ 1 ].
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7. Combine all the pieces to get the output.

ŷ = g ⊙ a + (1− g)⊙m

= [ 1 ]⊙ [ −1 ] + ([ 1 ]− [ 1 ])⊙ [ 2
3 ]

= [ −1 ] + [ 0 ]

= [ −1 ] .
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C.3 Naive NPU Derivation

Derivation 1 shows how the NAC• can be transformed into the NPU.
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NAC• : yo = exp

(︄
I

∑
i=1

(Wi,o · ln(|xi|+ ϵ))

)︄
Assume use of complex logarithm and separation of weights Wi,o to

WRE and WIM.

= exp

(︄
I

∑
i=1

((WRE
i,o + iWIM

i,o ) · ln(xi))

)︄
Rewrite ln(xi) in polar form ln(xi) = ln(ri) + iki where ri is the
magnitude and ki (Equation 2.19) is the phase.

= exp

(︄
I

∑
i=1

((WRE
i,o + iWIM

i,o ) · (ln(ri) + iki))

)︄
Expand the expression using FOIL (first, outer, inner and last).

= exp

(︄
I

∑
i=1

(WRE
i,o ln(ri) + iWRE

i,o ki + iWIM
i,o ln(ri) + i2WIM

i,o ki)

)︄
Collect real and imaginary terms.

= exp

(︄
I

∑
i=1

(WRE
i,o ln(ri) + i2WIM

i,o ki)

)︄
· exp

(︄
I

∑
i=1

iWIM
i,o ln(ri) + iWRE

i,o ki)

)︄
Rewrite using i2 = −1

= exp

(︄
I

∑
i=1

(WRE
i,o ln(ri)−WIM

i,o ki)

)︄
· exp

(︄
I

∑
i=1

i(WIM
i,o ln(ri) + WRE

i,o ki)

)︄
Use Euler’s formula eix = cos x + i sin x

= exp

(︄
I

∑
i=1

(WRE
i,o ln(ri)−WIM

i,o ki)

)︄

·
(︄

cos

(︄
I

∑
i=1

(WIM
i,o ln(ri) + WRE

i,o ki)

)︄
+ i sin

(︄
I

∑
i=1

(WIM
i,o ln(ri) + WRE

i,o ki)

)︄)︄
Remove the remaining imaginary terms as we only want real weights.

exp

(︄
I

∑
i=1

(WRE
i,o ln(ri)−WIM

i,o ki)

)︄

·

⎛⎝cos

(︄
I

∑
i=1

(WIM
i,o ln(ri) + WRE

i,o ki)

)︄
+

����������������

i sin

(︄
I

∑
i=1

(WIM
i,o ln(ri) + WRE

i,o ki)

)︄⎞⎠
The resulting expression is the NPU (Equation 2.17) assuming
ri is relevance gating (Equation 2.18).

NPU : yo = exp

(︄
I

∑
i=1

(WRE
i,o ln(ri)−WIM

i,o ki)

)︄
· cos

(︄
I

∑
i=1

(WIM
i,o ln(ri) + WRE

i,o ki)

)︄

DERIVATION 1: Deriving the NPU from the NALU’s NAC•.
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Appendix D

NALM Benchmarking - Experiments
and Cross Module Comparisons of
Existing Works

This Appendix covers other types of experiments covered in previous NALM papers
and cross module comparison prior to running our benchmark experiments.

D.1 Additional Experiments

This section briefly summarises additional experiments given in the arithmetic NALM
papers. We do not cross-compare papers for each experiment as there is too little simi-
larity between experiments.

Trask et al. (2018) carries out a recurrent version of their static task experiment to test
the NAC+ where the subsets a and b are accumulated over multiple timesteps. The
purpose of this task is to generate much larger output values to test the NALU on.
Furthermore, as well as pure arithmetic tasks, Trask et al. (2018) tests NALU in other
settings such as: translating numbers in text form into the numerical form (for exam-
ple ‘two hundred and one’ to ‘201’), a block grid-world which requires travelling from
point A to B in exactly n timesteps, and program evaluation for programs with arith-
metic and control operations. However, the NALU is not utilised for its capabilities
as a NALM in the text-to-number task as the NALU is applied to a LSTM’s hidden
state vector; therefore it is questionable if the arithmetic capabilities of NALU are be-
ing used, as the NALU may also have to decode the numerical values from the LSTM
vector. The MNIST dataset is also used to evaluate NALU’s abilities in being part of
end-to-end applications. This includes exploring counting the occurrence of different
digits, the addition of a sequence of digits, and parity prediction.
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Madsen and Johansen (2020) also uses MNIST for testing the module’s abilities to act as
a recurrent module for adding/multiplying the digits. Madsen and Johansen (2020) ad-
ditionally provide experiments to express the validity of their modules. This includes
modifying the number of redundant hidden units, different input training ranges, ab-
lation on multiplication, stress testing the stacked NAU-NMU against difference input
sizes, overlap ratios and subset ratios, showing the failure of gating in convergence,
and parameter tuning regularisation parameters.

Schlör et al. (2020) provide three additional experiments. Experiment 1 (‘Minimal
Arithmetic Task’) uses a single layer to do a single operation with no redundancy to see
the effect of different input distributions. Experiment 2 (‘Input Magnitude’) sees the ef-
fect of training data by controlling the magnitude of the interpolation data. The NALU
is found to fail on magnitudes greater than 1. The iNALU remains unaffected for ad-
dition and subtraction. Multiplication performance is coupled to magnitude where
extrapolation error increases with magnitude. Division is uncorrelated to the input
magnitude. To increase problem difficulty, experiment 3 (‘Simple Arithmetic Task’) in-
troduces redundancy where from 10 inputs only 2 are relevant. NALU improves per-
formance for exponentially distributed data when redundant inputs are introduced.
iNALU shows improvements for multiplication where the module is able to succeed
on previously failed training ranges such as an exponential distribution with a scale
parameter of 5 (i.e.λ=0.2) but worsens for division.

Heim et al. (2020) highlights the relevance gate’s use via a toy experiment to select
one of the two inputs. They show the relevance gate transforms regions away from
the solution which contains no gradient information into regions with more instructive
gradients (Heim et al., 2020, Figure 3). Additionally, they demonstrate an application
of a stacked NAU-NPU module for equation discovery for an epidemiological model.

D.2 Cross Module Comparison

Comparing the existing findings across modules, the NALU is no longer considered
state-of-the-art for neural arithmetic operation learning. For each operation the best
module is as follows - addition or subtraction: NAU, multiplication: NMU, division:
NPU (or Real NPU if the task is trivial).

The iNALU generally outperforms the NALU at the cost of additional parameters and
complexities to the model. The magnitude of iNALU’s improvement varies, as Schlör
et al. (2020) claims vast improvements, while Heim et al. (2020) claim minor. For
division both the iNALU and NALU performances remain comparable. Success on
multiplication is dependent on the input training range. Heim et al. (2020) states the
NMU outperforms the iNALU on multiplication (as expected), but also addition and
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subtraction. The reason lies in the architecture used. The model is a stacked NAU-
NMU meaning the addition/subtraction would be modelled by the NAU. Therefore,
the NMU would only be required to act as a selector, selecting the output of the sum-
mation (that is, have a single weight at 1 and the rest at 0). Therefore, if two NMUs are
stacked together we expect the failure in a pure addition/subtraction task as shown in
Madsen and Johansen (2020, Appendix C.7). Heim et al. (2020)’s results show that the
NPU outperforms the iNALU for multiplication and division. When stacked on top
of a NAU, the NPU performs similarly to the NMU for addition and subtraction. The
NPU is outperformed by the NMU for multiplication, however it is more consistent
in convergence against different runs. For addition and subtraction, the NAU-NMU
is the sparsest module (having the least number of non-zero weights). The NPU uses
L1 regularisation for arithmetic tasks, encouraging sparsity over discretisation due to
its ability to express fractional powers. However, the main influence causing sparsity
in the NPU modules is from using the relevance gating. If this gating is removed (de-
noted by the NaiveNPU in the experiments), models are consistently less sparse for all
operations (Heim et al., 2020, Figure 7).

D.3 Experiments and Findings of Modules for Logic Tasks

This section summarises the experiments provided in two existing logic based NALMs—
the NLRL and the NSR.

D.3.1 NLRL

Preliminary results are given which test basic logic and arithmetic operations: AND,
OR, NOT and XOR, multiplication, addition with division, identity and constant selec-
tion. Each model consists of a stacked NLRL. Different numbers of intermediary units
per layer are tested and the authors conclude increasing the units improves perfor-
mance until a saturation point (found to be 8) is reached. A multi-operation based task
requires stacking layers of NLRL which introduces redundancy as the stacked output
and input layers both use negation gating. Therefore, if stacking is required, it is sug-
gested to remove cases with consecutive negation gating layers and only have a single
layer. Using a module with both AND and OR results in faster convergence (fewer
iterations), compared to using a module only using AND operations, but has a longer
computation time to train each iteration.
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D.3.2 NSR

Faber and Wattenhofer (2020) first check if the NSR can learn comparison operations
on both an integer and floating-point input setting. Results show that the NSR can
learn the comparison functions with both input types and can extrapolate well. Mod-
ules struggle with learning the = and ̸= operations, but performance can be improved
by introducing redundancy through additional sets of weights during training (Faber
and Wattenhofer, 2020, Section 4.4). The NSR can be attached to a NAU to learn piece-
wise functions. Findings suggest a simple continuous function (such as the absolute
difference between two inputs) can be learnt with extrapolation capabilities, but a non-
continuous function cannot. The NSR can be converted into a recurrent module to find
the minimum of a list and to count the occurrence of a number in a sequence. The
minimum task performs perfectly on all extrapolation settings however the counting
task’s performance reduces as sequence length increases. An additional task requires
finding the shortest paths in a Graph Neural Network where the network should learn
to imitate the Bellman-Ford algorithm. This is used to show that the recurrent NSR
can learn to aggregate numbers to a minimum. When extrapolating to larger graphs,
performance improved with larger edge weights. Finally, a MNIST digit comparison
task was tested to see if the NSR can be used as a downstream module for a CNN in an
end-to-end manner. Findings show that the NSR based network cannot outperform a
vanilla CNN but is comparable to a MLP based network, where the underperformance
was suggested to be a result of a weak learning signal.
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Appendix E

Experiment Details

This appendix provides details regarding experiment setups used throughout the the-
sis including parameters, hardware and runtimes.

E.1 Benchmark Synthetic Arithmetic Tasks

This section presents additional experiment details used for the two layer Arithmetic
Dataset Task and single layer Single Module Arithmetic Task.

E.1.1 Experiment Parameters

The module specific hyperparameters for the NAU/NMU, (Real)NPU and iNALU can
be found in Tables E.1, E.2 and E.3 respectively.

TABLE E.1: Additional parameters for the NMU (and NAU) for the Single Module
and Arithmetic Dataset Task. The λ̂, λstart, λend.

Parameter Arithmetic
Dataset
Task

Single
Module
Task

λ̂ 10 10
λstart 1 million 20000
λend 2 million 35000
Learning rate 10−3 10−3
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TABLE E.2: Parameters specific to the NPU and Real NPU modules for the Single
Module Task.

Parameter Value

(βstart,βend) (10−7, 10−5)
βgrowth 10
βstep 10000
Learning rate 5× 10−3

TABLE E.3: Parameters specific to the iNALU for the Single Module Task.

Parameter Single Module Task

ω 20
t 20
Gradient clip range [-0.1,0.1]
Max stored losses (for reinitalisation check) 5000
Minimum number of epochs before regularisation starts 10000

E.1.2 Hardware and Runtimes

All experiments for the Single Module Task and the Arithmetic Dataset Tasks were
trained on the CPU, as training on GPUs takes considerably longer, using a 16 core/
32 thread CPU server with 128 GB memory and 2.4 GHz processors. For any model, a
single seed for a single training range can be completed within 5 minutes for the Single
Module Task and within 4.5 hours for the Arithmetic Dataset Task. Timings are based
on a single run rather than the runtime of the script execution because the queuing time
from jobs when executing scripts is not relevant to the experiment timings.
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E.2 Multiplication MNIST Experiments

E.2.1 Experiment Parameters

For further details, refer to the Sequential MNIST Product experiment details from Mad-
sen and Johansen (2020).

E.2.2 Hardware and Runtimes

All experiments for the MNIST based tasks were trained using a single GeForce GTX
1080 GPU. For the Static MNIST experiments, a single fold can be completed in approx-
imately 5 hours for the Isolated Digit setup experiment and 10.5 hours for the Colour
Channel Concatenated Digit setup. The Sequential MNIST experiments runtimes and
memory usage are found in Table E.4.

TABLE E.4: Time taken and GPU memory required to run Sequential MNIST experi-
ments. Experiments are run over 10 seeds.

Experiment Model Criterion Device Epochs Approximate
time for com-
pleting 1 seed/-
fold (hh:mm:ss)

GPU
memory
(MiB)

Sequential
MNIST
Product

Reference

MSE GPU 1000

02:00:00

679
NMU 02:55:00
sNMU U [1,5] 03:00:00
sNMU U [1,1+1/sd(x)] 03:10:00
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E.3 Division Experiments

Table E.5 shows the Real NPU parameters are taken from Heim et al. (2020, Section 4.1)
which we confirm work empirically in Figure 5.4b.

TABLE E.5: Parameters specific to the Real NPU modules for the Single Module Tasks.

Parameter Value

(βstart,βend) (10−9, 10−7)
βgrowth 10
βstep 10000
λ̂ 1

E.3.1 Parameter Initialisation

We give the initialisations used on the different module parameters:

Real NPU: The real weight matrix uses Pytorch’s Xavier Uniform initialisation. The
gate vector initialises all values to 0.5. This is the same initialisation used in Heim et al.
(2020).

NPU: The imaginary weight matrix is initialised to 0. The rest of the parameters are
initialised the same as the Real NPU. This is the same initialisation used in Heim et al.
(2020).

NRU: The weight matrix uses a Xavier Uniform initialisation which can have a max-
imum range between -0.5 to 0.5 (depending on the network sizes). This is the same
initialisation the Neural Addition Unit uses (Madsen and Johansen, 2020).

NMRU: The weight matrix uses a Uniform initialisation which can have a maximum
range between 0.25 to 0.75 (depending on the network sizes). This is the same initiali-
sation the Neural Multiplication unit uses (Madsen and Johansen, 2020).

E.3.2 Hardware and Runtimes

All synthetic arithmetic experiments were trained on the CPU, as training on GPUs
takes considerably longer. All Real NPU experiments were run on Iridis 5 (the Univer-
sity of Southampton’s supercomputer), where a compute node has 40 CPUs with 192
GB of DDR4 memory which uses dual 2.0 GHz Intel Skylake processors. All NRU and
NMRU experiments were run on a 16 core CPU server with 125 GB memory 1.2 GHz
processors.
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Table E.6 displays the time taken for each experiment to run a single seed for a single
range. Timings are based on a single run rather than the runtime of a script execution
because the queuing time from jobs when executing scripts is not relevant to the ex-
periment timings. For a single model, a single experiment would have 225 runs (for 9
training ranges and 25 seeds).

TABLE E.6: Timings of experiments.

Experiment Model Approximate time for completing 1 seed (mm:ss)

No redundancy (size 2)
Real NPU 03:20
NRU 02:00
NMRU 03:00

With redundancy (size 10)
Real NPU 05:30
NRU 05:00
NMRU 05:15
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E.3.3 Summary Table of the Ranges Used for the Single Layer Task

Table E.7 shows the ranges used to generate the summary statistics. Note that even
though the interpolation ranges are given (to make it easier to compare against the
relevant Figures), it is the success rate on the extrapolation range which is used in the
table summary.
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TABLE E.7: The relevant ranges used to calculate the summary statistics in Table 5.6.

Redun-
dancy?

Input type Distribution Figure Interpolation Ranges

No

Mixed-signs Uniform 5.8 All 5 ranges: U [-2,-0.1) & U [0.1,2), U [-2,-1) & U [1,2), U [-2,2), U [0.1,2) & U [-2,-0.1) and
U [1,2) & U [-2,-1)

Mixed-signs Truncated Normal 5.10 All 3 TN ranges: TN(-1,3): [-5,10), TN(0,1):[-5,5) and TN(1,3):[-10,5)

Negative Uniform 5.6 Only pure negative ranges: U [-0.2,-0.1), U [-1.2,-1.1), U [-2,-1) and U [-20,-10)

Positive Uniform 5.6 Only pure positive ranges: U [0.1,0.2), U [1,2), U [1.1,1.2) and U [10,20)

Large magnitude Uniform 5.10 U [-100,100) and U [-50,50)

Large magnitude Benford 5.10 B[10,100)

Close to 0 Uniform 5.15 All 5 ranges: U [0,0.0001), U [0,0.001), U [0,0.01), U [0,0.1) and U [0,1)

Close to 0 Truncated Normal 5.10 TN(0,1)[-5, 5)

Yes

Mixed-signs Uniform 5.9 All 5 ranges: U [-2,-0.1) & U [0.1,2), U [-2,-1) & U [1,2), U [-2,2), U [0.1,2) & U [-2,-0.1) and
U [1,2) & U [-2,-1)

Mixed-signs Truncated Normal 5.11 All 3 TN ranges: TN(-1,3): [-5,10), TN(0,1):[-5,5) and TN(1,3):[-10,5)

Negative Uniform 5.7 Only pure negative ranges: U [-0.2,-0.1), U [-1.2,-1.1), U [-2,-1) and U [-20,-10)

Positive Uniform 5.7 Only pure positive ranges: U [0.1,0.2), U [1,2), U [1.1,1.2) and U [10,20)

Large magnitude Uniform 5.11 U [-100,100) and U [-50,50)

Large magnitude Benford 5.11 B[10,100)

Close to 0 Truncated Normal 5.11 TN(0,1)[-5, 5)
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E.4 MNIST Product Tasks: Architecture Details

This section details the architectures used and further explores the learnt models from
the MNIST tasks.

E.4.1 Isolated Digits

The digit classification network can be found in Figure E.1. The application of the fc2
Linear layer will result in logits for each MNIST digit in the batch. At this point, the two
MNIST digits are still separated and treated as independent batch items. A softargmax
is applied to convert logits into a soft selection of the index for the most likely MNIST
digit value. This is used to select a digit value and then the two digits are recombined
into their original two-digit format. The output of the digit classifier (of shape [batch
size, 2]) is passed to a multiplication module which returns the final output predictions.

(A)

(B)

FIGURE E.1: Digit classification network structure and summary used in the Isolated
Digits MNIST task

E.4.2 Colour Channel Concatenated Digits

We use the rotated, translated, and scaled (RTS) dataset described in Jaderberg et al.
(2015, Appendix A.4). The RTS dataset is generated by randomly rotating an MNIST
digit by +45 and -45 degrees, randomly scaling the digit by a factor of between 0.7 and
1.2, and placing the digit in a random location in a 42×42 image.
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Given an image which is distorted via random scaling, rotation and translation, the
Spatial Transformer Network can learn to locate the digit of interest and transform the
source image to produce a version of the digit more like its non-distorted form. First,
a localisation network learns a set of K control coordinates which are normalised be-
tween [-1,1]. These control points learn a grid around the point of interest which in this
case is the digit. As there are two digits, two localisations are learnt. A localisation net-
work consists of a convolutional network (see Figure E.2) with a tanh transformation
at the end so the output of the network is between [-1,1], making it bounded (Shi et al.,
2016). The Thin Plate Spline (TPS) transformation parameters are calculated using the
control points from a localisation network. The TPS transformation will transform the
target image’s pixel coordinates to the source image’s pixel coordinates. To generate the
TPS transformation matrix, we follow Shi et al. (2016, Section 3.1.2). Finally, a sampling
grid will take the source image and its pixel locations to produce the transformed im-
age. The transformed image is then passed to a classification network (see Figure E.3)
to produce logits for digit classification. The classified digits are then passed to the
relevant multiplication network.

(A)

(B)

FIGURE E.2: Localisation network structure and summary used in the Colour Channel
Concatenated Digits MNIST task.
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(A)

(B)

FIGURE E.3: Digit classification network structure and summary used in the Colour
Channel Concatenated Digits MNIST task.

E.4.3 Sequential MNIST

The network for the Sequential MNIST task can be found in Figure E.4. There are
two parts to the network - the regression network to convert MNIST image digits to
numbers and the NALM to do the calculation. Note that for the baseline the NALM
would represent a fixed operation so would not consist of any learnable parameters.

FIGURE E.4: Network structure used in the Sequential MNIST task, assuming the
regression network is a NALM.
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Appendix F

Multiplication: Static MNIST
Analysis

F.1 Class Accuracies

This section plots the class accuracies of the models for a fold, evaluated on the test
dataset. Doing so helps assess the learnt representations of the digit classifier network.
The accuracy for classifying each digit over the test set is plotted with a further break-
down of the decisions over each digit using an unnormalised confusion matrix. The
distribution of digit labels will be non-uniform.

F.2 Isolated Digits

See Figures F.1 and F.2. The baseline is unable to classify zeros, mistaking all occur-
rences except 1 as the number 1. The FC model completely misclassifies digits 6, 7 and
8 as 7, 8 and 9 respectively. Both NMU and sNMU variants have strong classifiers with
each digit getting at least 96% success in classification.

F.3 Colour Channel Concatenated Digits.

See Figures F.3 and F.4. Results are shown for a fold which models found especially
challenging. Only the baseline and the sNMU using batch statistics are able to learn
classifiers which can provide a distinct diagonal over the confusion matrix. For this
fold, the batch sNMU can outperform the baseline’s classifier for every digit, implying
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the learnable multiplication layer provides a better optimisation landscape. The re-
maining multiplication models have no sign of convergence, with the FC model learn-
ing to have a high bias towards classifying the digit 3.
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FIGURE F.1: Success rates for classifying each digit in the test dataset for a single seed.
(Left) Zoom-in for success in range 0.95-1. (Right) The full plot from success rate 0-1.
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FIGURE F.2: Confusion matrices for intermediate label classification
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FIGURE F.3: Success rates for classifying each digit (with rounding) in the test dataset
for a single seed. (Left) Zoom-in for success in range 0.95-1. (Right) The full plot from

success rate 0-1.
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FIGURE F.4: Confusion matrices for intermediate label classification.

F.4 Digit Classification Accuracy over Epochs

This section shows how accuracies for classifying each digit evolves over the epochs.
The average values over all folds are shown (with 95% confidence intervals).

Isolated digits. Figure F.5 shows similar learning for both digits, with the sNMU mod-
ules providing tight confidence bounds. The sNMU with range U [1,5] also shows better
accuracy over the baseline after approximately 600 epochs.
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FIGURE F.5: Label accuracy vs epoch of the two digits for the Isolated digit variant of
the Static MNIST Product task.

Colour Channel Concatenated Digits. Figure F.6 shows a greater variation in perfor-
mance over the different models and folds in comparison to the isolated digits’ results.
The difference can be explained by the increased difficulty of this task, where local-
isation for each digit must be completed by the image classifier network. The solved
baseline model shows challenges in robustness from the large confidence bounds while
the batch sNMU provides much tighter bounds. The importance of having a reason-
able noise range is also reflected in this task, with the sNMU using U [1,5] noise unable
to learn any reasonable image classifiers. It is also clear even with a bad noise interval,
using stochasticity is better than not using stochasticity (i.e., sNMU vs NMU).
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FIGURE F.6: Label accuracy vs epoch of the two digits for the Colour channel concate-
nated digit variant of the Static MNIST Product task.



175

Appendix G

Division: Additional Analysis

G.1 Properties of a Division Module

When building a division module, the following properties should be included:

Ability to multiply: Without multiplication the module is limited to expressing recip-
rocals.

Interpretable weights: A good division module should produce generalisable solu-
tions to OOD data. Using interpretable weights to represent exact operations is one
way of doing so, e.g., -1 to divide, 1 to multiply, and 0 to not select. For the scope of
this paper, we focus on discrete weights, however fractional weights can also be con-
sidered interpretable. For example, the Real NPU can express 1√

xi
using a weight value

of -0.5.

Calculating the output: This can be decomposed into three tasks: magnitude calcula-
tion, sign calculation and input selection.

Magnitude calculation: Refers to calculating the output value for a calculation. This
is achieved using discrete weight parameters. For example, the Real NPU and NRU
use a weight value of -1 for calculating reciprocals of the selected input and 1 for mul-
tiplication, while the NMRU uses 1 for selecting an input element resulting in either a
multiplication or reciprocal depending on the weight’s position index.

Sign of the output: Calculating the sign value (1/-1) of the output can occur at an
element level in which the sign is calculated for each intermediary value as each input
element is being processed, or at the higher input level in which the sign is calculated
separately from the magnitude and then applied once the final output magnitude is
calculated. The NRU uses the prior method while the Real NPU and NMRU use the
latter method. If an input is 0 or considered irrelevant then the output sign will be 1.
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(Ablation studies on the NMRU, Figure G.6, suggest the latter option which separately
calculates the sign to be more beneficial).

The Real NPU and NMRU use the cosine function to calculate the final sign of the
module’s output neuron. Below shows the state diagram of how the sign value (i.e.,
the state) of the output would change depending on the inputs and relevant parameters
being processed. We only consider the discrete parameters for simplicity. Both the Real
NPU and NMRU use the same state diagram but have different conditions for a state
transition to occur.

s = −1 s = 1b(s) b(s)
a(s)

The conditions for the Real NPU transition functions a(s) = −s and b(s) = s, where s
is the state value -1, or 1, are defined as follows:

a(s) :xi < 0∧ wi,o ∈ {−1, 1} ∧ gi = 1 ,

b(s) :xi ≥ 0∨ wi,o = 0∨ gi = 0 .

Transitioning from one sign to another only occurs if the input element (xi) is negative
and is considered relevant i.e., the gate (gi) and weight value (wi,o) is non-0. In contrast,
to remain at a state requires either the input element to be ≥ 0 or not be considered
relevant.

The conditions for the NMRU transition functions a(s) = −s and b(s) = s, where s is
the state value -1, or 1, are defined as follows:

a(s) :xi < 0∧ wi,o = 1 ,

b(s) :xi ≥ 0∨ wi,o = 0 .

Transitioning from one sign to another only occurs if the input element (xi) is negative
and is considered relevant i.e., the weight value (wi,o) is 1. To remain at a state requires
either the input element to be ≥ 0 or the weight value to not select the input.

Selection: Not all inputs are relevant to the output value. To process any irrelevant
input elements can be interpreted as converting to the identity value of multiplica-
tion/division (=1). The identity property means that any value multiplied/divided by
the identity value remains at the original number. Hence, irrelevant inputs are con-
verted into 1 (rather than being masked out to 0). For the multiplication case, this stops
the output from becoming 0, and for division it avoids the divide by 0 case. For all the
explored modules, a weight value of 0 will deal with the irrelevant input case. How-
ever, the Real NPU goes a step further by also having an additional gate vector with
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the purpose of learning to select relevant inputs. Such gating has been proven to be
helpful for an NPU based module (Heim et al., 2020), but may not be necessary when
dealing with weights between [0,1] like in the NRMU (see Appendix G.6).
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G.2 NRU; Single Module Task (without Redundancy): Tanh
Scale Factor

Figure G.1 shows the impact of changing the tanh scale factor. We find larger scale
factors work better with a factor of 1000 being the best. This correlates to the findings
in Faber and Wattenhofer (2020, Figure 5).
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FIGURE G.1: Effect of the tanh scale factor for the NRU on the 2-input setting.
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G.3 Real NPU; Single Module Task (without Redundancy): Ad-
ditional Experiments

Figure G.2 shows the results of using the NPU for the 2-input task. Of the 9 tested
ranges, L2 has a lower success rate than L1 for 5 ranges and has the same success rate
for the remaining 4 ranges. If L2 regularisation is used instead of no regularisation, it
performs worse in 3 (of the 9) ranges, better in 3 ranges and the same in the remaining
3 ranges.
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FIGURE G.2: Applying no regularisation, L1 regularisation and L2 regularisation on
the Real NPU for the 2 input tasks.

Figure G.3 displays the effect of different learning rates for the modified Real NPU. A
learning rate of 5× 10−3 has the best performance over all ranges.
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FIGURE G.3: Different learning rates on the Real NPU (mod) for the Single Module
Task (no redundancy).
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G.4 NRU; the Single Module Task (without Redundancy): Ef-
fect of Learning Rate

Figure G.4 displays the effect of different learning rates for the NRU. A learning rate
of 1 gets full success on all ranges with performance deteriorating as the learning rate
reduces.
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FIGURE G.4: Different learning rates on the NRU for the Single Module Task (no re-
dundancy)
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G.5 Real NPU; Single Module Task (with Redundancy): Addi-
tional Experiments

We test the NPU module with all the modifications used on the real weight matrix.
Also, assuming the global solution only uses the real weights, we enforce the complex
weights to be clipped between [-1,1] and to go to 0 during the regularisation stage
using a L1 penalty. Figure G.5 shows the complex weights without any constraints,
hindering success and convergence speeds of negative ranges. Applying clipping and
regularisation constraints does not result in any significant improvements against the
Real NPU results.
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FIGURE G.5: Adapting the Real NPU to use complex weights (NPU) on the Single
Module Task with redundancy. Compares the NPU architecture with the Real NPU
modifications (i.e. NPU (no constraints)) and the same model but with the imaginary
weights clipped to [-1,1] and L1 sparsity regularisation on the complex weights (i.e.

NPU (clip & reg)).
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G.6 NMRU; Single Module Task (with Redundancy): Addi-
tional Experiments
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FIGURE G.6: Ablation study for the NMRU. gnc = Gradient norm clipping; sign = sign
retrieval mechanism; gating = NPU-style gating.

This section further explores the NMRU architecture.

Figure G.6 shows an ablation study on different components of the NMRU architec-
ture. Removing both the sign retrieval and grad norm clipping performs poorly over a
majority of ranges (including positive ranges). Gradient norm clipping alone is unable
to solve the issue of learning negative ranges, however, fully succeeds on the U [-2,2)
range. Using the sign retrieval without the gradient clipping gains successes for the
negative ranges, though performance on U [2,-2) is affected. However, including both
gradient clipping and sign retrieval results in separating the calculation of the magni-
tude of the output and its sign while having reasonable gradients, gaining the most
improvement over the vanilla NMRU. Further including a learnable gate vector (like
the Real NPU), which is applied to the input vector, hinders performance. The largest
solved at iteration step seems to be bounded at approximately 50,000 iterations which
correlates to the point at which the sparsity regularisation begins, which highlights the
importance of discretisation. Even with the different ablations, the sparsity errors of
the successful seeds remain extremely low.

Figure G.7 shows the effect of using different learning rates on the NMRU (with grad
norm clipping and sign retrieval) using an Adam optimiser. Too low a learning rate
struggles on the mixed-sign range U [-2,2). Too high a learning leads to no success on
multiple ranges.

Figure G.8 compares training the NMRU with either an Adam and SGD optimiser.
As expected, Adam outperforms SGD in all ranges (except two, where both perform
equally). This difference in performance can be accounted for by Adam’s ability to



G.6. NMRU; Single Module Task (with Redundancy): Additional Experiments 183

●

●

●

●

● ●

● ●

●

●

●

●
●

●

● ● ● ●

● ●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●
●

●

●

●

● ● ● ●● ● ● ● ● ● ● ● ●● ● ● ● ● ● ● ● ●

Success rate Solved at iteration step Sparsity error

U[−
0.

2,
−0

.1
)

U[−
1.

2,
−1

.1
)

U[−
2,

−1
)

U[−
2,

2)

U[−
20

,−
10

)

U[0
.1

,0
.2

)

U[1
,2

)

U[1
.1

,1
.2

)

U[1
0,

20
)

U[−
0.

2,
−0

.1
)

U[−
1.

2,
−1

.1
)

U[−
2,

−1
)

U[−
2,

2)

U[−
20

,−
10

)

U[0
.1

,0
.2

)

U[1
,2

)

U[1
.1

,1
.2

)

U[1
0,

20
)

U[−
0.

2,
−0

.1
)

U[−
1.

2,
−1

.1
)

U[−
2,

−1
)

U[−
2,

2)

U[−
20

,−
10

)

U[0
.1

,0
.2

)

U[1
,2

)

U[1
.1

,1
.2

)

U[1
0,

20
)

0e+00

2e−04

4e−04

6e−04

0

20000

40000

60000

0.00

0.25

0.50

0.75

1.00

Interpolation range

learning rate ● ● ●1e−3 1e−2 1e−1

FIGURE G.7: Effect of different learning rates on the NMRU

scale the step size of each weight, which can complement the clipped gradient norm of
the NMRU, in contrast to the SGD’s global step size.
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FIGURE G.8: Effect of optimiser on the NMRU. SGD = Stochastic Gradient Descent.
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G.7 NRU; Single Module Task (with Redundancy): Calculat-
ing the Sign Separately

The ‘separate NRU’ module calculates the magnitude and sign separately and then
combines them using multiplication together once all input elements are accounted
for. The following definition is used to calculate a NRU with separate magnitude and
sign calculation,

zo =
I

∏
i=1

(︂
|xi|Wi,o · |Wi,o|+ 1− |Wi,o|

)︂
·

I

∏
i=1

sign(xi)
round(Wi,o) . (G.1)

Figure G.9 shows results, where the separate sign method shows no difference in suc-
cess to the original NRU architecture.
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FIGURE G.9: NRU on the redundancy experiment comparing a module which calcu-
lates the magnitude and sign together vs calculating the magnitude and sign sepa-

rately and then combining them.
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G.8 Division MNIST Arithmetic Task: Effect of Gradient Norm
Clip

This section sees the effect of applying gradient norm clip (GNC) to the division NALMs
for the two-digit MNIST task. Results (see Table G.1 and Figure G.10) indicate that us-
ing GNC is detrimental for the NRU but is advantageous for the Real NPU and NMRU.

TABLE G.1: Test accuracies of the output label for the MNIST task. The predictions
and targets are rounded to 5 d.p. before the accuracy is calculated. The mean accuracy

over 10-folds is given with the standard error. ‘gnc’ stands for grand norm clip.

DIV Real NPU (mod.) NRU NMRU

No gnc 97.497±0.183 97.147±0.242 97.517±0.291 44.69±13.841
With gnc=1 - 97.982±0.092 94.215±3.627 46.891±13.969

DIV

Real NPU (mod)

Real NPU (mod) (gnc=1)

NRU

NRU (gnc=1)

NMRU

NMRU (gnc=1)

0 25 50 75 100
accuracy (%)

m
od

el

FIGURE G.10: Test accuracies on the 5 d.p. output values comparing the effect of
clipping the gradient norm on NALMs.
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Appendix H

Gradients of the Arithmetic Dataset
Task

This section derives the generalised partial derivatives for the stacked NAU-NMU and
NAU-sNMU. To keep derivations as simple as possible, we assume formulations of
models without the use of regularisation or clipping.

Throughout this section, we assume the following notations:

• Superscript A (W A) = Weight matrix of a summative module (i.e. NAU)

• Superscript M (W M) = Weight matrix of a multiplicative module (i.e. NMU or
sNMU)

• Weight matrix indexing Wr,c where r = row index and c = column index (starting
at 1)

• I = total number of input elements for the respective module

• O = output size of the NAU weight matrix (or number of elements in the inter-
mediate vector)

• l = index for an output element

• i = index for an input element

H.1 MSE Loss for the Arithmetic Dataset Task

We define the MSE loss specific to the two-layer task below. N is the number of batch
items. Xn is the input vector for batch item n with target scalar yn and predicted scalar
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Key

Matrix Multiplication

Element-wise addition

Element-wise subtraction

Apply binary operation; A o B

Data flow (output data from applying an operation)

Reuse weights

A B
o

Element-wise multiplication

Apply unary operation on A; B := o(A)A B
o

Binary
operation

Unary
operation

Product over the columns of the input

FIGURE H.1: Illustration of the data flow of a NAU-NMU module. The annotation of
weights will be consistent with the gradient calculations.

ŷn. I is the number of input elements (=100) in the input vector.

L =
1
N

N

∑
n
(yn − ŷn)

2

L =
1
N

N

∑
n
(yn −NMU(NAU(Xn)))

2

z1 =
I

∑
i
(Xn,i ·WA

i,1)

z2 =
I

∑
i
(Xn,i ·WA

i,2)

L =
1
N

N

∑
n
[yn − ((1 + WM

1,1 · z1 −WM
1,1)(1 + WM

2,1 · z2 −WM
2,1))]

2

H.2 Explicit Gradients

To help improve familiarity with notation, we first work through an example using
predefined network sizes. For the following (simplified) two module example using
the baseline stacked NAU-NMU, we assume an input vector size 3, intermediate size
2, and output size 1. As a further simplification, we only consider the loss for a sin-
gle data-label pair (X1, y1). We annotate the weights and components explicitly in
Figure H.1. Matrix indexing follows the standard (row, column) convention, with in-
dexing starting from 1.
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H.2.1 MSE Loss Partial Derivatives:

Derivation 2 calculates the loss derivative with respect to (wrt) three different weights
values: WA

1,1, WA
1,2, and WM

1,1 indicated by colours (yellow, purple, and teal). Colours
red and blue are used to identify the parts of the derivative which are derived from
the original equation (i.e., the predicted value y1̂). Using the chain rule on the loss
requires calculating the partial derivative of the predicted value wrt the weight, which
is calculated via the product rule using the underlined red and blue terms as the parts.
To differentiate each part further also requires another application of the product rule.

L = (y1 − y1̂)
2

y1̂ = (WM
1,1 · (X1,1 ·WA

1,1 + X1,2 ·WA
2,1 + X1,3 ·WA

3,1) + 1−WM
1,1)·

(WM
2,1 · (X1,1 ·WA

1,2 + X1,2 ·WA
2,2 + X1,3 ·WA

3,2) + 1−WM
2,1)

∂L
∂WA

1,1
= −2 · ∂y1̂

∂WA
1,1
· (y1 − y1̂)

∂y1̂

∂WA
1,1

= WM
1,1 · X1,1 · (WM

2,1 · (X1,1 ·WA
1,2 + X1,2 ·WA

2,2 + X1,3 ·WA
3,2) + 1−WM

2,1)

= WM
1,1 · X1,1 · (WM

2,1 · (
I

∑
i

X1,i ·WA
i,2) + 1−WM

2,1)

∂L
∂WA

1,2
= −2 · ∂y1̂

∂WA
1,2
· (y1 − y1̂)

∂y1̂

∂WA
1,2

= (WM
1,1 · (X1,1 ·WA

1,1 + X1,2 ·WA
2,1 + X1,3 ·WA

3,1) + 1−WM
1,1) ·WM

2,1 · X1,1

= (WM
1,1 · (

I

∑
i

X1,i ·WA
i,1) + 1−WM

1,1) ·WM
2,1 · X1,1

∂L
∂WM

1,1
= −2 · ∂y1̂

∂WM
1,1
· (y1 − y1̂)

∂y1̂

∂WM
1,1

= ((X1,1 ·WA
1,1 + X1,2 ·WA

2,1 + X1,3 ·WA
3,1)− 1)·

(WM
2,1 · (X1,1 ·WA

1,2 + X1,2 ·WA
2,2 + X1,3 ·WA

3,2) + 1−WM
2,1)

= (
I

∑
i
(X1,i ·WA

i,1)− 1) · (WM
2,1 · (

I

∑
i
(X1,i ·WA

i,2) + 1−WM
2,1)

DERIVATION 2: Partial derivatives on the MSE Loss of the NAU-NMU wrt weight
elements WA

1,1, WA
1,2, and WM

1,1.

The partial derivative of the prediction wrt to a NAU weight is the product of two
terms: One term is the NMU weight (whose row index matches the column index of
the target NAU weight) multiplied with the input (whose column index corresponds
to the target NAU weight’s row index). The other term is the result of what would be
the output of the NMU if it is only applied to intermediate zi where i is the value which
is not the value of the column of the target NAU weight. E.g. WA

1,2 considers z1.
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The partial derivative of the prediction wrt to a NMU weight is the product of two
terms: One term is the intermediate element which corresponds to the row value of
the target NMU weight minus 1, e.g. WM

1,1 would have z1 − 1. The other term is the
result of what would be the output of the NMU if only applied to the intermediate zi

where i is the value which is not the value of the column of the target NAU weight.
E.g. WM

1,1 considers z2. This term also occurs in the partial derivative when the target
weight being derived to is a NAU weight.

H.3 Generalised NAU and NMU Partial Derivatives of the loss
for a NAU-NMU

The derivative of the loss wrt either a NAU or NMU weight can then be derived using
the chain rule. We formulate these gradients for the generalised case. The expression
is generalised such that it can be applied to any element in the NAU weight matrix
regardless of the matrix’s size, and the NMU weight matrix regardless of the matrix’s
row size. Like before, we assume derivatives for a single data-label pair (X1, y1).

To reiterate, the NAU weight matrix is denoted as WA
l,i where the A represents a sum-

mative module (for adding/subtracting), l is the output element index for the output
applying the NAU, and i is the index to select an element from the input.

∂L
∂WA

i,l
= −2(y1 − y1̂) ·WM

l,1 X1,i ·
{O\l}

∏
j

(WM
j,1(

I

∑
k=1

X1,kWA
k,j) + 1−WM

j,1)

∂L
∂WM

l,1
= −2(y1 − y1̂) · (

I

∑
i=1

X1,iWA
i,l − 1) ·

{O\l}

∏
j

(WM
j,1(

I

∑
k=1

X1,kWA
k,j) + 1−WM

j,1)

{O\l} represents the indices of all output elements from applying the module exclud-
ing the index corresponding to the output for the weight element you are calculating
the partial derivative of.

H.4 Generalised NAU and NMU Partial Derivatives for a NAU-
sNMU

We derive the generalised gradients as before but now using a sNMU rather than a
NMU. Gradients are derived using the quotient rule. Let N be the noise matrix (same
shape as input X).
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H.4.1 MSE Loss Definition

L = (y1 − y1̂)
2

= (y1 − sNMU(NAU(X1)))
2

H.4.2 Loss derivatives wrt NAU and sNMU weights

Let

A =
{O\l}

∏
j

N1,jWM
j,1 · (

I

∑
k=1

X1,kWA
k,j) + 1−WM

j,1

be the result of the sNMU applied only to the output values of the NAU whose index
is not the value of the column of the target NAU weight. Let

D =
O

∏
i

N1,iWM
i,1 + 1−WM

i,1 ,

be the denoising term. Therefore,
∂L

∂WA
i,l

= −2(y1 − y1̂) ·
A
D
·WM

l,1 N1,iX1,i

∂L
∂WM

l,1
= −2(y1 − y1̂) ·

A
D2 · [D(N1,lzl − 1)

− (WM
l,1 N1,lzl + 1−WM

l,1)(N1,l − 1)(
{O\l}

∏
j

(N1,jWM
j,1 + 1−WM

j,1))]

Although the residual term (y1 − y1̂) remains, during training, the NAU-sNMU’s gra-
dients of the weights can take a different trajectory to the NAU-NMU. Hence, the use
of noise in the sNMU may aid in alleviating the local minima issues of the NMU.
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