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A sphere region tracking control scheme for
underwater vehicles

Xing Liu, Mingjun Zhang, Zhenzhong Chu and Eric Rogers

Abstract—The concept of region tracking control has advan-
tages for underwater vehicles for some special missions, such as
pipeline tracking. This paper develops a sphere region tracking
control scheme based on barrier Lyapunov functions, where an
observer is used to estimate the effects of external disturbances
and modeling uncertainty. It is shown that the distance between
the vehicle’s position and the corresponding point on the desired
trajectory is always kept within the prescribed boundaries.
Simultaneously, the absolute value of each attitude-tracking error
is less than another defined boundary. Finally, the new control
scheme is applied to a fully actuated underwater vehicle, and
the advantages of this strategy are validated compared to other
region-tracking control schemes.

Index Terms—Underwater vehicle, sphere region tracking,
observer, barrier Lyapunov function, prescribed boundaries.

I. INTRODUCTION

ONE view of an underwater vehicle is as a platform to
carry sensors or manipulators to perform different mis-

sions [1]–[4], including underwater observation, underwater
searching, and even underwater operation. A high-performance
control system enables an underwater vehicle to complete
a given mission. Examples of control algorithms applied to
underwater vehicles include sliding mode control, e.g., [5],
model predictive control [6], [7], neural network, or fuzzy-
based control [8]. In these cited references, the control objec-
tive is to command the vehicle to have the highest possible
tracking accuracy.

This paper considers region tracking control for an under-
water vehicle applicable to missions where the objective is
to keep the tracking error within prescribed boundaries, espe-
cially in steady-state operation. An example area is pipeline
tracking, where, given the detection range of sensors, a more
applicable objective is that the distance between the vehicle’s
position and the corresponding point on the desired trajectory
is less than a prescribed boundary, coupled with limiting the
attitude errors to within the prescribed boundaries. Moreover,
cases may arise where the tracking error must be within the
specified boundaries in finite time, and any overshoot on any
Degree of Freedom (DOF) must be less than a specified value.
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Previous research, e.g., [9], developed a region-tracking
control scheme for an underwater vehicle. Potential energy
functions were designed based on the prescribed boundaries
and the region error variable used to derive the control
law. This research focused on the tracking error’s region
performance in the steady state and did not consider this
characteristic during the transient stage. Barrier Lyapunov
function-based control has been developed for systems with
state constraints, and there is previous research on their ap-
plication to underwater vehicle tracking control. For example,
a singularity-free controller was designed for surface vessels
to satisfy the predefined performance requirements using a
logarithmic barrier function in [10]. In [11], a saturated
adaptive robust neural network control based on reinforcement
learning for underactuated AUVs was developed, where a
prescribed performance-bound method is used to improve
the tracking accuracy. Moreover, in [12], an adaptive neural
network control using the barrier Lyapunov function and a
modified line-of-sight guidance law developed for marine
vehicles with state and input constraints, where the uniform
ultimate boundedness of the closed-loop system was verified.
Another application of prescribed performance control is for
an AUV operating in formation, where a limited communi-
cation range is considered, together with a need to ensure
collision avoidance, see, e.g., [13].

Barrier Lyapunov function-based control is a good choice
for designing a region tracking controller since it can obtain
the tracking performance with the predesigned transient and
steady-state performance, e.g., [14]–[18]. However, these bar-
rier Lyapunov function-based controllers focus on improving
the tracking precision under state constraints. In general terms,
region tracking control aims to steer the vehicle within the
prescribed boundaries, but high precision would require using
control inputs that would have detrimental effects on thrusters.
Moreover, navigation sensors in underwater vehicles may not
provide the accuracy necessary to achieve the control objec-
tives. In [19] and [20], investigated the adaptive region tracking
control problem with the prescribed transient performance for
underwater vehicles based on defined performance control.
Specifically, the tracking error for each DOF in [19] was
changed between the prescribed boundaries by combining a
barrier function and a piecewise smooth Lyapunov function.
Alternatively, in [20], the tracking error was varied between
the specified limits by adding a nonlinear transformation to
the tracking error for each DOF under a defined performance
control design.

For some underwater missions, e.g., the pipeline tracking
application discussed above, it would be more applicable that
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the distance between the vehicle’s position and the correspond-
ing point on the desired trajectory is less than a prescribed
value and the attitude errors are within specified values. This
paper develops new results on region tracking control for
underwater vehicles for this requirement. The main novel con-
tributions of this paper are: i) a region tracking control scheme
is developed by designing two barrier Lyapunov functions with
the norm of the position tracking error and the absolute value
of the attitude error, which is different from [19] and [20]
where the region tracking control on each DOF is achieved
based on the corresponding element of the tracking error,
ii) in the new design, an observer estimates the uncertainty,
including external disturbances and the modeling uncertainty,
based on the boundedness of the uncertainty and its derivative,
and the associated estimation error converges to zero in a finite
time, iii) it is proved that the norm of the position tracking
error is less than a prescribed value, coupled with attitude
tracking errors that also are within prescribed boundaries under
the new control scheme, and iv) as a necessary first step in
evaluating the performance of new design, it is applied (in
simulation) to an open-frame underwater vehicle subject to
ocean current and other external disturbances. The comparative
results demonstrate the effectiveness of the new design.

The rest of this paper begins with the problem formulation
in Section II. Section III gives the development of the new
design, including the stability proof. Simulation-based case
studies are given in Section IV. Finally, the main new results
in this paper are summarized in the last section, together with
a discussion of possible future research areas.

II. PROBLEM FORMULATION

Fig.1 gives the frames associated with an underwater ve-
hicle, including the inertial frame E = (Xe, Ye, Ze) and
the body-fixed frame B = (Xb, Yb, Zb). The location of the
vehicle in the inertial frame is defined by η1 = (x, y, z)T ,
and the attitude (Euler angles) of the vehicle is described by
η2 = (φ, θ, ψ)T with roll (φ), pitch (θ) and yaw (ψ) in the
inertial frame. The vector υ = (υx, υy, υz)

T represents the
linear velocity in the body-fixed frame and ω = (ωφ, ωθ, ωψ)T

the angular velocity in the body-fixed frame.
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Fig. 1. Coordinate frames, see [21]

The relationship between the location and the linear velocity
vectors can be written in the form (see [22])

η̇1 = RE
Bυ

RE
B =

 CψCθ CψSθSφ − SψCφ CψSθCφ + SψSφ
SψCθ SψSθSφ + CψCφ SψSθCφ − CψSφ
−Sθ CθSφ CθCφ


(1)

where RE
B is the translation matrix from the body-fixed frame

B to the inertial frame E, Ck = cos(k) and Sk = sin(k), for
k = ψ, φ, or θ. Similarly, the relationship between the Euler
angles and the angular velocity vector is, see [22],

η̇2 = R2ω

R2 =

 1 SφTθ CφTθ
0 Cφ −Sφ
0 Sφ/Cθ Cφ/Cθ

 (2)

where Tθ = tan(θ). The matrix R2 has a potential singularity,
i.e., when the pitch angle (θ) is π

2 or −π2 . However, in general,
the pitch angle (θ) is always far away from the neighborhood
of π

2 or −π2 due to the structural design of the vehicle.
From [22], the translational and rotational dynamics of the

vehicle can be written as

M1υ̇ + C1 (υr, ωr) υr + D1 (υr) υr + g1 (η2) = τ1

M2ω̇r + C2 (υr, ωr)ωr + D2 (ωr)ωr + g2 (η2) = τ2 (3)

where M1 and M2 are the 3×3 inertia matrices, including the
added mass terms; C1 (υr, ωr) and C2 (υr, ωr) are the 3× 3
matrixes of the centrifugal and Coriolis terms; υr and ωr are
the linear and angular velocities relative to the ocean current
in the body-fixed frame, respectively; D1 (υr) and D2 (ωr)
are the matrices representing the hydrodynamic drag terms;
g1 (η2) and g2 (η2) are 3× 1 vectors of the restoring forces;
and τ1 and τ2 are 3×1 vectors, respectively, describing forces
and moments supplied by thrusters to the vehicle.

It is assumed that the entries in this vehicle model are
available from modeling or experimental method studies, such
as the towing-tank method given in [23]. However, modeling
uncertainties will still be present. In addition, the vehicle
moves under the influence of an irrotational current, whose
effects can be modeled as additive external disturbances acting
on the dynamics described by (3). Including representations of
both these effects results in the following model for analysis
and design:

M̂1υ̇ + Ĉ1 (υ, ω) υ + D̂1 (υ) υ + ĝ1 (η2) = τ1 + τd1

M̂2ω̇ + Ĉ2 (υ, ω)ω + D̂2 (ω)ω + ĝ2 (η2) = τ2 + τd2 (4)

where for a variable, say H, Ĥ denotes its estimate, τd1 and
τd2 are 3× 1 vectors representing the modelling uncertainties
and the external disturbances, respectively. It is assumed that
there exist unknown upper bounds ρ̄h1 > 0 and ρ̄h2 > 0 such
that ‖τd1‖ < ρ̄h1 and ‖τd2‖ < ρ̄h2 (where || · || denotes an
appropriately chosen norm). Furthermore, it is assumed that
the first derivatives with respect to time of τd1 and τd2 exist,
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and satisfy bounds of the form ‖τ̇d1‖ < ρ̄H1 and ‖τ̇d2‖ < ρ̄H2

for unknown positive constants ρ̄H1 and ρ̄H2.
This paper considers region tracking control, particularly

the scenario shown in Fig. 2. The core objective is to steer the
vehicle within the desired trajectory’s prescribed upper and
lower boundaries, but not to (always) enforce zero tracking
error. One approach to this problem for attitude control would
be to design a region tracking controller for each DOF. Such
a control strategy assumes no interaction between the axes. If
this is not the case then the alternative is to design a region
tracking controller based on the distance between the center
of the vehicle at any time instant and the corresponding point
on the desired trajectory, as measured by the associated norm.
In this paper, DBCD denotes this distance.

VehicleVehicle

Desired Trajectory

Annular region

Lower boundary

Upper boundary

Fig. 2. Schematic of the region tracking control considered.

The new design is relevant to applications with a limited
communication range or a limited detection range of the sen-
sors. In such cases, the distance between the actual and target
trajectories must be less than a prescribed value. There have
been previous region-based control designs, and in this paper,
comparative studies of the new design against alternatives
are given based on the model of an actual vehicle. These
results are simulation-based and are an essential step before
experimental validation can be planned.

The following lemma will be used in the control design.

Lemma 1. [15] Consider a nonlinear system ẋ = f(x). Then
if there exists a Lyapunov function V (x) such that V̇ (x) ≤
−c1V (x) + ϑ1 with positive scalars c1 and ϑ1, the nonlinear
system is exponentially convergent and the Lyapunov function
V (x) is bounded.

III. CONTROL DESIGN

This section develops the new control scheme with the
objectives given in Section II. In particular, two forms of
Lyapunov functions are used to undertake a stability analysis
and design the region tracking control law by using the
backstepping technique. Moreover, the terms τd1 and τd2 in (4)
are estimated by a nonlinear observer.

A. Barrier Lyapunov functions

Given the desired trajectory ηd = [ηTd1, η
T
d2]T , define the

position tracking error as za1 = η1 − ηd1 and the attitude
tracking error as z2 = η2−ηd2. For the first control objective,
i.e., to guarantee that the distance DBCD is kept within
the prescribed boundaries, a Lyapunov function on the set(√
ε1b,
√
ε1a
)

is used of the form

V1 =

(
‖za1‖2 −mµ

)2
(
ε1a − ‖za1‖2

)(
‖za1‖2 − ε1b

) (5)

where ε1b > 0 is a suitably small parameter,
√
ε1a = ρ∞1 +

(ρ01 − ρ∞1) e−λ1t with positive design parameters ρ01, ρ∞1,
λ1, mµ = 1

2 (ε1a + ε1b), and ‖za1‖2 = zTa1za1. Also, it is
required that ρ∞1 > ρ01 and ε1a (0) > ‖za1 (0)‖2 > ε1b.

Remark 1. It is routine to establish that the Lyapunov function
V1 is continuous and bounded on the set

(√
ε1b,
√
ε1a
)
. Also

when ‖za1‖2 → ε1b or ε1a, V1 → ∞. If the boundedness
of the Lyapunov function is verified, the norm of the position
tracking error, i.e., DBCD, is limited to within the prescribed
boundaries.

The partial derivative of the Lyapunov function V1 with
respect to ‖za1‖2, denoted by ∂

∂‖za1‖2
V1, can be written as

∂

∂‖za1‖2
V1 =

(
‖za1‖2 −mµ

)(
ε21a+ε

2
1b

2 − ε1aε1b
)

((
ε1a − ‖za1‖2

)(
‖za1‖2 − ε1b

))2
=

Ca

(
‖za1‖2 −mµ

)
((
ε1a − ‖za1‖2

)(
‖za1‖2 − ε1b

))2 (6)

where Ca =
(
ε21a+ε

2
1b

2 − ε1aε1b
)
> 0. Also ∂

∂‖za1‖2
V1 has the

following property:

(ε1a + ε1b)
(
‖za1‖2 −mµ

)
‖za1‖2

Ca

∂

∂‖za1‖2
V1 − V1

=

(
‖za1‖2 −mµ

)2 (
‖za1‖4 + ε1aε1b

)
((
ε1a − ‖za1‖2

)(
‖za1‖2 − ε1b

))2 ≥ 0 (7)

Taking the partial derivative of V1 with respect to ε1a gives

∂

∂ε1a
V1 =

− (ε1a − ε1b)
(
‖za1‖2 −mµ

)(
‖za1‖2 − ε1b

)
2
((
ε1a − ‖za1‖2

)(
‖za1‖2 − ε1b

))2
= −

(ε1a − ε1b)
(
‖za1‖2 − ε1b

)
2Ca

∂

∂‖za1‖2
V1 (8)

and to keep the attitude tracking error for each DOF within
the prescribed boundaries, the following Lyapunov function
on the set

(
−√ε2a,

√
ε2a
)

is used:
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V2 =

3∑
i=1

z22i
ε2a − z22i

(9)

where z2i is the ith entry of the attitude tracking error z2. In
this paper, the prescribed boundaries are identical for roll, pitch
and yaw tracking, and

√
ε2a = ρ∞2 +(ρ02 − ρ∞2) e−λ2t with

positive design parameters ρ02, ρ∞2 and λ2. It is also required
that ε2a > z22i (0).

Taking the partial derivative of the Lyapunov function V2
with respect to z22i and ε2a, respectively, gives

∂

∂z22i
V2 =

ε2a

(ε2a − z22i)
2 > 0

∂

∂ε2a
V2 =

3∑
i=1

−z22i
(ε2a − z22i)

2 = −
3∑
i=1

z22i
ε2a

∂

∂z22i
V2 (10)

Also, ∂
∂z2

2i
V2 has the property that:

2

3∑
i=1

z22i
∂

∂z22i
V2 − V2 =

3∑
i=1

z42i + ε2az
2
2i

(ε2a − z22i)
2 ≥ 0 (11)

Given the desired trajectory, define the linear velocity track-
ing error as z3 = υ − α1 and the angular velocity error
as z4 = ω − α2, where α1 and α2 are the virtual control
vectors, designed below. The time derivatives of the Lyapunov
functions V1 and V2, respectively, are

V̇1 = −

(
∂

∂‖za1‖2
V1

)
(ε1a − ε1b)

(
‖za1‖2 + ε1b

)
2Ca

ε̇1a

+ 2

(
∂

∂‖za1‖2
V1

)
zTa1ża1

= 2

(
∂

∂‖za1‖2
V1

)
zTa1
(
RE

B (z3 + α1)− η̇d1
)

−

(
∂

∂‖za1‖2
V1

)
(ε1a − ε1b)

(
‖za1‖2 + ε1b

)
2Ca

ε̇1a (12)

V̇2 = 2

3∑
i=1

∂

∂z22i
V2z2iż2i +

(
∂

∂ε2a
V2

)
ε̇2a

= 2

3∑
i=1

∂

∂z22i
V2z

T
2 (R2 (z4 + α2)− η̇d2)

−
3∑
i=1

∂

∂z22i
V2

z22i
ε2a

ε̇2a (13)

To achieve V̇1 < 0 and V̇2 < 0, the virtual control vectors
α1 and α1 are, respectively, chosen as:

α1 = RE
B

−1

η̇d1 +
(ε1a − ε1b)

(
‖za1‖2 − ε1b

)
ε̇1a

2Ca‖za1‖2
za1


−RE

B

−1

 (ε1a + ε1b)
(
‖za1‖2 −mµ

)
2Ca

za1


+ RE

B

−1
((

∂

∂‖za1‖2
V1

)
za1
2

)
(14)

α2 = R−12

(
η̇d2 +

ε̇2a
2ε2a

z2 − z2 − diag

(
∂

∂z22i
V

)
z2
2

)
(15)

Substituting the virtual control vectors α1 and α1 into (12)
and (13), respectively, simplifies V̇1 and V̇2 to

V̇1 = 2

(
∂

∂‖za1‖2
V1

)
zTa1R

E
Bz3 −

(
∂

∂‖za1‖2
V1

)2

zTa1za1

−

(
∂

∂‖za1‖2
V1

)
(ε1a + ε1b)

(
‖za1‖2 −mµ

)
Ca

zT1 za1

≤ −V1 + 2

(
∂

∂‖za1‖2
V1

)
zTa1R

E
Bz3

−

(
∂

∂‖za1‖2
V1

)2

zTa1za1 (16)

V̇2 = 2

3∑
i=1

∂

∂z22i
V2z2

T
2 R2z4 − 2

3∑
i=1

∂

∂z22i
V2z

2
2i

−
3∑
i=1

(
∂

∂z22i
V2

)2

z22i

≤ 2
3∑
i=1

∂

∂z22i
V2z2

T
2 R2z4 − V2 −

3∑
i=1

(
∂

∂z22i
V2

)2

z22i

(17)

B. Nonlinear observer design

To derive the region tracking control law, the unknown terms
τd1 and τd2 in (4) must be estimated. Given (4) and full-state
measurements, the nonlinear observer used has the form:

˙̂υ = M̂−11 τ1 − M̂−11

(
Ĉ1 (υ, ω) υ + D̂1 (υ) υ + ĝ1 (η2)

)
+ d̂1 (t) + k1|υ̃|0.5sign (υ̃) + k2υ̃

˙̂d1 (t) = k3sign (υ̃) + k4υ̃ (18)

˙̂ω = M̂−12 τ2 − M̂−12

(
Ĉ2 (υ, ω)ω + D̂2 (ω)ω + ĝ2 (η2)

)
+ d̂2 (t) + p1|ω̃|0.5sign (ω̃) + p2ω̃

˙̂d2 (t) = p3sign (ω̃) + p4ω̃ (19)
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where d̂1 (t) and d̂2 (t) are, respectively, the estimates of
d1 (t) = M̂−11 τd1 and d2 (t) = M̂−12 τd2. υ̂ and ω̂ are,
respectively, the estimates of υ and ω. υ̃ = υ − υ̂, and
ω̃ = ω − ω̂. ki, i = 1, 2, 3, 4 and pi, i = 1, 2, 3, 4, are positive
scalars that satisfy

k1 > 2
√
ρH1, k2 > 0

k3 > ρH1, k4 >
4k22

(
9k21 + 10k3 − 10ρH1

)
k3 − ρH1

p1 > 2
√
ρH2, p2 > 0

p3 > ρH2, p4 >
4p22

(
9p21 + 10p3 − 10ρH2

)
p3 − ρH2

(20)

Remark 2. Although the terms of ḋ1 and ḋ2 are bounded,
their bounds are not known a priori. In the observer, the
parameters ki and pi are determined by these bounds. One
simple way is to choose ki and pi by trial and error.

Define d̃1 (t) = d1 (t)− d̂1 (t) and d̃2 (t) = d2 (t)− d̂2 (t).
Then using (4), (18) and (19), the dynamics of the estimated
errors d̃1 and d̃2 are given by

˙̃υ = −k1|υ̃|0.5sign (υ̃)− k2υ̃ + d̃1 (t)

˙̃
d1 (t) = ḋ1 (t)− k3sign (υ̃)− k4υ̃ (21)

˙̃ω = −p1|ω̃|0.5sign (ω̃)− p2ω̃ + d̃2 (t)

˙̃d2 (t) = ḋ2 (t)− p3sign (ω̃)− p4ω̃ (22)

Using results in [24], it can be shown that the estimation errors
d̃1 and d̃2 converge to zero in a finite time. The stability
analysis can be found in [24].

C. Control law and stability analysis

Consider the Lyapunov function:

VT =
1

2
zT3 z3 +

1

2
zT4 z4 + V1 + V2 (23)

Then the following is the main result of this paper.

Theorem 1. Consider the underwater vehicle’s dynamics (1)
with modelling uncertainty and external disturbances, and
suppose that the initial conditions of the vehicle satisfy the
constraints ε1a (0) > ‖za1 (0)‖2 > ε1b and ε2a > z22i (0).
Suppose also that the nonlinear observer (18) and (19) is
used to estimate the general uncertainty, including unknown
external disturbance and modeling uncertainty, and the control
law is given by

τ1 = M̂1

(
Ĉ1 (υ, ω) υ + D̂1 (υ) υ + ĝ1 (η2)

)
− M̂1d̂1

+ M̂1 (α̇1 − β1z3)− 2M̂1
∂V1

∂‖za1‖2
RB
Eza1 (24)

τ2 = M̂2

(
Ĉ2 (υ, ω)ω + D̂2 (ω)ω + ĝ2 (η2)

)
− M̂2d̂2

+ M̂2 (α̇2 − β2z4)− 2M̂2
∂V2

∂‖z2‖2
RT2 z2 (25)

where β1 and β2 are positive design parameters chosen to
be greater than 1/4. Then, all the signals in the closed-
loop system are bounded, and the constraints for DBCD and
attitude tracking error in each DOF hold.

Proof. The derivative of the Lyapunov function VT (23) with
respect to time, is

V̇T = zT3 ż3 + zT4 ż4 + V̇1 + V̇2 (26)

Also, substituting the time-derivative of the error variables z3
and z4, and (14) into (26) gives

V̇T = zT3

(
d̃1 − β1z3 − 2

∂V1

∂‖z1‖2
RB
Eza1

)

+ zT4

(
d̃2 − β2z4 − 2

∂V2

∂‖z2‖2
RT

2 z2

)
− V1

+ 2

(
∂

∂‖za1‖2
V1

)
zTa1R

E
Bz3 −

(
∂

∂‖za1‖2
V1

)2

zTa1za1

+ 2
∂V2

∂‖z2‖2
zT2 R2z4 − V2 −

3∑
i=1

(
∂V2
∂z22i

)2

z22i (27)

Substituting the control law (24) and (25) into (27), gives:

V̇T = zT3

(
d̃1 − β1z3 − 2

∂V1

∂‖za1‖2
RB
Eza1

)

+ zT4

(
d̃2 − β2z4 − 2

∂V2

∂‖z2‖2
RT

2 z2

)

− V1 + 2

(
∂

∂‖za1‖2
V1

)
zTa1R

E
Bz3

−

(
∂

∂‖za1‖2
V1

)2

zTa1za1 − V2

+ 2
∂V2

∂‖z2‖2
zT2 R2z4 −

3∑
i=1

(
∂V2
∂z22i

)2

z22i (28)

By Youngs inequality, zT3 d̃1 ≤ 1
4‖z3‖

2
+
∥∥∥d̃1

∥∥∥2, and, in a

similar way, zT4 d̃2 ≤ 1
4‖z4‖

2
+
∥∥∥d̃2

∥∥∥2. Also it is routine to
establish that

(
∂

∂‖za1‖2
V1

)
zTa1R

E
Bz3 = zT3

∂V1

∂‖za1‖2
RB
Eza1 (29)

∂V2

∂‖z2‖2
zT2 R2z4 = zT4

∂V2

∂‖z2‖2
RT

2 z2 (30)
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and the derivative of the Lyapunov function VT is further
simplified to

V̇T ≤ −
(
β1 −

1

4

)
‖z3‖2 −

(
β2 −

1

4

)
‖z4‖2

+
∥∥∥d̃1

∥∥∥2 +
∥∥∥d̃2

∥∥∥2
− V1 − V2 −

(
∂

∂‖za1‖2
V1

)2

zTa1za1 −
3∑
i=1

(
∂V2
∂z22i

)2

z22i

≤ −µ1VT + ∆1 (31)

where µ1 = min
{(
β1 − 1

4

)
,
(
β2 − 1

4

)
, 1
}

, and ∆1 is the

bound of the sum of
∥∥∥d̃1

∥∥∥2 and
∥∥∥d̃2

∥∥∥2 after a certain time.
This conclusion relies on the fact that the estimated errors∥∥∥d̃1

∥∥∥2 and
∥∥∥d̃2

∥∥∥2 can be shown to be finite-time convergent,
for full background on this property see, e.g., [24].

Multiplying both sides of (31) by exp(µ1t), gives, after
some routine manipulations,

VT ≤ VT (0) exp (−µ1t)−∆1 (exp (−µ1t)− 1)

≤ max {VT (0) ,∆1} (32)

Using (32), it follows that all the signals in the closed-loop
system are bounded. Also the definition of the Lyapunov
functions (5), (9) and (23), gives that ε1b < ‖za1‖2 < ε1a
and 0 < z22i < ε2a. Therefore, under this control scheme,
the distance DBCD is guaranteed to be always within the
prescribed lower and upper boundaries, while the absolute
value of the attitude tracking error in each DOF is also less
than the prescribed bound.

Remark 3. In previous barrier Lyapunov function-based con-
trol schemes, the DBCD will converge to zero and within the
prescribed boundaries. Under the design in this paper, the
DBCD cannot converge to zero due to the introduction of
a lower boundary, with the consequent property of reduced
control effort, which can also be adjusted from application
to application by varying the boundary value. Moreover, the
general uncertainties are estimated by an observer with the
finite-time convergence property, reducing the computational
effort needed.

IV. SIMULATION CASE STUDIES

This section first gives the results of a numerical study of
the application of the new design to an open-frame underwater
vehicle known as ODIN AUV. Also, the results obtained are
compared with those of two existing designs.

This vehicle is fully-actuated, and its physical parameters
are given in [25]. Moreover, due to its structure, the vehi-
cle’s roll and pitch angles are always kept within a small
range of zero. Therefore, these angles are not controlled
in this paper, and the initial conditions of the vehicle are
taken as η (0) =

[
1.0,−1.0,−1.4, π18 ,−

π
18 ,

π
9

]T
and η̇ (0) =

[−0.04, 0.04,−0.04, 0.02,−0.02, 0.02]
T . Also, 60% modeling

uncertainties are considered, i.e., the physical parameters of

the vehicle used to design the controller could vary from their
true values by up to 40%.

External disturbances, including the ocean current and
others, are also simulated, where the magnitude of the
ocean current is generated by a first-order Markov equa-
tion [22]. Here, the mean magnitude of the ocean cur-
rent is 0.504m/s, and its standard deviation is 0.084m/s.
In general, the generated ocean current is irrotational,
i.e., the ocean current υc = [uc, vc, wc, 0, 0, 0]

T , where
uc, vc, wc are the projections of the magnitude VC . Specifi-
cally, uc = VC cos (αc) cos (βc),vc = VC sin (βc) and uc =
VC sin (αc) cos (βc), where αc and βc are the angle of attack
and the sideslip angle, respectively, simulated by the sum of
a Gaussian noise function.

The ocean current υc is described in the body-fixed frame
and introduced into ODIN AUV as relative velocity in [26].
Moreover, the other external disturbance τed1 and τed2 are
simulated as τed1 = [τed11, τed12, τed13]T with τed11 =
2rand + 4 sin (0.3t) , τed12 = 2rand + 8 sin (0.2t) , τed13 =
2rand + 6 sin (0.1t) and τed2 = 2rand + 8 cos (0.3t), where
rand denotes a random number generator [27].

In the control scheme developed in the previous section,
the performance bound width affects the variation of control
signals. Specifically, if the bound width increases, the variation
of the control signals will decrease. However, the performance
bound width is determined by the given task for the underwater
vehicle, e.g., limited communication range or the detection
range of the sensors used.

A 3-D Dubins trajectory is chosen as the desired trajectory
ηd = [xd, yd, zd, φd], where

xd =



0, 0 ≤ t < 20
0.2 (t− 20) , 20 ≤ t < 40

sin (0.05π (t− 40)) + 4, 40 ≤ t < 60
−0.2 (t− 60) + 4, 60 ≤ t < 80

− sin (0.05π (t− 80)) , 80 ≤ t < 100
0.2 (t− 100) , 100 ≤ t < 120

sin (0.05π (t− 120)) + 4, 120 ≤ t < 140
−0.2 (t− 140) + 4, 140 ≤ t < 160
− sin (0.05π (t− 160)) , 160 ≤ t < 180

0.2 (t− 180) , 180 ≤ t < 200

yd =



1, 0 ≤ t < 20
1, 20 ≤ t < 40

− cos (0.05π (t− 40)) + 2, 40 ≤ t < 60
3, 60 ≤ t < 80

− cos (0.05π (t− 80)) + 4, 80 ≤ t < 100
5, 100 ≤ t < 120

− cos (0.05π (t− 120)) + 6, 120 ≤ t < 140
7, 140 ≤ t < 160

− cos (0.05π (t− 160)) + 8, 160 ≤ t < 180
9, 180 ≤ t < 200
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φd =



0, 0 ≤ t < 40
0.5π (1− cos (0.05π (t− 40))) , 40 ≤ t < 60

π, 60 ≤ t < 80
π − 0.5π (1− cos (0.05π (t− 80))) , 80 ≤ t < 100

0, 100 ≤ t < 120
0.5π (1− cos (0.05π (t− 120))) , 120 ≤ t < 140

π, 140 ≤ t < 160
π − 0.5π (1− cos (0.05π (t− 160))) , 160 ≤ t < 180

0, 180 ≤ t < 200

zd = −2, 0 ≤ t ≤ 200 (33)

To provide a comparison, two existing region tracking
control strategies are also considered. The first of these is the
adaptive region boundary-based control strategy developed in
[9] and combined with a RBF neural network in [20], denoted
as Comparison A, for which the controller is

fb1 =
1

2

(
(η1 − ηd1)

T
(η1 − ηd1)− δ2a

)
fb2 =

1

2

3∑
i=1

(
(η2 (i)− ηd2 (i))

2 − δ2b
)

∆ξa = κmax (0, fb1) (η1 − ηd1)

∆ξb = κdiag {max (0, fb2)} (η2 − ηd2)

υs = J−1 (η) (col (η̇d1, η̇d2)− col (∆ξa,∆ξb))

u = B+
(
−ŴΦ (υ)−Mυ̇s −Kdυ̃

)
−B+

(
JT (η)Kpcol (∆ξa,∆ξb) + kssign (υ̃)

)
(34)

where υ̃ = υ−υs, δa, δb, κ and ks are positive constants, and
ŴΦ (υ) is the output of the RBF neural network as in [20].
Also, the adaptive rate of the weighting matrix Ŵ is the same
as in [20].

The second comparative control strategy is from [26], where
only the steady-state performance of the region tracking for
each DOF is considered, denoted as Comparison B, with
controller

u = B+JT (Θ− ρ̂3 ‖Θ‖ sgnε2(z2))

−B+JTM̂η(ρ̂0 + ρ̂1 ‖η̇‖+ ρ̂2‖η̇‖2)sgnε2(z2)

˙̂ρ0 = Γ0 (kP2,ε2(z2) + P1,ε2(z2))

˙̂ρ1 = Γ1 (kP2,ε2(z2) + P1,ε2(z2)) ‖η̇‖
˙̂ρ2 = Γ2 (kP2,ε2(z2) + P1,ε2(z2)) ‖η̇‖2

˙̂ρ3 = Γ3M̂
−1
η (kP2,ε2(z2) + P1,ε2(z2)) ‖Θ‖

Θ = M̂ηα̇1 − (g2 + 1)M̂ηP1,ε2(z2)sgnε2(z2)

+ Ĉη η̇ + D̂η η̇ + ĝη

α1 = −(g1 +
1

4
)(kP3,ε1(z1) + P2,ε1(z1))sgnε1(z1)

+ η̇R − (ε2 + σ)sgnε1(z1) (35)

where ηR is the desired trajectory, z1 = η − ηR and z2 =
η̇ − α1; M̂η , Ĉη , D̂η , ĝη are the dynamics of the vehicle
described in the earth frame, which are given in [26]. The
matrices P2,ε2(z2), P1,ε2(z2), P3,ε1(z1) and P2,ε1(z1) and

the vectors sgnε2(z2) and sgnε1(z1) are the same as those in
[26].

The control strategy is the same as that in [26]. It should
be noted that the control strategy in [26] focuses on the
region tracking performance of each DOF, but the new design
developed in this paper investigates the sphere region tracking
performance.

To enable a fair comparison between designs, the boundaries
of the tracking error in the X, Y, and Z directions are

√
3
6 for

each design. Note that the norm of the position tracking error
is less than 0.5 if the absolute values of all the tracking errors
for X, Y, and Z directions are less than

√
3
6 . The prescribed

boundary for the yaw tracking error is the same as that for the
new control scheme, i.e., 0.1 rad.

The controller parameters for each design used to generate
the simulation results given and discussed below are in TABLE
I.

TABLE I
PARAMETERS FOR DIFFERENT CONTROLLERS

Controller Control parameters

This paper

ρ01 = 3, ρ∞1 = 0.5, λ1 = 0.1, ε1b = 0.09,

ρ02 = 0.5, ρ∞2 = 0.1, β1 = β2 = 0.3,

k1 = p1 = 0.3, k2 = p2 = 2.1, λ2 = 0.1,

k3 = p3 = 1.1, k4 = p4 = 1.21.

Comparison A

δa = 0.5, δb = 0.1, κ = 5, ks = 5,

Kd = diag (50, 50, 50, 30) ,

Kp = 100 × diag (50, 50, 50, 15) .

Comparison B

ε1 = [
√
3

6
,
√
3

6
,
√
3
6
, 0.1]T , g1 = 2,

ε2 = [0.3, 0.3, 0.3, 0.3]T , g2 = 5,

Γ0 = Γ1 = Γ2 = 0.1 × diag (1, 1, 1, 0.1) ,

Γ3 = 0.01 × diag (1, 1, 1, 0.1) , k = 1.

The results for the design developed in this paper are given
in Figs. 3, 4 and 5, where Fig. 5b only shows one of the
control signals to the vertical thrusters, i.e., for the vertical
thruster (T5), since the other three vertical thrusters have
the same control signals as T5. Fig. 4 gives the norm of
the position tracking error, i.e., the distance from the AUV
position to the corresponding point on the desired trajectory.
The bottom plot in this figure shows the absolute value of
the yaw tracking error. It is concluded from Fig. 4 that the
norm of the position tracking error always remains within the
prescribed boundaries. At the same time, the yaw tracking
error also always remains within the predesigned limits. The
tracking error on each DOF is given in Fig. 5a and Fig. 5b
shows the corresponding control input to each thruster.

The results in Fig. 4 demonstrate the successful implemen-
tation of the new control scheme. Although the tracking errors
in the X, Y, and Z directions vary within a range close to zero
and do not converge to zero (see Fig. 5a), this is as expected
since high tracking precision is not the control objective in
this paper. In particular, the controller is successful if the norm
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of the position tracking error is always within the prescribed
boundaries and the absolute value of the yaw tracking error is
less than the predesigned boundary.

(a)

-1 0 1 2 3 4 5 6
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2

4

6

8

10

Y
 (m

)

X (m)

 Desired
 Real

(b)

Fig. 3. Desired and generated trajectories: (a) XYZ plot of AUV and desired
trajectory, (b) XY plot.
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Fig. 4. Region tracking performance of the new control design.

Comparative control scheme A also focuses on the region
tracking of the norm of the position tracking error during
the steady state. Figs. 6 and 7 give the simulation results.
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Fig. 5. Tracking results based for the new control scheme: (a) Tracking error,
(b) Control input, where Ti, i = 1, 2, . . . , 5, denotes the control inputs for
the thrusters.

Similarly, Fig. 6 shows the norm of the position tracking error
and the absolute value of the yaw tracking error, respectively.
The tracking error on each DOF and the corresponding control
inputs to the thrusters are shown in Fig. 7. From Fig. 6, it is
evident that the norm of the position tracking error during the
steady stage is larger than the prescribed boundary (0.5m),
while the yaw angle error also violates the prescribed limits.
These simulation results confirm that the control objective
in this paper is not achieved by the region tracking control
scheme in [9].

Comparative design B was developed to drive the tracking
error on each DOF during the steady stage to be within the
prescribed boundaries rather than focusing on the norm of the
position tracking error. The tracking results for this design are
given in Figs. 8 and 9. Fig. 8 gives the norm of the position
tracking error and the absolute value of the yaw tracking
error, respectively. From Fig. 8, it can be seen that the norm
of the position tracking error can be quickly driven into the
prescribed boundary, i.e., 0.5m. However, it can also be seen
that the absolute value of the yaw tracking error cannot be
maintained within the specified boundary, i.e., 0.1rad, after it
first enters.

In [26], the desired yaw angle was fixed, and the tracking
performance requirement for the yaw angle was satisfied.
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Fig. 6. Region tracking performance using comparative control scheme A.
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Fig. 7. Tracking results for comparative control scheme A: (a) tracking error.
(b) control input.

However, the desired yaw angle is time-varying, and more
strict requirements are required in the controller. From Figs. 8
and 9, it is concluded that the controller cannot follow the
time-varying yaw angle quickly and significantly violates its
prescribed boundary, especially when the desired yaw angle
changes. Fig. 9 shows the tracking error for each DOF and
the corresponding control input of each thruster.

From the simulation results for the three designs, only the
new design developed in this paper satisfies the overall control
objectives, i. e. the norm of the position tracking error is within
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Fig. 8. Region tracking performance for comparative control scheme B.
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Fig. 9. Tracking results for comparative control scheme B: (a) tracking error.
(b) control input.

the prescribed boundary in the steady state and the absolute
value of the yaw tracking error is less than the predesigned
value. However, the control input to each thruster shown in
Fig. 9b has less high-frequency fluctuation than in Fig. 5b.
One area for possible future research is how to enhance the
design to reduce the high-frequency fluctuation in the control
input of each thruster.
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V. CONCLUSIONS AND FURTHER RESEARCH

This paper has investigated the region tracking problem,
especially the norm of the position tracking error for an
underwater vehicle. A novel region-tracking control scheme
has been developed based on two forms of barrier Lyapunov
functions and an observer designed to estimate the general
uncertainty. Also, a detailed numerical performance study has
demonstrated that the new control scheme can guarantee that
the norm of the position tracking error will always be within
the prescribed boundaries. Moreover, the absolute value of the
yaw angle is always less than the predesigned value.

It has been demonstrated that the new design outperforms
two previously reported designs using the results of a sim-
ulation study. Such results are a necessary step to proceed
to experimental validation. Future research will investigate
how to reduce the high-frequency fluctuations in the control
inputs for the new design that may (potentially) be problematic
for some applications and region-tracking control schemes for
under-actuated underwater vehicles.
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