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A B S T R A C T

This paper presents a methodology for observing and analyzing marine ecosystems using images gathered
from autonomous marine vehicles. Visual data is composed in photo-mosaics and classified using machine
learning algorithms. The approach expands existing solutions, enabling extended monitoring in time, space,
and depth. Imagery was collected during a field campaign in the Spanish marine and terrestrial protected area
of Cabrera, Balearic Islands, colonized by the endemic seagrass species Posidonia oceanica (Po). The operations
were performed using three distinct platforms, an Autonomous Underwater Vehicle (AUV), an Autonomous Surface
Vehicle (ASV) and a Lagrangian Drifter (LD).

Results are compared to prior habitat maps to assess seagrass meadow distribution. The proposed solution
can be scaled and adapted to other locations and species, considering limitations in data storage and battery
endurance.
1. Introduction

Posidonia oceanica (Po) is a seagrass endemic to the Mediterranean
with a high ecosystemic value, as it absorbs carbon and releases
oxygen, provides habitats to numerous marine species, stabilizes the
seabed, and increases seafloor roughness, breaking swell and wind-
driven waves and encouraging the deposit of sedimentary particles
(Piñeiro-Juncal et al., 2021). Po also acts as a host to filterers, such
as sponges, and provides the surrounding ecosystems with oxygenated
waters. This plant is also an excellent bioindicator: since, a) it is very
sensitive to physical impacts (DiCarlo, 2004) and environmental stres-
sors, such as the presence of pollutants, rising temperatures or salinity
variations (Bonanno and Martino, 2017), and b) it is a long-lasting
species: it has a slow growth rate (1–6 cm of rhizome per year) and a
very slow natural recolonization rate, lasting up to decades to recover
original extensions after significant damage (Marbà and Duarte, 1998).
Posidonia habitat range extends from the shore down to approximately
50-meter depth being able to survive only with indirect light. Despite
its importance for marine ecosystems, this species is in a vulnerable
situation, suffering a clear regression in the last few years (Fabio et al.,
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2022). The main causes of its regression are anthropogenic: leisure
anchoring, sewage outflows or accidental spills, fish farms, or climate
change, among others (Marbà and Duarte, 2010; Kiparissis et al.,
2011; Deter et al., 2017; Bonin-Font et al., 2018; Abadie et al., 2018).
However, the situation can be potentially rectifiable with ambitious
plans for monitoring and controlling at a local scale, which can inspire
the subsequent correction and regeneration actions (Fabio et al., 2022).
Posidonia meadows have been recognized by the European Council as
habitats of special control and protection, which is reflected in several
directives such as the European Union Habitat Directive 92/43/EEC
related to the areas included in the Natura 2000 Network (European
Commission, 2008b), and by the Marine Strategy Framework Directive
2008/56/EC (European Commission, 2008a).

The biological indicators used to assess the state of Po are often its
upper and lower limits, leaves and bulbs density and bottom cover-
age (Sylvie et al., 2009). Typical approaches to measure the extent of
the meadows use the Line Intercept Transects (LIT) strategy (Gambi
et al., 2004). LIT requires divers to hammer a stake into the seafloor,
at the rough center of a meadow. Then, they extend measuring tape
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in multiple directions and annotate the lengths up to the border of
the meadow (Fernández-Torquemada et al., 2020). These sparse in
situ measurements are extrapolated to the whole patch to compute its
surface. Density is estimated using quadrat frames at random sampling
locations. Divers then count the number of leaves and bulbs within
the frame (McKenzie, 2003). Due to the limited capacity of air tanks,
safety of divers and ship logistics, this approach often requires multiple
immersions to cover an extensive habitat. These methods heavily rely
on human intervention, delivering a few field observations per dive and
result in a large uncertainty, especially in zones with a patchy cover.

Fig. 1-(a) shows the in situ deployment of a quadrat frame used
to measure the density of seagrass leaves. Figs. 1-(b) to 1-(d) show
three samples of quadrat frames pictured in situ, with more density
of leaves in (b) and (d) and with less density in (c). The side size
of frames ranges between 30 and 70 centimeters, approximately. The
difference in colors and tonalities between pictures (b), (c) and (d) is
another bio-indicator of the state of the plant and the season. Figs. 1-
(e)–(f) show the deployment of the stripes to measure coverage in
an area densely colonized with Po. All pictures were taken during
real campaigns in the context of the DETECPOS (UIB and IMEDEA,
2022) project, in which the Systems, Robotics and Vision group of the
UIB has an active role. Picture 1-(a) is courtesy of Acció Climàtica-
GenCat GENCAT (2022), and Picture 1-(b) to (f) are courtesy of the
Ecology and Marine Resources group, from the Mediterranean Institute
for Advanced Studies (IMEDEA-UIB).

Innovation in this field is mainly focused on: (a) increasing the
amount of data to be collected, broadening the spatial and temporal
extension of missions and depths, while reducing or eliminating risks
for humans, (b) increasing the accuracy in the Po range and coverage
estimates, acquiring global measurements instead of partial approxima-
tions, and (c) automating the data gathering processes and ensuring
accurate georeferencing of missions to enable site monitoring.

Traditional techniques involving divers are being progressively re-
placed by innovative robots, Artificial Intelligence (AI) and digital
image processing, with ample opportunities for improvement remain-
ing. Some primary approaches explored the use of visual or acoustic
trackers to get seafloor information. Sensors were towed by divers and
georeferenced using static buoys acting as a long baseline (Sgorbini
et al., 2002). Other researchers discriminated different types of seafloor
leveraging the sediments hyper-reflectance property (Louchard et al.,
2003) or combining acoustics with imagery taken from cameras at-
tached to boats and/or from satellites (Lemenkova, 2011). Multi-rotor
aerial drones flying above the sea surface have been also used to build
photo-mosaics on certain marine habitats colonized either by Zostera
noltii or Posidonia oceanica (Ventura et al., 2018; Duffy et al., 2018).
However, satellite or aerial imagery is not taken in situ but remotely,
that is, far from the sources of information, which are mainly on the
seafloor. In this case, the lack of details due to the water turbidity
and/or the height of the water column that blurs or directly hides
meadow limits and imposes additional underwater image gathering or
post-processing procedures that complicate and slow down the whole
system (Zoffoli et al., 2014).

Recently, in situ data gathering approaches have gained priority over
solutions based on remote sensing. For example, Barcelona et al. (2021)
mapped and analyzed meadows of Po through video transects recorded
by a scuba diver with a GoPro camera, swimming at 2 m above the
seafloor. Images of video sequences were used to build photomosaics
to obtain seascapes of the explored habitats, offering a direct view of
the whole inspected environment to scientists. However, this approach
depends on the continuous attention of specialized personnel onboard
a support vessel and neither the images nor the final mosaics were
georeferenced. Acoustic bathymetry from surface vessels, occasionally
combined with aerial images or visual data from an Autonomous Surface
Vehicle (ASV), approximate better to the concept of in situ automated
data gathering systems for seagrass georeferencing and control (Gu-
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musay et al., 2019; Rende et al., 2020). However, actual high-quality
in situ observations over arbitrary extents and durations, and without
any risk to humans, can only be acquired by underwater robots.

The literature is scarce in approaches focused on the use of marine
underwater robots to monitor and control Po in situ. Bathymetry with
multibeam sonars (Gumusay et al., 2019) or 3D reconstructions com-
posed combining sonar data and images (Ferretti et al., 2017; Risio
et al., 2018) are some examples of early relevant work performed with
Remotely Operated Vehicles (ROVs). However, missions with ROVs (espe-
cially at medium/high depths) usually require or imply (McLean et al.,
2020): a) expensive robots and/or support infrastructures (cranes, sup-
port vessels), b) complex deployment procedures, c) permanent tethers
to supply energy and pilot it, limiting its maneuverability, d) although
ROVs with the right setup can be run to follow closed loop trajectories,
tethers and surface vessels are still needed to managed the whole
infrastructure, and trusting the shape and extent of missions to the skills
of the operator is the most usual situation.

On the contrary, lightweight AUVs (Carreras et al., 2018; Ocean
Scan Marine Systems and Technology Lda, 2022; Hong et al., 2017)
present several advantages with respect to ROVs for in situ data col-
lection: (1) they can operate in shallow areas if they are deployed
from a pier (unusual in ROVs used for biological applications), (2)
increased autonomy: AUVs can be pre-programmed to perform repeat-
able and structured trajectories at the desired depth and distance to
the bottom, and, (3) its range is not limited by a tether. Contrary to
ROVs, transmitting real-time data is a challenge for AUVs. Underwater
wireless communications are limited to long-range, low-speed acoustics
or close-range, high-speed optical links, if available. Their operation
needs to be robust to communication intermittency and low-to-none
data transmission during an AUV mission.

Global Positioning Systems (GPS) on these platforms enable them
to geo-localize captured data. Even if GPS signal is not available
underwater, localization methods that use available onboard sensors
and motion models are used to estimate its trajectory.

Some authors claim that underwater image recording with single or
camera arrays towed by support small boats increase performance and
efficiency and reduce costs of missions with respect to systems based
on ROVs or AUVS (Mizuno et al., 2020). However, trajectories cannot
be pre-programmed and the motion of the cameras is subject to the
boat performance, the underwater currents and the depth at which they
are deployed, being its local drift hardly to control. These operations
cannot be automatized unless the boat and the camera array are also
robotized.

In consequence, in the last years, AUVs equipped with cameras
have gained ground in applications related to marine ecology, such as
fauna monitoring (Perkins et al., 2015; Verfuss et al., 2019) and the
control of benthos or biomass of special interest (Williams et al., 2012;
Lambertini et al., 2021; Perkins et al., 2016; Thornton et al., 2021).
Occasionally, AUVs with cameras participate in teams of coordinated
autonomous robotic infrastructures for deep-sea observation, including
crawlers, UAVs and Gliders (Wenzhoefer et al., 2016). Now, the inten-
tion was to adapt the aforementioned previous methodologies based on
autonomous vehicles to the particular case of protected Mediterranean
seagrass habitats located at depths still not covered either by divers or
ROVs, adding the novelty of Convolutional Neural Networks (CNN) for
seagrass coverage computation.

Very few work has been focused specifically on applying this type
of technology to get ecological variables that reflect the state of ecosys-
tems developed on Po. A preliminary approach (Vasilijevic et al., 2014)
included the identification of the meadow limits (upper and lower)
by means of aerial photography and a side scan sonar installed on a
Lightweight AUV (LAUV) (Ocean Scan Marine Systems and Technology
Lda, 2022). In this case, the presence or absence of seagrass in selected
geolocalized points is determined with image processing techniques,
image by image. The coverage is estimated combining the seagrass data
identified automatically in the images taken in the water, the output of

the side scan sonar and the upper border of the meadows delimited
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Fig. 1. (a)–(d) Quadrats. (e)–(f) Longitudinal transects.
from the aerial images. Additionally, coverage of spaces with no data
is obtained by means of interpolation.

Underwater imaging provides higher spatial resolution compared to
acoustic mapping. Although affected by light absorption in water and
turbidity, images can be color corrected and are easy to interpret by
non-expert users.
3

Tight collaboration between engineers and biologists has permitted
to reach solutions that combine AUVs equipped with cameras to get im-
ages in situ with the application of Machine Learning (Bonin-Font et al.,
2017) or Convolutional Neural Networks (Martin-Abadal et al., 2018)
to discriminate, automatically, the seagrass from the background. The
process includes several general phases, namely: (1) areas of special
interest are selected and surveyed by the AUV, grabbing geo-localized
images during the whole mission, (2) images from each mission are
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Fig. 2. Study area for GRASSMAP cruise off the coast of Cabrera MPA, between 10
and 45 meters depth.

segmented to differentiate Po from the rest, (3) geo-referenced photo-
mosaics with the original colored images and with the segmented
images are build as two different types of visual maps of the entire zone,
(4) bottom coverage is computed by means of accounting for pixels
of different gray levels in the segmented mosaic. The accuracy in the
calculation of the coverage depends entirely in the performance of the
different methods used to segment the seagrass, which, in the case of
the CNN described in Martin-Abadal et al. (2018), precision reaches
values of 96% and accuracy 97% . The methodology involves running
this process throughout several yearly seasons to monitor the evolution
of meadows in certain selected areas (González et al., 2021). Nonethe-
less, in all these described approaches, the scale of interpretation is
limited to the size of the pre-programmed missions, and non-negligible
latency (days, weeks, months) is introduced when generating numerical
summaries due to the delay in the data post-processing procedures. A
solution to overcome this is presented in Guerrero-Font et al. (2021),
Guerrero et al. (2021) with adaptive replanning, conditioning online
the trajectory of the AUV to the shape of the seagrass meadows ob-
served continuously on the bottom, and using stochastic processes to
model its spatial distribution .

Although all these techniques still do not form a mature technology
field, they have the potential to address all the requirements needed
to complete marine surveys on areas with seagrass, with an elevated
degree of automation, success and accuracy. All in all, some crucial
points still opened include: (1) considering the need of simpler and
cheaper deployment infrastructures, (2) geo-referencing the grabbed
images during the whole trajectory, (3) increasing range of missions in
extension and depth up to the lower limits of meadows, (4) decreasing
latency in the process and evaluation of the data gathered in situ, or (5)
augmenting the accuracy in the computation of variables of ecological
interest.

This paper presents the methodology and results of a field campaign
performed during the scientific cruise GRASSMAP (Campos et al.,
2021), funded by the Eurofleets+ framework, to survey and analyze
areas of special ecological interest colonized with Po. The campaign
integrated advanced robotic technology and image processing tech-
niques and it was designed as: a) an extension of previous attempts
to apply marine autonomous robots to assess benthic habitats, but now
applied specifically to areas with Po seagrass and, b) as an expansion of
previous projects and exercises described above (Vasilijevic et al., 2014;
González et al., 2021), but selecting the location of the biotic areas to
inspect in the basis of pre-existing biological information. Complexity,
extent (in time, space and depth) and typology of the missions was
4

enhanced thanks to the services given by the field platforms. Data
collection missions were performed in the maritime domain of the
Cabrera Marine-Terrestrial National Park, in zones located at depths
between 20 and 45 meters and validated through comparison with
an established baseline. The joint application of all the technologies
involved goes one step beyond the solutions already existing in the
literature addressed to inspect submarine areas with seagrass, in 6 main
aspects: (1) This campaign discarded using either ROVs, due to the
costs and complexity of support infrastructures needed to move and
deploy this kind of robots at these depths and the impossibility to
assure missions with the shape and extension needed, or aerial drones
with cameras since they would be useless to detect lower limits of
meadows in the selected sites, (2) the facility to explore and get data
near the sea bottom with 2 different robots: one lightweight AUV and
a LD, in extensive areas, at depths where operating with divers is very
difficult or not recommended, and for periods of time much longer than
the regular immersions, (3) perform daily analysis of inspected areas,
reducing latency in the field data processing and permitting to get early
conclusions about the appearance and state of the involved ecosystems,
(4) the automation of the Po coverage estimation with mosaics and
image segmentation algorithms, getting results more accurate than
those obtained with traditional methods based on divers, (5) the option
to geo-localize the missions and the data very accurately, and (6) the
capacity to complement all the information grabbed from the different
robots to get richer datasets that cover different and diverse aspects of
the environment from different perspectives.

The procedures and lessons learned during the campaign could be
easily transferred to the detection, assessment and coverage estimation
of other species of interest, by building mosaics and 3D structures from
adapted viewpoints and adjusting the models to new objectives.

2. Materials and methods

The operations were performed in a marine protected area (MPA)
of the Cabrera archipelago. The area was selected due to prior habitat
studies being already available. The islands are located at the south of
Mallorca, in the Mediterranean Sea, and are part of the Balearic Islands.
Fig. 2 shows the georeferenced location. The study was conducted at
Cala Santa Maria (CSM) (lat: 39.156896, lon: 2.939445), a northern-
faced bay with roughly known Po cover at depths ranging from 20
to 50 m. The area was selected due to (1) the low human impact,
as anchoring and leisure maritime traffic are not permitted in the
MPA waters, providing a representative baseline for an undisturbed
location, (2) at these depths, the application of the Intercept Transects
strategy would be, in general, unfeasible to get information of several
hundreds of squared meters, and, (3) their strategic geo-location in the
park and the availability of previous data of Po meadows; CSM was
previously studied by divers and surveyed using an Uncrewed Aerial
Vehicle (UAV) in shallow water areas (< 2 m), and its habitat map has
been published in Marbà et al. (2002)

The aforementioned map will be used as a baseline to assess, up
to a certain extent, the Po detection results presented in this paper. In
general, there is no reliable ground truth information about Po coverage
in the Balearic islands, which makes trusting or evaluating our results
a real challenge. Nevertheless, despite the temporal difference between
this baseline and the datasets obtained in this campaign, this is the
unique public information available to be qualitatively compared with
our output. Updates of these kind of data are not performed very often,
given the slow advance of Po meadows and the difficulty and cost of
doing immersions at the particular sites included in this work.

The case study presented in this paper was performed during the
GRASSMAP Eurofleets+ campaign (Campos et al., 2021), lasting one
week aboard the RV SOCIB scientific vessel (Balearic Islands Coastal
Observing and Forecasting System, 2021). This is a dual-hull catamaran
with a capacity for up to 7 researchers, a complete laboratory and
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Fig. 3. Marine infrastructure used in this study: R/V Socib (top left), Xiroi ASV (bottom left), Floaty LD (top right) and Turbot AUV (bottom right).
all the necessary equipment to deploy and recover marine platforms,
including an A-frame crane.

The data collection was performed by 3 low-cost autonomous
robots: (1) a Lagrangian Drifter named Floaty McFloatface (Yang et al.,
2020), developed by the University of Southampton, (2) a Sparus II
AUV named Turbot (Carreras et al., 2018), manufactured by IQUA
Robotics (IQUA ROBOTICS, 2022) property of the UIB and managed
by the SRV Group, and (3) a surface catamaran-shaped ASV called
Xiroi (Martorell-Torres et al., 2018), developed by the same SRV Group
and with the capacity to navigate coordinately with the AUV. Fig. 3
shows a view of the vessel and the marine platforms. These 3 platforms
differ in the way they operate and the amount of required human
support: the Lagrangian float drifts with sea currents whilst keeping
at a constant altitude from the seafloor with no further interaction
with any central station until it emerges, the AUV needs a pre-defined
trajectory and often relies on external global localization sensors to
successfully achieve its mission with confidence (GPS and/or Ultra
Short Acoustic Baselines (USBL)). In this campaign, the USBL head was
mounted on the ASV Xiroi. Xiroi has the capacity to follow the AUV at a
distance, and to communicate continuously with the support vessel via
a radio frequency antenna. This wireless link is used to supervise the
AUV activity and transmit critical data in short burst, but not entire
images. The AUV was in charge of exploring the selected areas at
approximately 3 meters from the ground following pre-programmed
missions and grabbing an images every two seconds. On the other
hand, the Lagrangian Drifter does not rely on a support vessel to carry
out its mission. Its main purpose was to grab images as it drifted
and sending selected information through globally available satellite
communication bandwidths (Iridium) to a ground station, as soon as it
reached the water surface.

2.1. Turbot AUV and Xiroi ASV

Turbot is a 200-meter rated, 1.6 m long, 32 cm diameter torpedo-
shaped AUV, manufactured by IQUA Robotics (Carreras et al., 2018)
and upgraded with vision and navigation capabilities by the University
of the Balearic Islands. It has 2 surge and 1 heave propeller, 8 h of
autonomy and it weighs 60 kg. The AUV is equipped with a pressure
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sensor, a stereo rig formed by two downwards-looking cameras with
their lens axis perpendicular to the longitudinal vehicle axis, a global
positioning system (GPS) to be geo-referenced when it is in the surface,
a Doppler velocity log (DVL) (which outputs velocity and altitude), an
inertial measurement unit (IMU) (acceleration and angular velocity), an
acoustic modem which can communicate with an acoustic ultra-short
baseline (USBL) head (it provides absolute position), an eco-sounder
probe also pointing towards to the sea bottom and finally, two led
lights. Its control architecture is based on ROS (Stanford Artificial Intel-
ligence Laboratory et al., 2021). The self-localization module consists
in a double EKF filter that integrates the data obtained from all sensors
(pressure, DVL, IMU and also the USBL) and contains in its state vector,
the global position (with respect the origin of the mission) and the
lineal and angular velocities, with their respective covariances (Font
et al., 2017). Due to the low bandwidth of the acoustic modem (13Kbps
aprox.), the data exchange between the vehicle and the USBL head
has to be restricted to short streams. The possibility to repeat the
same trajectory at the same location, as many times as needed, is very
important to get temporal series of data that permit to evaluate the
evolution of a certain ecosystem in several seasons

2.2. Xiroi ASV

Xiroi ASV is a 1.6 m long and 1.2 m wide autonomous double-hull
catamaran developed at the SRV group of the UIB. It is driven by two
differential propellers and has an autonomy of 12 h. For navigation
purposes, it is equipped with a GPS and an IMU. As payload, the ASV
is equipped with a high frequency radio communications antenna and
an USBL modem head hung from a pole between the two hulls at a
depth of 1.5 m. In this campaign, the main purpose of the ASV was
to be an acoustic communications gateway between the AUV and the
central station located in the vessel. To this end, the ASV navigated
coordinately with Turbot, running a path following behavior keeping
a constant distance to the AUV. This distance was set in order to
avoid common localization problems with acoustics such as multi-
path (Baktash et al., 2015) and the loss of robustness and quality in
the communication channel as the distance between the mobile modem
and the static head increases. Data sent in the two directions, that is,
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from the AUV to the vessel and from the vessel to the AUV passed
through the ASV, via the acoustic link between the ASV and the AUV
and the radio link between the ASV and the support vessel. As the
acoustic baseline is the most restrictive in terms of bandwidth, data
to be transmitted among the 3 partners (AUV, ASV and vessel) were
restricted to alarms or urgent notifications and services to be executed,
sent from the central station to the robot. The presence of the ASV
also permits to increase the distance range of communications between
AUV and the support vessel. If the USBL head is installed in the vessel,
the communication distance is restricted to the maximum range of this
acoustic link. With the ASV, the communications can be extended to
the range of the radio antenna plus the range of the USBL.

Xiroi control architecture is also based on ROS and explained with
detail in Martorell-Torres et al. (2018).

2.3. Floaty LD

Floaty McFloatface is a Lagrangian imaging float (or Lagrangian
Drifter, LD) designed and built by the University of Southampton (Yang
et al., 2020). It is equipped with downward-looking stereo cameras,
strobe lighting and vertical actuators to keep altitude between 2 to 4
meters. LDs are an attractive option for region-scale imaging surveys.
Their operational costs are lower than AUVs, as they do not need expen-
sive or sophisticated self-localization sensors. Drifters are more energy
efficient than conventional AUVs because they do no propel themselves
laterally. Instead, they passively drift on underwater currents whilst
gathering images of the sea bottom. They enable missions longer than
missions with AUVs (in the order of weeks). On the contrary, the drifter
is incapable of precise trajectory following or repeating a survey.

Floaty can be deployed from a support vessel using winch or crane
systems, and no human intervention is required during its mission.
The platform is a 1 × 0.85 × 0.34 m box-shaped structure with 2 heave
ropellers and 10 days of autonomy. It weighs 70 kg, and it is equipped
ith an IMU, a pressure sensor and an altimeter. In terms of safety,

t uses an Iridium modem with a secondary battery, trickle-charged
y the main 2 kWh lithium-ion battery. In the event of a power loss,
he platform will return to the surface due to its inherent positive
uoyancy. This passive safety feature will allow the Iridium modem
o broadcast its position to a predefined telephone or email address for
p to a year long. This allows any vessel of opportunity to recover the
rifter, removing the dependence on a mother ship during its mission.

It is worth mentioning that, although Floaty performs semi struc-
ured surveys, which implies that, the Drifter has no control or previous
nowledge of its upcoming trajectory and its planned end, seawater
urrents speeds and directions can be obtained using forecast data,
vailable at Copernicus Marine Service (European Union’s Earth Obser-
ation Programme, 2021), and estimating its deployment and surface
ocation given one or more points of interest is possible, as explained
n Yang et al. (2020). The Drifter can be localized to be recovered since
ts GPS position is sent immediately when it emerges.

.4. Image processing for habitat evaluation

In this work, we will assess the state of the habitats using two
ifferent image classification methods:

(A) Images grabbed from the AUV were processed off-line, in the
aboratory of the vessel, but just after the mission was completed.
hoto-mosaics from each inspected area were built on a daily basis.
mages occupy a position in the mosaic frame according to the cam-
ra global pose registered at the moment in which each image was
aptured, but scaled from meters to pixels thanks to the available
avigation altitude. The camera global pose is computed by composing
he output of the AUV navigation filter with the transform between
he vehicle baselink and the camera lens (indistinctly left or right,
epending on which images are used for the mosaic). Overlapping
reas are then cropped and the color in them is homogenized with a
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Multi-Band blending strategy (Zhu et al., 2018). Photo-mosaics offer
several benefits in this case: (1) a colored view of the whole area
inspected by the AUV in a single image, (2) mosaics are geo-localized
because the images were already geo-localized in the vehicle, offering a
precise location and orientation in the earth map, (3) the possibility to
perform a first visual and qualitative inspection and assessment of the
seagrass distribution, (4) as the mission can be repeated with the AUV
anytime in the same location and with the same regular or structured
shape, mosaics of the same area build over successive seasons would
give temporal series of data, useful to evaluate the progression of the
inspected sites, (5) a single tool to compute the Po coverage rapidly,
easily and accurately.

Coverage is computed following the next steps: (1) In order to
discriminate the Po from the background, images forming the photo-
mosaics were segmented with a pre-trained CNN model, from now
on called Posidonia Semantic Segmentation (PSS) (Martin-Abadal et al.,
2018). (2) Afterwards, the segmented images were used to build the
same mosaic but in gray scale. (3) Thereafter, Po coverage can be easily
calculated accounting for pixels of different gray scale levels. The main
advantage with respect to the Line Intercept Transects strategy is that
the calculation of the coverage is done in absolute terms rather than
approximating or extrapolating linear measurements to surfaces.

PSS is supervised and uses a VGG16-FCN8 network architecture.
It was trained on human-provided labeled annotations on a large set
of images grabbed in diverse areas of the Balearics and Croatia, with
different cameras, with many different textures and colors, different
environmental conditions, in different seasons and different states of
the seagrass, obtaining an accuracy over 87% (Martin-Abadal et al.,
2018). The PSS already showed to provide excellent results when ap-
plied in preliminary field campaigns organized to mosaic and evaluate
coastal areas of Mallorca colonized with Po (González et al., 2021). This
trained model is already available for the community and presumably
valid for the images taken in Cabrera, since its marine environment
has, in general, many similarities with the environment of the rest of
the Balearic islands.

(B) Raw underwater images gathered with the LD were also post-
processed in the cruise laboratory in two phases: (1) color information
was recovered with the open-source software suite 𝑜𝑝𝑙𝑎𝑏_𝑝𝑖𝑝𝑒𝑙𝑖𝑛𝑒 (Masso
Campos et al., 2022) developed by the University of Southampton; the
pipeline makes a gray world assumption and uses the altitude mea-
surement to fit an attenuation curve per pixel to correct wavelength-
dependent attenuation coefficients, and (2) in order to detect Po,
images were also classified with a different trained CNN based on
a mirrored AlexNet (Krizhevsky et al., 2017) structure, the Location-
Guided Autoencoder (LGA) (Yamada et al., 2018). LGA has two principal
characteristics, that make it more effective and adaptable than PSS: (1)
it is an unsupervised feature learning method that does not require
annotated datasets for training, and (2) it is capable of extracting
information on ecological features that exist on spatial scales larger
than the footprint of a single image.

Obtaining a reliable ground truth to compare the mosaics and the
computed coverage is, at this moment, one of the major challenges
in this type of applications. The public biological data available con-
cerning location, extension and coverage of Po is either very limited,
imprecise or directly non existent. The coverage results were compared
with the coverage measures computed from a ground truth manually la-
beled on the color mosaics. The orientation and geo-localization of each
mosaic was compared with the corresponding habitat maps, taking the
border Po-sand as a valid reference. The accuracy in the extension and
shape of each photo-mosaic is directly related with the programmed
mission and the real trajectory performed by the robot, which is
strongly conditioned by the accuracy of its navigation and localization
modules, already demonstrated in previous work (Guerrero-Font et al.,
2016; Font et al., 2017). In order to assess the performance of the LGA,
a manually labeled ground truth was compared with the output of the

network.
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Fig. 4. Deployments of the marine platforms drawn on top of the known habitat map: (Organismo Autónomo Parques Nacionales, 2020) of Cabrera MPA.
Table 1
AUV-ASV mission times and descriptions.

Date UTC start time Duration (s) # Images Mission

15/09/2021 16:32:19 1944 3516 Dense survey
15/09/2021 18:18:30 2047 4121 Dense survey
16/09/2021 17:27:07 2947 5132 Dense survey
17/09/2021 11:28:39 3529 6953 Dense survey
17/09/2021 12:34:37 2765 5230 Sparse survey
18/09/2021 17:25:06 3767 7560 Sparse survey
20/09/2021 10:41:53 4295 8627 Sparse survey

3. Field experiments

Two types of image datasets were obtained during the campaign.
One type, which will be called from now on, dense and sparse surveys,
were collected with the coordinated setup formed by the AUV and the
ASV, and the other type will be called drifts, and executed with the
Drifter.

The surveys performed by the AUV-ASV team were programmed to
explore areas with Po meadows and sand transitions areas. These areas
were selected because the habitat map of Cala Santa Maria is available
and marked as colonized with Po, which means, a region of potentially
rich ecosystems. The map shows important transitions between sand
and Po, which evidence the lower limits of meadows and establish
clear points of coincidence to be found between the habitat shape and
the geo-referenced mosaics, in position and orientation. In any case,
the evolution of the area is completely unknown, and the current state
reflected in new mosaics can differ from the state of the site when the
map was created. Let us consider this revision of the current map the
other important result of this campaign.

Three types of missions were performed with the robots:

(a) Dense surveys with the AUV-ASV team: 40 × 20 m lawnmower-
shaped trajectory with enough visual overlap across tracks of col-
lected images; the objective is to generate a dense photo-mosaic
of the covered area with no gaps.

(b) Sparse Surveys with the AUV-ASV team: 200 × 200 m lawn
mower-shaped trajectory with no visual overlap across tracks; in
this case, the objective is to cover areas larger than the ones
covered with dense surveys, but establishing broader and sparser
patterns of Po.
7

Table 2
Drifter mission times and descriptions.

Date UTC time Duration (s) # Images Mission

16/09/2021 15:53:09 600 800 System check
17/09/2021 13:05:53 3600 1206 Drift
17/09/2021 14:11:19 3600 1151 Drift
18/09/2021 06:37:50 4200 3677 Drift
18/09/2021 14:45:02 3600 2358 Drift
20/09/2021 10:41:53 4295 8627 Drift

(c) Drifts: 30-minute-long drifts deployed in the working area to
sparsely collect broader imagery.

Data gathering missions with the AUV-ASV team and LD are sum-
marized in Table 1 and Table 2 respectively.

Fig. 4 shows some samples of the missions referred to before, plotted
on top of the habitat map. All trajectories are Geo-localized in geodesic
(latitude/longitude) coordinates.

Collectively, there were more than 20 h worth of data and more
than 60.000 images over the six days when platforms were deployed.
The longest mission with the AUV-ASV infrastructure is the last sparse
survey with nearly 72 min, and the longest mission with the Drifter
took also around 72 min. Fig. 5-(a)–(f) shows examples of images
taken by the AUV during one of its missions, and Fig. 5-(g)–(h) shows
one example of an image gathered with Floaty LD, color-corrected
using Massot-Campos et al. (2022).

In this case, quality of all images is enough to discriminate the Po
from the background, since the Po colonies seem to be settled on sandy
bottoms, and the contrast is evident. The quality of images does not
depend on the robotic platform but in the environmental conditions
present during the missions.

3.1. Image mosaics

As mentioned in the previous section, the evaluation of the seagrass
distribution in the areas surveyed with the AUV (see Table 1) was done
with photo-mosaics.

Keyframes were extracted from the ROS-bag file of each AUV mis-
sion, each 0.35 meters of vehicle displacement, from its start to the
end. Images were then debayerized, rectified using the known cam-
era calibration parameters, downsampled by 4, color corrected and
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Fig. 5. (a) to (f) Examples of images taken from Turbot AUV.(g)–(h) Example of one
image from Floaty LD, before and after color correction. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

contrast-enhanced using a CLAHE (Contrast Limited Adaptive His-
togram Equalization) algorithm. In order to geo-reference the photo-
mosaic, each key frame was related to its corresponding odometric
camera global pose and the geodesic coordinates, both obtained at the
precise moment of the image grabbing.

As two samples of datasets: Fig. 6-(a) shows the geo-referenced
photo-mosaic built with 1260 keyframes extracted from the dense
surveys of 16/09/2021, and Fig. 6-(b) shows the phot-mosaic built
with 1300 keyframes extracted from the survey of 17/09/2021. Dark
areas correspond to Po and clear areas correspond to sand. Figs. 7-(a)
and 7-(b) show the corresponding odometric trajectories computed by
the AUV localization module. Both mosaics share a common location
and overlap in part of its extension. Note that the non-geo-referenced
trajectories have a drift of 180◦ with respect to the geo-referenced
mosaics. The boundary between sand and Po clearly visible in the
photo-mosaic is part of the lower limit of the meadow, and, once geo-
localized in the GIS system, a significant reference point to compare
the old habitat map with the last datasets.

Results are presented in a Geo-localized information system (GIS)
that shows the location of the mosaics in a geodesic (latitude/longitude)
coordinate reference system (CRS).
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3.2. Po semantic segmentation

The color images forming a certain photo-mosaic were input in
the PSS trained model, but cropped and downsized to a resolution of
480 × 360 pixels. For each input color image, the network returns
a gray scale output of size 480 × 360, where the gray level of each
pixel indicates the probability of being Po. A value of zero means
there is a 100% probability of it being Po, and a value of one is for a
0% probability. All gray-scale outputs were feather-blended using the
same mosaic-building pipeline used to make the color mosaics, in order
to generate the same geo-referenced mosaic but in gray scale. Before
computing the coverage, the segmented mosaic must be binarized with
a threshold that has to be set depending on the characteristics of the
environment. In this case, the gray-level threshold was set to 75% since
this is the value that offers the best trade-off between minimum fall-out
and a maximum recall in our environment. Values used to compute fall-
outs and recalls were referred to a ground truth, created on the original
color mosaic but with the Po marked manually on it (González et al.,
2021).

Finally, the Po bottom coverage was computed from the binarised
mosaic as the percentage of pixels classified as Po with respect to
the total amount of pixels of the mosaic. The resulting Po bottom
coverage is 67.36% for the mosaic of 16/09/2021 and 68.32% for the
mosaic of 17/09/2021, being the coverage measured from the hand-
labeled ground truth 67.76% and 72.77%. However, this binarisation is
sensitive to this threshold and so does the resulting coverage (González
et al., 2021).

Figs. 8(a) and (b) show the resulting gray-level segmentation of
the dense surveys performed on 16/09/2021 (a) and 17/09/2021 (b),
superimposed on the original color mosaics. To ease identification, gray
levels of segmentation have been swapped, being the Po overlaid in
gray scale and sand in pure white.

3.3. Location-guided autoencoder

As a second habitat classification method, we present the results of
the Location-Guided Autoencoder (LGA) (Yamada et al., 2018). LGA
is an unsupervised convolutional neural network that can be trained
with no human input. All images captured by the AUV and LD were
used to train our LGA autoencoder for Po classification. The color input
images were cropped and downsampled to a resolution of 227 × 227
pixels taking into account the camera calibration and the altitude they
were taken at to homogenize the pixel size to a common metric. Data
augmentations such as random rotations, random cropping and color
noise were applied.

An additional procedure was added to the network training and
testing: its resulting sixteen-dimensional inferred latent space was then
hierarchically clustered and a very small subset with the 100 most
representative training images were retrieved (Yamada et al., 2018).
These subset was manually labeled to either be Po or background
(sand). These labels were used to generate pseudo-labels in all the
images. This information was then fed to the next step in the LGA
algorithm, where a Support Vector Machine relabeled the rest of the
latent space, and, consequently, the outputs. The results of this step
applied to all the AUV and Drifter surveys of Fig. 4 can be seen in Fig. 9.
The different probabilities of detecting Po are indicated in different
shades of green, being, for instance, the green intensity level labeled
as seagrass_40_60 the corresponding to a positive probability between
40% and 60%.

There is certain difference between the limits between sand and
Po visible in the habitat map and the limits that can be observed in
the different datasets according to the LGA segmentation process. As
shown in Fig. 9-(a), limits according to the habitat map are displaced
to the north with respect to the limits marked by the dense survey and
the southern part of the sparse survey. The limit between Po (different
levels of green) and other, visible on the northern part of the sparse
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Fig. 6. Photo-mosaics corresponding to the dense surveys of 16/09/2021 in (a) and of 17/09/2021 in (b).
survey, coincides with the limits of the habitat map. The limits between
Po and other, visible in the shortest drift are slightly moved to the
north, but with a low detection probability after the border of the
habitat map, while the classification in the longest drift still marks Po
with certain probability inside the sand zone. This qualitative analysis
suggests: (a) the limits of the Po meadow have displaced to the south,
where the coast is located, meaning that, the meadow has regressed
with respect to its previous state registered when the habitat map was
made, and (b) the existence of several errors in the geo-localization
and orientation of some datasets, being more evident in the longest
drift. Errors in values of latitudes and longitudes can usually oscillate
9

around a couple of meters, depending on the quality of the GPS device
installed on the AUV and on the Drifter, but the possibility of a meadow
regression is also highly plausible, given the global trend explained in
the introduction.

Fig. 9-(b) shows, as an example, the LGA pseudo-labels output
by LGA network on the images of the dense survey of 17/09/2021,
superimposed on its colored mosaic. See as the zone marked with
red level (Po) coincides, almost entirely, with the area of the mosaic
covered with Po, marked in gray levels, in Fig. 8. It turns out that both
segmentation trained models provide similar qualitative results about
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Fig. 7. Trajectories corresponding to the dense surveys done with Turbot AUV on
16/09/2021 in (a), and on 17/09/2021 in (b).

the presence or absence of Po, with the difference that LGA does not
need entire supervision.

4. Discussion and conclusions

This paper has presented the objectives, workflows and results of
the scientific cruise GRASSMAP, included in the Eurofleets European
frame, planned as a proof of concept to use marine robots and advanced
computer vision processing techniques to inspect and evaluate the state
of seagrass meadows (Po) in certain areas of special ecological interest.
The aim was to decrease risks and complexity of this type of missions,
augment the amount and quality of field data, and increase accuracy
of the post-processed information, compared to classical methods based
on divers.

The main concern was to survey marine areas of the Cabrera Na-
tional Park colonized with Po, at depths between 20 and 50 m, using
two different autonomous robots, an AUV and a Lagrangian Drifter.
ROVs and aerial drones with cameras were discarded due to costs, com-
plexity and limitations in the type of missions that can be performed
with the former, and the lack of detail that would have aerial images
to be taken with the latter in the selected areas. Surveys were planned
to grab video sequences close to the sea bottom and post-process them
following specific workflows (mosaics + CNN segmentation + coverage
computation) that permit to automatize the estimation of biological
parameters related to the state of Po meadows, such as coverage or
meadow boundaries. Our estimations can be qualitatively compared
with the currently available habitat map; nevertheless, their accuracy
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and reliability were quantitatively assessed in previous work. In our
campaigns, sending divers to the selected areas was completely un-
necessary and, at these depths, absolutely discouraged, saving human
costs, risks, and lessening complexity of missions. Data grabbed from
divers at 40 meters would be rarely geo-localized with GPS, however,
data obtained with our AUV is easily geo-referenced, because the GPS
coordinates can be directly obtained once the robot is on the surface
and composed with the odometry of the vehicle, corrected in situ by the
USBL positioning.

Missions lasted a maximum of 70 min and covered, in dense surveys,
approximately 800 m2, in sparse surveys a maximum of 40000 m2 and
with Drifter, transects of 200 m, exceeding significantly the time a diver
can be submersed at 40 meters depth and the extension of the sea
bottom that can covered in a single immersion.

An important difficulty to evaluate our results, in terms of mosaic
geo-localization and estimated Po coverage, was the lack of previous
existing data. Figs. 8 and 9 show how the location of the different
missions, either segmented with PSS or with LGA, coincide with the
presence or absence of Po in the habitat map, and also, to a certain
extent, with the boundary between Po and sand. The difference be-
tween the location of this boundary in the habitat map and in the dense
and sparse geo-referenced mosaics suggests a regression of meadows
and/or additional slight errors in the AUV geodesic measurements
used to locate the images and the mosaics in the GIS system. Con-
cerning the coverage estimations, its accuracy depends entirely on
the accuracy of the mosaic and the performance of the trained CNN
used for segmentation, which, in this case, are both highly adequate:
the accuracy of the mosaic inherits the quality of the AUV localiza-
tion (Font et al., 2017) system, while the excellent performance of the
used CNN inference (Martin-Abadal et al., 2018) is necessarily reflected
on the segmentation results. Combining multiple underwater images
into a seamless mosaic has also shown in this work that large-area
Po segmentation and coverage can be achieved without the need for
human operators or divers, and that approximations or extrapolations
can be substituted by the integration of global measurements. However,
one of the requirements for mosaic-building is that images have enough
overlap and that the seafloor in the area of interest is completely
covered by the robot. This workflow is effective in dense surveys,
but they require repetitive transects at short distance one from each
other, augmenting considerably the time of the mission thus the amount
of memory to store all data and images. Conversely, in sparse pre-
programmed surveys, areas are partially covered, just to have a bare
idea of the Po distribution and its morphology. Sparse missions can
cover wider areas than dense, with the same time, but with much less
details. Finally, the Drifter covered wide areas sparsely, following non-
programmed trajectories with much less energy than AUVs, since they
do not use thrusters to displace (only to submerse and emerge), offering
a third alternative cheaper than the other two but with complementary
results. Finding a trade off between planning dense or sparse surveys,
or deploying the Drifter was another challenge of this campaign.

In summary, and similarly to previous approaches focused on other
types of ecosystems, we got missions longer, deeper and more extensive
than the ones performed by divers, with the desired shape and local-
ization, more in situ data and better geo-localized, and coverage results
more accurate than those estimated with the Line Intercept Transects
strategy.

Presented workflows can be easily scalable to other mission shapes,
lengths and depths, obviously taking into account limitations in the
robot autonomy, computation resources and data storage capacity.
Campaigns do not need to be restricted to the detection of Po but
they can be focused on any other habitat feature, just retraining the
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Fig. 8. Image segmentation using PSS method overlaid over the geo-localized mosaic.
CNNs and searching for reliable ground truths to validate against. In
this particular campaign, missions were programmed to observe and
map Po meadows at their deepest points (40–50 m), but, as explained
in Yamada et al. (2018), LGA unsupervised training benefits from an
unbiased feature representation, meaning that the second stage that
classifies images in their latent representation can be tailored to other
interest such as Essential Ocean Variables (EOVs) like fish, crustacea,
corals or other types of seagrass or algae.
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Future work intends to demonstrate the near-real-time awareness
application on underwater vehicles, sending selected and critical in-
formation back to shore at any surfacing opportunity. This would
enable operators to supervise the mission development and also to
quickly understand what types of seafloor or habitats the robots have
been monitoring up to that time. Applying this workflow to detect
other EOVs for a better understanding of our oceans is also included
in the ongoing and forthcoming work. In this campaign, we show
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Fig. 9. (a) Classification of images using LGA, drawn in different levels of green, (b) Pseudo-labels on the dense survey trajectory.
how using AUV/Drifters for ecosystem monitoring is already state-
of-the-art, and how science can shift towards marine robotics and
science-enabled platforms rather than only robotics-driven research and
manual extrapolations.
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