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A B S T R A C T

CeO2 (ceria) is a material of significant industrial and technological importance, used in solid oxide fuel cells
and catalysis. Here, we explore the usage of linear-scaling density functional theory as implemented in the
ONETEP code, which allows to use larger simulation cells. By using DFT+U calculations we revise the defect
chemistry of ceria, including point defects, Frenkel and Schottky defects.

We found that the ground state of an oxygen vacancy is associated to two neighbouring reduced cerium
sites. A cerium vacancy is the least favourable point defect, where holes localise on neighbouring oxygen sites.
It is more favourable to displace an oxygen interstitial defect away from the octahedral interstitial site, with the
formation of a stable peroxide species. Our simulations show that a cerium interstitial is best accommodated
in the octahedral interstitial site, as this minimises the distortion of the lattice.

Placing a vacancy and an interstitial defect at a separation of 5.18 Å for the OF<110> and 4.77 Å for the
CeF<111>, stable Frenkel defects can be formed. We also studied the effect of different supercell size on the
energetic ordering of Schottky defects, where the S<111> is more favourable than the S<110> for a given
simulation cells containing 324 or more atoms.
1. Introduction

CeO2 (ceria) based materials have been studied for their versatility
in a range of industrial applications. The oxidation and reduction prop-
erties of ceria make it suitable for use in catalysis [1], solid oxide fuel
cells (SOFC) [2], and gas sensors [3]. A high thermal stability allows
ceria to act as an effective catalyst [4–6], as well as a support for other
catalysts [1,7–10]. Stoichiometric ceria is a poor ionic conductor [11],
but releasing oxygen under reducing conditions [12–14], ceria forms
mobile oxygen vacancies, which increase its ionic conductivity [15–
18]. Further enhancements in ionic conductivity can be achieved by
introducing dopants [19–28], making it a candidate electrolyte in
SOFC, operating in the temperature range of 500–1000 K [29].

Bulk ceria adopts the calcium fluoride (CaF2) crystal structure,
with the Fm3̄m space group. In this structure, the oxygen occupies
tetrahedral holes of the face-centred cubic (FCC) cerium lattice. Each
cerium cation coordinates to eight oxygen anions, whereas each O2-

anion coordinates to four Ce4+ cations. CeO2 is an insulator, with
an experimental band gap reported in the range of 2.76 eV to 3.60
eV [30–32], where the 4𝑓 -states of Ce4+ are completely unoccupied.

Ceria has an identical crystal structure to many actinide oxides
(AnO2) such as PuO2, which can be used as a nuclear fuel [33,34]. With
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comparable bulk properties [35–37] and a similar electronic structure
to PuO2 [38], ceria can be used as a reasonable stimulant. Using
surrogate materials for PuO2 work can be advantageous as they are
less toxic, relatively inexpensive and can be studied in standard labo-
ratories [33,39–41]. In addition, the use of a non-radioactive surrogate
such as CeO2 allows us to develop understanding of the chemical effects
without the self-irradiation in the PuO2 system.

The ingrowth of radiation induced defects and daughter products
changes the composition (and hence physical and mechanical prop-
erties) of AnO2 materials over time [39,42]. The predominant decay
route for plutonium atoms is through 𝛼-decay where a helium nucleus
(4.8–5.5 MeV) and the uranium recoil particle (82–94 keV) both create
defect damage but over different length scales. The 𝛼-particle has a
range of the order of 10 μm in oxide, losing its energy by electronic
stopping; defects produced are largely isolated Frenkel pairs with little
annihilation or clustering of the defects [43].

A number of computational studies have explored the bulk prop-
erties of ceria [35,36,44–46], the formation of defects and their in-
teractions within the material [16,28,42,47–49]. However, the un-
favourable, cubic-scaling of conventional density functional theory
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(DFT) methods, limit these studies to small supercells. Small simu-
lation cells introduce finite-size effects, arising from the long-range
electrostatic interactions between a charged defect and its periodic
images [50–52]. These effects are accounted for by corrections schemes
such as Makov-Payne [53] and Freysoldt, Neugebauer and Van de Walle
(FNV) [54]. These schemes aim to alleviate the need for simulations
with prohibitively large supercells in order to minimise finite-size
effects.

An alternative approach is to use linear-scaling DFT methods, which
reduce the unfavourable, cubic scaling of conventional DFT with in-
creasing system size. To achieve linear-scaling, ONETEP (order-𝑁 elec-
ronic total energy package) [55] uses a reformulation of DFT, based
n the one-particle density matrix, 𝜌

(

𝐫, 𝐫′
)

. ONETEP exploits the lo-
ality or nearsightedness of the density matrix [56,57] by expanding
he Kohn–Sham orbitals as a linear combination of non-orthogonal
eneralised Wannier functions (NGWFs) [58]. These spatially localised
rbitals are self-consistently optimised during the energy minimisa-
ion. Once the system size reaches or exceeds a critical number of
toms (crossover point), linear-scaling DFT methods are more efficient
han conventional DFT. The crossover point is system dependent and
enerally lies on the order of hundreds of atoms [59].

Investigations into defects in materials containing 𝑓 -block elements
ith conventional DFT methods are limited to 96 atoms simulation

ells. Due to the unfavourable time scaling of conventional DFT, there
re few studies using simulation cells approaching thousands of atoms
ize [60]. Instead some studies have used semi-empirical interatomic
otentials to perform large simulations, but the quality of the predictive
apability can be dependent upon the data used in the fitting pro-
ess [37,60–62]. We expand the simulation cell up to 1500 atoms to
tudy a range of point defects, Frenkel and Schottky defects using the
NETEP linear-scaling DFT code. By increasing the supercell size, we
an isolate and dilute the concentration of point defects to minimise
inite-size effects. For the complex defects such as Frenkel defects
e considered the impact of placing the interstitial atom in different

hemical environments has on the defect formation energy.

. Methodology

.1. Computational details

Cell optimisations of stoichiometric ceria were performed using the
ASTEP plane-wave DFT package [63]. Calculations were performed
sing the Perdew–Burke–Ernzerhof (PBE) [64] generalised gradient
pproximation (GGA) exchange–correlation functional. The valence
lectrons for cerium (5𝑠25𝑝64𝑓16𝑠25𝑑1) and oxygen (2𝑠22𝑝4) were

treated using a plane-wave basis set, with a kinetic energy cut-off of
800 eV, whereas the core electrons were frozen in the norm-conserving
pseudopotential (NCP) on-the-fly generated (OTFG) by CASTEP. A
4 × 4 × 4 Monkhorst–Pack k-points mesh [65] was used to sample the
Brillouin zone of the simulation cells optimised with CASTEP.

The system is considered as spin polarised, and spin–orbit coupling
is not included. Self consistent electronic minimisation were performed
with ensemble density functional theory (EDFT) [66,67], where the
Fermi-Dirac smearing scheme with an electronic temperature of 1000
K was applied. The electronic energies were converged to 1 × 10−5 eV,
and structural relaxation were conducted until the forces acting on each
atom were below 0.05 eV Å−1.

The on-site Coulomb repulsion was accounted for by applying the
Hubbard parameter, U to favour localisation of electronic states. A ro-
tational invariant approach [67] is used with an effective U parameter
of 5.0 eV, based upon the available literature [16,28,44,48,68–72].
Some studies also include a U parameter of 5.5 eV for the O 2𝑝-
states, although this has limited impact on the point defect formation
energies [47]. Ramping U is also less appropriate as it can affect the
orbital orderings [73]. Using a U correction may give rise to metastable
states, which have been studied with the occupation matrix control
2

(OMC) scheme [74–76]. The OMC scheme was not applied in this work,
as the 4𝑓 -states of Ce4+ are empty in stoichiometric CeO2 and to reduce
the required computational resources.

Recognising the computational overheads of plane-wave calcula-
tions, we limited our simulations with CASTEP to the 2 × 2 × 2
supercell of the 12 atom unit cell, corresponding to the 96 atom cell.
Calculations with larger simulation cells performed using ONETEP,
used the same exchange–correlation functional, kinetic energy cut-off
energy and OTFG NCP. The electronic energy minimisations with EDFT
at 1000 K, are converged to 3 × 10−5 eV and structural relaxations
converged to within 0.10 eV Å−1 per atom.

A sufficiently large spatial cut-off for the NGWFs of each valence
state is chosen at radius of 10.0 𝑎0. The NGWFs are expanded in
the basis of periodic sinc (psinc) functions, which are mathematically
equivalent and similar in accuracy to the plane-wave basis [58,77].
A kinetic energy cut-off of 800 eV was sufficient to give a complete
description of basis set. The oxygen valence states in ONETEP were
assigned 4 NGWFs which correspond to 1 NGWF for the 2𝑠-orbital and
the remaining 3 NGWFs assigned to 2𝑝-orbitals. The cerium valence
states are represented by 17 NGWFs, where the 5𝑠 and 6𝑠-orbitals
are represented by 1 NGWF each, the 5𝑝-orbitals by 3 NGWFs, the
4𝑓 -orbitals by 7 NGWFs and the 5𝑑-orbitals by the remaining 5 NGWFs.

2.2. Defect formation

Firstly, CASTEP was used to optimise a stoichiometric CeO2 simula-
tion cell. Then, point defects were introduced to the cell. The simulation
cells were kept neutral, with no addition or removal of electrons.
The defective structures were optimised at constant volume, using
the lattice parameters of the relaxed, perfect cell. Larger supercells
were created from the optimised 2 × 2 × 2 supercell of ceria. Fixed
cell optimisations using ONETEP were performed on these larger su-
percells, in addition to the 96 atom supercell. Charged point defects
were introduced to the resulting, stoichiometric structures and then
optimised.

The energy required to form a point defect in perfectly crystalline
ceria is calculated according to the Zhang-Northrup formula [78,79],

𝐸form
defect (𝑋

𝑞) = 𝐸defect (𝑋𝑞) − 𝐸stoich
(

CeO2
)

−
∑

𝑖
𝑛𝑖𝐸𝑖 + 𝑞𝜇𝑒, (1)

where 𝑋 is the type of defect and 𝑞, its charge state. The total energy
of the material containing the defect is denoted as 𝐸defect (𝑋𝑞) and the
total energy for the stoichiometric material is given by 𝐸stoich

(

CeO2
)

.
To form a defect in the perfect crystal, 𝑛𝑖 number of species 𝑖 are either
removed to form a vacancy (𝑛𝑖 < 0) or added to an interstitial site
(𝑛𝑖 > 0). The change in energy from the addition or removal of atoms
is given by 𝐸𝑖 of each species. The energy for oxygen is calculated by
optimising an O2 molecule in the gas phase,

O = 1
2
𝐸molecule

(

O2
)

(2)

The energy for cerium is calculated by optimising 𝑛 = 32 (CASTEP)
and 108 (ONETEP) atoms of bulk cerium metal with an effective U of
5.0 eV applied,

𝐸Ce =
𝐸bulk (Ce)

𝑛
(3)

The final term is the chemical potential of the electrons, 𝜇𝑒, which
is the Fermi energy, 𝐸Fermi.

We introduced Frenkel defects into the simulation cell by removing
an atom from a lattice site and placing it in an interstitial position in
the stoichiometric simulation cell. The defect formation energies of the
Frenkel defects are presented per point defect,

𝐸form =
𝐸defect − 𝐸stoich (4)
Frenkel 2



Computational Materials Science 229 (2023) 112396N. Anwar et al.

f
f

𝐸

C
C
w
d
t
b

Table 1
Bulk properties of ceria calculated using DFT+U with CASTEP and the comparison with experimental and computational literature.

Bulk properties CASTEP Experimental literature Computational literature

Lattice constant, a (Å) 5.50 5.41n 5.494,a 5.49f,o

Band gap, Eg (eV) 2.70 3.0,b 3.0,c 2.76,h 3.31,i 3.60j 2.45,a 2.50,g 2.29o

Bulk modulus, BVRH (GPa) 185 204,d 220n 181,k 182,g 184k

EOS bulk modulus, B (GPa) 185 187n 185f

EOS B′ 4.22 4.85n 4.2l

Shear modulus, GVRH (GPa) 81 96d 82l

Young’s modulus, E (GPa) 212 249d 213l

Poisson’s ratio, 𝜈 0.32 0.30d 0.31l

C11 (GPa) 351 403,d 450e 344,g 354m

C12 (GPa) 101 105,d 117e 101,g 102m

C44 (GPa) 51 60,d 57e 54,g 53m

C11 − C12 (GPa) 250 298,d 333e 243,g 252m

C11 + 2C12 (GPa) 553 613,d 684e 546,g 558m

aRef. [47]. bRef. [81]. cRef. [82]. dRef. [83]. eRef. [84]. fRef. [42]. gRef. [49]. hRef. [30]. iRef. [85]. jRef. [32]. kRef. [48]. lRef. [36]. mRef. [86]. nRef. [87]. oRef. [88].
The Schottky defect was created by the removal of a neutral,
ormula unit of CeO2 from the stoichiometric material. The defect
ormation energy for the Schottky defect is given per point defect,

form
Schottky = 1

3

(

𝐸defect − 𝐸stoich +
𝐸stoich

𝑥

)

(5)

where 𝑥 is number of formula units in the supercell. In general the
formation energy is positive, as it costs energy to create a defect.

3. Results & discussion

3.1. Bulk properties of stoichiometric CeO2

A summary of the bulk properties calculated from a 12 atom
ASTEP simulation cell of stoichiometric, bulk ceria is given in Table 1.
ell optimisation of bulk ceria yields a lattice constant that is consistent
ith the computational literature, but larger than the experimentally
etermined value. This difference is attributed to the overestimation of
he structure parameter by the GGA functional, which is exacerbated
y the inclusion of the Hubbard, U correction. The U correction of

5.0 eV, ensures that a sufficient band gap is created of 2.70 eV as
shown in Figure 3 of the supplementary material, which is closer to
the reported experimental range of 2.76 eV to 3.60 eV. GGA functionals
provide accurate ground state properties, although they are known to
underestimate band gaps [80].

We determined the mechanical properties of bulk ceria in Table 1,
by applying the appropriate strain pattern to the optimised simulation
cell [89], using the Voigt–Reuss–Hill (VRH) approximation [90]. To
assess the mechanical stability of this cubic crystal, the elastic constants
were compared with the Born-stability criteria [91] given by Eq. (6),

⎧

⎪

⎨

⎪

⎩

𝐶11 > 0; 𝐶44 > 0
𝐶11 − 𝐶12 > 0
𝐶11 + 2𝐶12 > 0

⎫

⎪

⎬

⎪

⎭

(6)

As can be seen, the calculated elastic constants satisfy the stability
criteria.

The calculated elastic constants, C11, C12 and C44 from this study sit,
in general, within the range of reported computational values and are
lower value as compared to experiment. For example, our calculated
elastic constant is 13%–22% below the experimentally determined
values for C11, some 4%–14% below for C12 and 11%–15% below for
C44. This lower value is, however, typical of computational studies as
can be observed in Table 1. This is often attributed to temperature and
volume effects [35] which are not accounted by our DFT simulations
and the approximations of the exchange–correlation functional.

Bulk and shear moduli calculated from the Voigt–Reuss–Hill (VRH)
approximation (BVRH at 185 GPa and GVRH at 81 GPa respectively)
3

are again close to other comparable computational literature references
but are lower than that observed in experiment (9%–16% and 16%
respectively). We calculated 𝜈 from our determined E and B, where we
find good agreement with both computational and experimental liter-
ature. We also calculated the bulk modulus by fitting the third-order
Birch-Murnaghan equation of state (EOS), for different cell volumes
shown in Figure 4 of the supplementary material. Fitting the cubic
polynomial to the free energy-volume plot, the minimum bulk modulus
at minimum volume, 𝐵0 is found to be 1.15 eV/Å3 or 185 GPa. The first
derivative of 𝐵0 with respect to pressure at constant temperature is the
dimensionless parameter 𝐵′

0, with a value of 4.22, which is typical for
this material [36,42]. This result is consistent with our bulk modulus
obtained with the VRH approximation. The smaller calculated bulk
modulus, when compared to experiment, is typically attributed to the
chosen exchange–correlation functional.

3.2. Structure and electronic properties of point defects

Oxygen vacancy formation in ceria involves two excess electrons
localising onto adjacent cerium sites, which reduces the cerium ions
from Ce(IV) to Ce(III). The process is illustrated by the Kröger-Vink
notation,

O×
O + 2Ce×Ce → V∙∙

O + 2Ce′Ce +
1
2

O2(𝑔) (7)

where O×
O and Ce×Ce represent the oxygen and cerium atoms on their

respective lattice sites. V∙∙
O is the doubly positively charged oxygen

vacancy and Ce′Ce is the singly negatively charged cerium in the lattice.
Fig. 1(a) shows that this region of effective positive charge attracts
the first nearest neighbour oxygen ions, which move off their lattice
site towards the vacant site. Mulliken population analysis reveals that
in ONETEP, two electrons localise onto one adjacent cerium ion each,
finding a stable ground state. The localisation of the electrons was aided
by the self-consistent optimisation of the spatially localised valence
orbitals (NGWFs) during the geometry relaxation [92].

In CASTEP, the two electrons localise across four cerium sites, which
suggests the presence of a metastable state. All our attempts to localise
the two electrons onto two cerium sites failed, which been has shown
by several studies using plane-wave DFT [48,49,93]. The local structure
around the vacant site was distorted by replacing the cerium sites
coordinated with the oxygen atom with lanthanum atoms. The resulting
structure was then relaxed with the lanthanum sites reverted back to
cerium, however this was unsuccessful in localising the two electrons.

The projected density of states (PDOS) plotted with Sumo [94] in
Fig. 1(a) shows that excess electrons occupy the empty 4𝑓 -states on
the neighbouring cerium ions. Experimental [12,81,95] and previous
theoretical [47] studies both support the presence of an additional peak
for the defective material. The peak appears in the band gap, between
the oxygen 2𝑝-state dominated valance band and the conduction band
containing the cerium 4𝑓 -states. This peak indicates the reduction of
Ce(IV) to Ce(III).
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Fig. 1. Local structure around the (a) oxygen vacancy, (b) interstitial oxygen (octahedral), (c) peroxide and (d) interstitial oxygen (oxygen edge) defects in ceria and their
respective PDOS plots for the 96 atom simulation cell from ONETEP. The oxygen atoms are given in red, cerium atoms in yellow and the oxygen vacancy in black. The DOS plot
is decomposed into the O-𝑝 (p), Ce-𝑑 (d) and Ce-𝑓 (f) states.
Using ONETEP, introducing an oxygen into an octahedral inter-
stitial site, produces localised holes on the interstitial ion, O′

i and
neighbouring oxygen ions, O∙

O,

Ox
O + 1

2
O2(𝑔) → O′

i + O∙
O (8)

Fig. 1(b) shows an oxygen atom placed in an octahedral interstitial
lattice site. The work by Keating et al. suggests that this position is
less favourable [47], instead showing the formation of the peroxide
species. No such species was found in either our ONETEP or CASTEP
optimisations, where the interstitial oxygen remains in the octahedral
site. In both calculations, the first nearest neighbour oxygen atoms
move off their lattice sites, away from the interstitial ion. Fig. 1(c)
shows that by placing the interstitial oxygen approximately 1.0 Å from
an oxygen atom of the lattice, we were able to form the peroxide
species,

Ox
O + 1

2
O2(𝑔) →

(

O2
)x

O (9)

The PDOS contains a new peak in the band gap, which corresponds
the formation of the peroxide species. Both the CASTEP and ONETEP
4

Mulliken charges indicate that no holes localised onto neighbouring
oxygen sites.

CASTEP charge analysis, placing the interstitial oxygen in the octa-
hedral site or close to the oxygen lattice sites, leads to localisation of
two electrons across several and two oxygen lattice sites respectively
as shown by the equation,

2Ox
O + 1

2
O2(𝑔) → O′′

i + 2O∙
O (10)

Population analysis shows that this state in ONETEP is only found
when placing the interstitial oxygen close to the oxygen lattice sites.
The localised holes on the neighbouring oxygen atoms are observed in
the PDOS in Fig. 1(d), with a peak in the band gap, assigned to the
oxygen 2𝑝-state.

Creating a cerium vacancy, removes four electrons from the lattice,
creating holes on the neighbouring oxygen atoms,

Cex
Ce + 4Ox

O → V′′′′
Ce + 4O∙

O + Ce(s) (11)

The PDOS in Fig. 2(a) for the cerium vacancy indicates the holes are
localised onto the oxygen 2𝑝-states, close to the valance band. From the
population analysis, the holes localise across eight neighbouring oxygen
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Table 2
Formation energies for the oxygen and cerium point defects calculated using DFT+U for stoichiometric ceria and comparison to the computational literature.

Defect CASTEP (eV) ONETEP (eV) Computational literature (eV)

96 atom 96 atom 324 atom 768 atom 1500 atom Stoichiometric O-rich

V⋅⋅
O 2.62 2.30 2.49 2.10 2.46 1.56,a 3.10,b 3.39c 2.90,a 2.60,d 2.80,e 4.30,f 4.61,g 4.57,h 4.70i

O′
i (octahedral) – 2.46 3.43 3.19 3.15 – 3.60,e 5.14,g 4.04h

O′′

i (oxygen edge) 2.77 2.09 – – – – –
O′′

i (octahedral) 2.96 – – – – 2.95a 1.60,a 4.41,e 7.87,g 7.72h
(

O2
)x

O (peroxide) 1.82 1.26 – – – – 1.73d

V′′′′

Ce 14.30 13.58 14.53 14.07 14.67 4.94,a 16.59b 2.23,a 6.29,d 7.39,e 16.01,g 16.60h

Ce⋅⋅⋅i (oxygen edge) 6.99 – – – – – –
Ce⋅⋅⋅⋅i (oxygen edge) – 6.45 – – – – –
Ce⋅⋅⋅i (octahedral) 1.14 – 2.31 – 2.71 – 10.02,d 6.50,e 15.41,g 14.68h

Ce⋅⋅⋅⋅i (octahedral) – 0.62 – 4.52 – 7.68a 10.39,a 5.06,e 16.94,g 16.63h

aRef. [49]. bRef. [93]. cRef. [16]. dRef. [47]. eRef. [48]. fRef. [88] (PBE+U). gRef. [88] (QM/MM PBE0). hRef. [88] (Mott-Littleton (M-L)). iRef. [96].
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sites, as reported by Keating et al. [47]. Fig. 2(a) shows that the nearest
neighbour oxygen atoms move away from the negative effective charge
of the vacant site. A more pronounced shift of the lattice oxygen ions
is reported by Keating et al. when applying a Hubbard U correction of
5.5 eV to the O 2𝑝-states [47].

Placing an interstitial cerium ion in an interstitial lattice site, adds
four extra electrons into the system. These additional electrons localise
onto a neighbouring cerium lattice sites, reducing them from Ce(IV) to
Ce(III),

4Cex
Ce + Ce (s) → 4Ce′Ce + Ce∙∙∙∙i (12)

Alternatively, one electron may remain on the interstitial cerium,
with three of the neighbouring cerium lattice sites being reduced to
Ce(III),

3Cex
Ce + Ce (s) → 3Ce′Ce + Ce∙∙∙i (13)

The population analysis from our calculations support the locali-
sation of up to four electrons across four adjacent cerium atoms in
the lattice. Several, small peaks appear in the band gap of the PDOS
shown in Figs. 2(b) and 2(c), where the peak closest to the valence
band is likely the oxidised interstitial cerium ion [47]. The remaining
peaks are attributed to the reduction of the lattice cerium atoms from
Ce(IV) to Ce(III). For the smallest ONETEP simulation cell, all four
electrons localise onto neighbouring cerium sites, whereas in CASTEP
this only occurs when the interstitial cerium is placed on the oxygen
edge, between two oxygen atoms. Depending on the simulation size,
three or four electrons are localised across four adjacent cerium lattice
sites.

Fig. 2(b) shows that introducing the interstitial cerium into the
octahedral site leads to minimal distortion of the ceria lattice. The
oxygen ions remain on their lattice sites while the adjacent cerium ions
relax away from the interstitial cerium. Fig. 2(c) shows that placing
the interstitial cerium between two lattice oxygen ions also shifts the
neighbouring oxygen atoms. The oxygen atoms lying in the same plane
as the interstitial cerium, move away from their site to accommodate it.
Oxygen atoms lying in adjacent planes move towards the net positively
charged interstitial site.

3.3. The energetics of defects

3.3.1. Point defect formation
The defect formation energies were obtained using both CASTEP

and ONETEP at different simulation cell sizes and are presented along-
side the literature values in Table 2. We make comparisons against the
reported formation energies for the stoichiometric condition where pos-
sible. The formation energies for the O-rich condition are also included,
where the chemical potential of cerium and oxygen are dependent on
the stoichiometry of ceria and the partial pressure of oxygen.

We focused on calculating the formation energies of point defects
5

in stoichiometric ceria at increasingly dilute defect concentrations.
Depending on the simulation package and cell size we find different
electronic states for the interstitial defects, which contribute to the
changing formation energies. In general, our calculations predict that
the oxygen vacancy defect is more favourable than oxygen interstitial
defect. We found that placing the interstitial oxygen along the oxygen
edge gives lower formation energies. The most stable oxygen species
was found by forming the peroxide as shown by Keating et al. [47],
where they suggest that oxygen species in the octahedral are less stable.

Our formation energies for the cerium defects show greater de-
viation from the literature. The cerium vacancy defect energies are
two to three times greater formation energies than the majority of
the literature, with the only comparable value presented in the study
by Vanpoucke et al. [93]. The study by Catlow et al. [88] using
QM/MM and hybrid exchange–correlation functionals also gave more
comparable defect energies to this work. Placing the cerium interstitial
along an oxygen edge gives formation energies more comparable to
the literature. Inserting the cerium into the octahedral site we find
smaller formations energies as this position can better accommodate
the interstitial cerium.

Our ONETEP calculations of the point defect energies, in general,
show a fluctuation of energies as the supercell size increases (see
Figures 9–11 in Supplementary Information): the supercells made up
of an odd number of unit cells (3 × 3 × 3, 324 atoms and 5 × 5 ×
, 1500 atoms) are greater in energy than the supercells made up of
n even number of unit cells (2 × 2 × 2, 96 atoms and 4 × 4 × 4,
68 atoms). Interestingly the exception to this is the cerium interstitial
alculations which do not show this behaviour. Other studies in the
iterature which use larger simulation cells have reported fluctuating
ormation energies as a function of simulation cell size, varying by as
uch as several eV [97,98]. In our case we show a smaller variation

or a given charged point defect when compared to examples in the
iterature [54,97–99]. We cannot definitively identify the source of this
ehaviour, but several possibilities exist. The fact that we show specific
luctuations with odd numbers of unit cells being higher in energy
han the even numbers of unit cells suggest that symmetry effects may
e a cause. Certainly, it has been reported that the symmetry around
he relaxed defect structures can change with increasing supercell size,
ith smaller cells favouring more symmetric distortions [97–99]. In
ddition to this symmetry effect electronic effects also contribute to
hanging behaviour with increasing supercell size: several plane-wave
FT studies have shown that distortions around the defect site become
eaker as the simulation cell size grows [97–100].

The formation energies for the oxygen and cerium vacancy change
or increasing simulation sizes in part is due to different degree of
elaxation around the defect site. Creating a vacancy removes 1.56% of
xygen and 3.13% of cerium atoms in the 96 atom supercell. Increasing
he simulation size to 1500 atoms dilutes the concentration of vacancies
o 0.10% for oxygen and 0.20% for cerium. The nearest neighbour
xygen atoms distort from their initial lattice sites towards the oxygen
acancy by up to 0.31 Å in the 96 atom cell. The distortion of the
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Fig. 2. Local structure around the (a) cerium vacancy, (b) interstitial cerium (octa-
hedral) and (c) interstitial cerium (oxygen edge) defects in ceria and their respective
PDOS plots for the 96 atom simulation cell from ONETEP. The oxygen atoms are given
in red, cerium atoms in yellow and the cerium vacancy in black.
6

lattice oxygen reduces to a maximum of 0.16 Å in the 1500 supercell.
Similarly, creating a cerium vacancy distorts the first nearest neighbour
oxygen atoms by 0.22 Å in the 96 atom supercell, and to 0.07 Å in the
1500 atom supercell.

Placing an oxygen in an interstitial site between two oxygen sites,
we measure a maximum displacement of 0.40 Å (CASTEP) and 0.48 Å
(ONETEP) in the 96 atom cell for the first nearest neighbour oxygen
atoms. This distortion is measured at just 0.09 Å (CASTEP) and 0.10 Å
(ONETEP) with the interstitial in the octahedral site, which diminishes
further in the 1500 atom cell to 0.05 Å (ONETEP). For the cerium
interstitial octahedral site, the first nearest neighbour oxygen sites are
displaced by 0.07 Å (CASTEP) and 0.14 Å (ONETEP) is measured in
the 96 atom cell which reduces to 0.07 Å in the 1500 atom supercell.
Larger distortion of first nearest neighbour oxygen atoms to the defect
are measured when placed along the oxygen edge, at a maximum of
0.67 Å (CASTEP) and 0.70 Å (ONETEP).

Two different oxygen interstitial species form with CASTEP and
ONETEP, so we report their energies separately in Table 2. The defect
energies we have determined are greater than that of the stable perox-
ide species reported by Keating et al. [47]. We measured the distance
between the interstitial oxygen and the nearest lattice oxygen atom at
2.48 Å (CASTEP) and 2.38 Å (ONETEP) when placed in an octahedral
site. When placed between lattice oxygen sites, the separation reduces
to 1.77 Å (CASTEP) and 1.87 Å (ONETEP). In both interstitial positions
our O–O separation is measured to be greater than the 1.45 Å bond
length reported for the peroxide species [101]. However, placing the
interstitial approximately 1.0 Å from an oxygen lattice site, along the
⟨111⟩ direction, the peroxide species was formed. We measured the
O–O bond length for the peroxide at 1.44 Å, which is close to the
experimentally reported bond length.

For the cerium interstitial species we also find two different species
forming. Depending on the position of the interstitial cerium, it is
possible to localise three or four electrons on neighbouring cerium
lattice atoms. The large difference in formation energies arise from the
distortion of the neighbouring atoms, which is much more pronounced
when the cerium is placed between two lattice oxygen sites. Similar
distortions are found for the 96 atom simulation cell with ONETEP,
however all four electrons are localised onto cerium lattice atoms for
both interstitial positions. Expanding the simulation cell we find alter-
nating electronic states with the cerium interstitial in the octahedral
site.

3.3.2. Frenkel defect formation
The oxygen Frenkel (OF) defect were introduced by creating a va-

cancy on an oxygen lattice site and placing an oxygen in an interstitial
position. Figure 12 in the supplementary material illustrates the posi-
tions of the interstitial oxygen atoms placed at increasing separation
from the vacant site (black), along the ⟨100⟩ (blue), ⟨110⟩ (green) and
⟨111⟩ (purple) directions. The oxygen Frenkel defect formation process
may be represented by the Kröger-Vink notation,

Ox
O → V∙∙

O + O′′
i (14)

The 96 atom supercell imposes a limit on the number of available
oxygen Frenkel defect configurations that can be investigated. Expand-
ing the optimised simulation cell to 768 atoms in size allowed the
placement of the interstitial oxygen further from the oxygen vacancy.
Increasing the separation between the interstitial oxygen atom and the
vacancy serves to reduce the interaction between the two sites within
the cell. To avoid recombination, we find that placing the interstitial
oxygen atom at least one interstitial site away from the vacancy is
sufficient separation. In some cases then the interstitial combines with
the vacancy during the calculation and these are denoted with the word
‘Recombination’ in Table 3.

Table 3 lists the oxygen Frenkel defect formation energies along
different directions in the simulation cell, for increasing separations
from the oxygen vacancy. Our formation energies are close to reported
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Table 3
Oxygen Frenkel (OF) defect formation energies, per defect along the ⟨100⟩, ⟨110⟩ and ⟨111⟩ directions and comparison to computational literature.

Defect Seperation (Å) CASTEP (eV) ONETEP (eV) Literature (eV)

96 atom 96 atom 768 atom OF (96 atom) OF∞ (96 atom)

OF∞ – 2.79 2.38 2.65

1.95,
2.01 ⟨111⟩,
1.28 (5.88 Å),
1.33 (7.01 Å)

2.07,b
2.02,c
2.12,d
2.24,f
2.15g

OF⟨100⟩
4.13 Recombination Recombination Recombination
6.88 1.23 1.61 2.03
9.63 – – 2.02

OF⟨110⟩
5.18 1.99 1.71 1.59
9.72 1.99 1.69 1.64
13.62 – – 1.58

OF⟨111⟩ 11.92 1.91 1.68 1.61
21.45 – – 2.00

a Ref. [47]. bRef. [48]. cRef. [28]. dRef. [42]. eRef. [102]. fRef. [88] (QM/MM PBE0). gRef. [88] (M-L).
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values in the literature. Depending on the direction and separation
from the vacancy, our energies are lower compared to the literature
energies calculated at infinite dilution. Placing a vacancy and inter-
stitial defect within the same simulation cell leads to a favourable
stabilising interaction between them: which serves to lower the over-
all energy of the system when compared to the sum of the isolated
defects [48].

For the OF⟨100⟩ direction we find that a separation of 4.13 Å is
not sufficiently large enough to form a stable oxygen Frenkel defect.
Keating et al. suggests that a separation of 7.17 Å leads to a stable
oxygen Frenkel defect [47], although we find that 5.18 Å for the
OF⟨110⟩ is sufficient. The minimal separation we found is closer to
the prediction of the M-L model used by Catlow et al. at 5.88 Å.
The chemical environment in which the interstitial oxygen resides
also impacts the Frenkel energies. The interstitial oxygen occupies an
octahedral site in the OF⟨111⟩, whereas in the OF⟨100⟩ and OF⟨110⟩ it
its close to oxygen lattice sites. The formation energy for the OF⟨111⟩
t a separation of 21.45 Å is comparable to that of the energies
f the OF⟨100⟩, where the nearest neighbour oxygen atoms shift to
ccommodate the interstitial O. Whereas the energy of OF⟨111⟩ at 11.92

is lowered by the stronger interaction between the vacancy and
nterstitial oxygen.

The cerium Frenkel (CeF) defect are created in a similar manner
o the oxygen Frenkel defects. Figure 13 in the supplementary mate-
ial shows the fixed cerium vacancy position in the simulation cell.
he interstitial cerium is placed at increasing separation from the
acant site (black), along the ⟨100⟩ (blue), ⟨110⟩ (green) and ⟨111⟩
purple) directions. The cerium Frenkel defect formation process may
e represented by,

ex
Ce → V′′′′

Ce + Ce∙∙∙∙i (15)

The 96 atom supercell also imposes a limit on the number of
vailable cerium Frenkel defect configurations that can be investigated,
hese are listed in Table 4. Fewer positions are available to create
he cerium Frenkel defect, whilst minimising the interaction between
eriodic images and recombination. We find that placing the interstitial
n the CeF⟨111⟩, at 4.77 Å from the vacancy is adequate to form a
table cerium Frenkel defect. Residing within the cerium sub-lattice,
he interstitial positions in the CeF⟨100⟩ and CeF⟨111⟩ defects have an
dentical environment. In the CeF⟨110⟩, the cerium interstitial occupy
ositions between the tetrahedral oxygen in the lattice.

As noted with the oxygen Frenkel defects, our calculations produce
maller cerium Frenkel defect energies compared to the literature (Ta-
le 4). Like the oxygen Frenkel defects, this is due to the favourable
nteraction between the cerium vacancy and interstitial site. The liter-
ture cerium Frenkel defect formation energies derived from infinite
ilution, where the vacancy and interstitial sites do not interact. This
s also how many of the oxygen Frenkel formation energies listed in
7

able 3 have been previously reported. Our Frenkel formation energies f
for cerium are comparable to the limited available literature, where we
found greater deviation for the Frenkel energies calculated at infinite
dilution. The large energy of the cerium vacancy formation we calcu-
lated and oscillating energies for the interstitial cerium contribute to
the varying Frenkel energies at infinite dilution.

3.3.3. Schottky defect formation
The Schottky defects in Figure 14 of the supplementary material are

introduced by removing one formula unit of CeO2, which leaves one
cerium and two oxygen vacancies. Three Schottky defect configurations
are possible depending on the positions of the oxygen vacancies around
the cerium vacancy. Keeping the position of one oxygen vacancy fixed,
we can created the 2nd oxygen vacancy along the ⟨100⟩, ⟨110⟩ and ⟨111⟩
directions. The Schottky formation process is summarised by,

Cex
Ce + 2Ox

O → V′′′′
Ce + 2V∙∙

O (16)

here removing the formula unit of CeO2 leaves oppositely charged
acancies on the cerium and oxygen lattice sites.

Our bound Schottky defect formation energies given in Table 5 and
igure 11 are in the range of 1.0 eV to 1.8 eV per defect. At a 96
tom the simulation size, the Schottky defect energy along the ⟨100⟩
irection is predicted to be the most favourable; at larger simulation
izes the Schottky defect along the ⟨111⟩ becomes the most favourable.
he least favourable Schottky defect is along the ⟨100⟩ direction, and
his is true for all simulation sizes. This trend is in agreement with
he available literature, with our energies falling close to the reported
nergy range. The formation energies reported by De Souza et al. [48]
nd Nakayama et al. [28] are calculated at infinite dilution, with no
nteractions between the vacancies forming the Schottky defect. We
lso found that our Schottky energies at infinite dilution are also larger
han bound Schottky formation energies, and in good agreement with
M/MM results obtained by Catlow et al.

The bent geometry of the Schottky defects in the ⟨100⟩ and ⟨110⟩
irections leads to an effective dipole moment. Where the positive
harge on the cerium cation does not align with that of the negative
harge on the each of the oxygen anions. Whereas Schottky defect
n ⟨111⟩ direction has no dipole moment due to the symmetry of its
inear geometry. The investigation by Burr et al. demonstrates that
he electrostatic interactions alone cannot account for the finite size
ffects [60]. In the 96 atom cell, artificial restoring forces from the
eriodic boundary conditions (PBC) suppress the atomic relaxation
round the defect, raising the energy of Schottky defect along the ⟨111⟩
irection compared to the ⟨110⟩ direction.

Increasing the simulation size to 324 atoms and larger, we find
hat the energetic ordering changes to favour Schottky defect along
111⟩ over the ⟨110⟩ direction for a given supercell size. The work by
urr et al. showed the same ordering of the Schottky defects for the

arger relaxed supercell [60]. Their reported Schotthy defect energies
or the ⟨100⟩ and ⟨111⟩ directions tend towards a converged energy
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Table 4
Cerium Frenkel (CeF) defect formation energies, per defect along the ⟨100⟩, ⟨110⟩ and ⟨111⟩ directions and comparison to the computational literature.

Defect Separation (Å) CASTEP (eV) ONETEP (eV) Literature (eV)

96 atom 96 atom 768 atom CeF (96 atom) CeF∞ (96 atom)

CeF∞ – 7.72 7.10 8.69

5.51a
⟨111⟩ 6.23,b 7.36c

CeF⟨100⟩ 2.75 Recombination Recombination Recombination
8.26 – – 5.29

CeF⟨110⟩
6.07 Recombination Recombination Recombination
9.73 – – 5.82
13.62 – – 5.36

CeF⟨111⟩ 4.77 5.10 5.00 5.32
14.30 – – 5.87

aRef. [102]. bRef. [48]. cRef. [28].
Table 5
Schottky (S) defect formation energies along the ⟨100⟩, ⟨110⟩ and⟨111⟩ direction and comparison to the computational literature. The values taken from Ref. [60] are an approximation
from the formation energies plotted as a function of simulation cell size.

Defect CASTEP (eV) ONETEP (eV) Literature (eV)

96 atom 96 atom 324 atom 768 atom 1500 atom S (96 atom) S (324 atom) S (768 atom) S∞ (96 atom)

S∞ 3.77 3.06 3.88 3.06 3.93 – – – 2.29,d 3.59,e 3.08g

S⟨100⟩ 1.36 1.24 1.58 1.38 1.84 1.83,a ∼1.43,b 1.64,f 1.95h ∼1.41b ∼1.42b –
S⟨110⟩ 1.12 0.99 1.47 1.06 1.71 1.64,a ∼1.23,b 1.19,c 1.41,f 1.74h ∼1.24b ∼1.26b –
S⟨111⟩ 1.22 1.08 1.40 0.98 1.30 1.67,a ∼1.30,b 1.49,f 1.73h ∼1.23b ∼1.24b –

aRef. [49]. bRef. [60]. cRef. [47]. dRef. [48]. eRef. [28]. fRef. [102]. gRef. [88] (QM/MM PBE0). hRef. [88] (M-L).
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with increasing simulation cell size. However, we found that our defect
energies fluctuate between odd and even simulation sizes (2x2x2 vs.
3x3x3 etc.). Burr et al. found varying behaviour of defect energies with
increasing simulation size for several FCC materials. Castleton et al.
have also shown an increase in formation energy of the Schottky defects
with increasing simulation size [97].

4. Conclusions

In this work, we have calculated the bulk properties and intrinsic
defects in ceria, using both conventional and linear-scaling DFT meth-
ods. Our selection of the Hubbard parameter, U at 5.0 eV, strikes a
good balance between the lattice parameter of 5.50 Å and band gap of
2.70 eV for the material. We determined the unique elastic properties
of ceria and moduli and shown that they compare well to the literature
values. Our calculated bulk properties are in close agreement with
the reported range from previous computational work. The differences
from the experimentally obtained properties are due to our choice
of DFT parameters and not accounting for temperature and volume
effects.

We have studied point, Frenkel and Schottky defects with simulation
cells up to 1500 atoms in size which are an improved approximation
of bulk ceria. Increasing the simulation size in ONETEP, we found
that the vacancy and interstitial defect energies fluctuate. We cannot
definitively identify the cause of this behaviour but several possibilities
exist. The most likely is a symmetry explanation noting that this has
been observed before. In addition, there may also be an electronic effect
arising from distortions around the defect. These become weaker as the
simulation cell size increases.

With ONETEP we were able to find the stable ground state of the
oxygen vacancy defect, reducing two nearest neighbour cerium sites.
We found that the cerium vacancy was the least favourable point defect,
with holes localised across several nearest neighbour oxygen sites. Our
cerium vacancy energies are calculated to within a small range from
13.58 eV to 14.67 eV, whereas the literature energies have a wider
range from 4.94 eV to 16.59 eV. With increasing simulation cell size,
we measured the distortion of the first nearest neighbours oxygen sites
to the vacancy reduce from a maximum of 0.31 Å to 0.16 Å for oxygen
and 0.22 Å to 0.07 Å for cerium.

We also formed different charged states for the oxygen and cerium
interstitial species within CASTEP and ONETEP, by changing the po-
sition of the defect. The peroxide species was found to be the most
8

i

stable interstitial species, formed by offsetting the interstitial oxygen
from the octahedral site, approximately 1.0 Å from the lattice oxygen
atom. Whereas placing the cerium in the octahedral interstitial site was
found to be most stable cerium point defect, minimising the distortion
of the lattice. The most stable cerium point defect arises from placing
it in the octahedral interstitial site.

We also investigated how the simulation size impacts the energetic
orderings of the bound Schottky defects. At the 96 atom supercell
size, Schottky defect in the ⟨110⟩ direction is predicted to be the most
favourable, which is due to artificial restoring forces. At the larger
simulation sizes the Schottky defect in the ⟨111⟩ direction becomes
more favourable than the ⟨110⟩ direction. Increasing the simulation cell
ize, we also explored several Frenkel defect configurations, aiming to
inimise the interaction between the vacancy and interstitial site and

heir periodic images. We determined the minimal separation between
he vacancy and interstitial site to form a stable defect. Our calculations
uggest that a distance between the vacancy and interstitial sites of 5.18
along the ⟨110⟩ direction for the oxygen Frenkel and 4.77 Å along the

111⟩ for the cerium Frenkel is sufficient.
Our investigation of ceria provides a foundation for more represen-

ative simulations of other industrially relevant materials. We can use
ur understanding of intrinsic defects that we have developed in this
ork to apply this to the PuO2. Chemically similar to ceria, PuO2 has a
ore complex electronic structure, with some of its 5𝑓 -states occupied
hich will need to be considered.
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