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Abstract 

Multisensory integration depends on causal inference about the sensory signals. We 

tested whether implicit causal inference judgments pertain to entire objects or focus on task-

relevant object features. Participants in our study judged virtual visual, haptic, and visual-haptic 

surfaces with respect to two features, slant and roughness, against an internal standard in a two-

alternative forced-choice task. Modeling of participants’ responses revealed that the degree to 

which their perceptual judgments were based on integrated visual-haptic information varied 

unsystematically across features. Thus, for example, a perceived mismatch between visual and 

haptic roughness would not deter the observer from integrating visual and haptic slant. These 

results indicate that participants based their perceptual judgments on a feature-specific selection 

of information, suggesting that multisensory causal inference proceeds not at the object level 

but at the level of single object features. 

 

Introduction 

At every moment in time, we perceive information through our different senses. Yet, 

these sensory signals do not provide an exact representation of the environment; they are 



perturbed by noise sources in the environment and in the nervous system. Multisensory 

integration, the combination of information from different senses, increases the reliability of 

perceptual estimates. Perceptual estimates based on integration of multiple sources of 

information are less variable than estimates based on one sensory signal alone (Ernst & Bülthoff, 

2004; Fetsch et al., 2013; Trommershauser et al., 2011). However, multisensory integration is 

only beneficial if both sensory signals originate from the same object. Integrating information 

from separate sources reduces perceptual variability at the cost of introducing perceptual bias. 

Hence, multisensory integration should rely on causal inferences about the to-be-integrated 

sensory signals (Chen & Spence, 2017; Körding et al., 2007; Welch & Warren, 1980).  

Consistent with a role of causal inference in multisensory perception, multisensory 

integration breaks down when the different modalities provide conflicting information. For 

example, the ventriloquism effect, which describes the mislocalization of sounds (the 

ventriloquist’s utterances) towards a visual object (the puppet), decreases with increasing 

distance between the cues (Körding et al., 2007; Wallace et al., 2004). As another example, 

auditory frequency information interferes with tactile frequency perception but only across 

similar frequencies (Yau et al., 2009). Congruency of the to-be-integrated signals is not the only 

factor that guides multisensory causal inference: Multisensory integration of almost any feature 

is conditional on rough spatial and temporal alignment of the sensory signals (Alais et al., 2010; 

Calvert et al., 2004; Murray & Wallace, 2012). For example, perceptual judgments about visual 

and haptic stimuli with a large spatial (Gepshtein et al., 2005) or temporal (Parise & Ernst, 2016) 

offset show no integration effects. Instead, given a large spatiotemporal conflict, observers base 

their perceptual judgments primarily on only one modality. The influence of temporal and spatial 

information on multisensory integration of other object features raises the possibility that 

multisensory causal inference proceeds at the level of objects rather than single object features. 

Yet, previous studies introduced unmistakable spatial and temporal misalignments, leaving open 

whether in general task-irrelevant features are considered for multisensory causal inference.  

Multisensory causal inference depends on factors beyond the physical properties of the 

stimuli. Despite perfect cross-modal correspondence between the physical stimuli, integration 

effects might be small or even absent in some participants (Battaglia et al., 2003; Meijer et al., 



2019). Such modulations of cross-modal integration across participants are naturally accounted 

for by Bayesian causal-inference models (Körding et al., 2007; Sato et al., 2007). According to 

these models, the brain derives the posterior probability that the sensory signals originated from 

a common cause, and weighs the outcome of cross-modal integration and unimodal feature 

estimation accordingly. This posterior is the product of the a priori probability the observer 

assigns to the common-cause scenario and the likelihood that the sensory signals share a 

common cause. The common-cause prior is a top-down influence; it varies across stimuli 

(Odegaard & Shams, 2016), with the observer’s previous experiences (Gau & Noppeney, 2016; 

Hong et al., 2022) as well as their attentional state (Badde et al., 2020). In turn, the likelihood of 

a common cause is driven by sensory information about the stimuli. Yet, these sensory signals 

might be biased, and these biases might be specific to one modality. For example, tactile but not 

visual stimuli on the arm are perceived as closer to the elbow than their actual location, which 

negatively affects the perceived alignment of physically aligned, visual-tactile stimulus pairs 

(Badde et al., 2020). Such perceptual cross-modal misalignment reduces the likelihood that the 

different sensory signals share a common cause and indeed has been identified as major source 

of reduced or absent cross-modal integration effects (Negen et al., 2022). Finally, integration 

effects might also seem reduced, if cross-modal information is not integrated in a statistically 

optimal fashion. But the prevalence of sub-optimal multisensory integration remains unclear as 

studies drawing this conclusion usually assume that all observers’ assign 100% prior probability 

to the common-cause scenario and have no perceptual biases, which appears implausible (we 

nevertheless ensured that our conclusions do not critically depend on the assumption that 

observers behave statistically optimal, see S9). Importantly, if multisensory causal inference 

proceeds at the object level, the posterior probability that both signals arise from a common 

cause should be determined by a shared a priori probability of a common cause and a common-

cause likelihood based on all sensory information about the encountered object. Thus, an 

observer who assigns a low a priori probability to the common cause scenario should do so 

independent of the task. Another observer’s perceptual biases would affect the likelihood of a 

common cause even if the biased feature is currently irrelevant. In contrast, if multisensory causal 

inference proceeds on the feature level, an observer’s common-cause prior might vary across 



features and perceptual misalignments of a currently irrelevant feature should not affect 

integration of another feature. 

We tested whether multisensory causal inference is contingent upon all features of an 

object or alternatively proceeds at the level of single object features. To this aim, we asked 

participants to judge a series of virtual visual-haptic objects with respect to one of two features, 

roughness or slant (Fig. 1). Crucially, even though these features were judged independently, any 

external or sensory factors that might affect participants’ causal inferences were identical across 

tasks. As outlined above, if causal inference pertains to all features of an object, the inferred 

probability that visual and haptic signals originate from the same source should be independent 

of the task. Consequently, the degree to which an observer bases perceptual decisions on 

integrated visual and haptic information, a proxy of the inferred probability that the signals share 

a common cause, should correspond across roughness and slant. In other words, under the 

object-based model, an observer who shows reduced integration effects should do so in both 

tasks. Thus, the degree to which participants rely on integration in the slant and roughness tasks 

should be correlated across participants. In contrast, if causal inference proceeds at the feature 

level, a perceived mismatch between visual and haptic roughness would not affect whether visual 

and haptic slant signals are judged as belonging to the same object, and observers might have 

feature-specific a priori assumptions about visual and haptic signals sharing a common cause. 

Therefore, under the feature-specific model, the extent to which an observer relies on integrated 

visual and haptic information might vary across tasks. To test these predictions, participants 

judged the roughness or slant of virtual visual, haptic, and visual-haptic surfaces against an 

internal standard. Performance in unisensory trials was used to predict visual-haptic 

performance given maximal integration effects, i.e., perceptual decisions based exclusively on 

optimally integrated visual and haptic sensory signals. This benchmark enabled us to quantify the 

degree to which participants relied on integration in visual-haptic trials, separately for each 

feature.  

 



 
 

FFiigg..  11 SSeettuupp  aanndd  SSttiimmuullii.. (A) Participants viewed stereoscopically presented visual stimuli via a 
mirror so that they were perceived as co-located with virtual haptic stimuli rendered using a 
Phantom force-feedback device. (B) The stimuli were rough surfaces, slanted top-back from 
fronto-parallel. Participants were trained to haptically explore the surfaces following a sinusoidal 
path illustrated in red. (C) A red occluder was placed in front of the rough surfaces to limit 
geometric cues for surface slant. In visual and visual-haptic conditions, a peephole in the center 
of the occluder opened once participants touched the virtual stimulus. Participants wore active 
shutter glasses so that separate images could be presented to either eye (here, the image 
presented to the left eye is placed at the right side to enable crossed fusion). [Please set this as 
a single-column figure.] 
 

Results 

Participants varied considerably in the degree to which they relied on integrated visual 

and haptic information about stimulus slant and roughness. Consistent with feature-specific 

causal inference, some participants showed maximal integration effects for visual and haptic 

slant information but not visual and haptic roughness whereas other participants showed the 

opposite pattern (Fig. 2A; see S1 for all participants’ psychometric curves and S2 for the extracted 

uncertainty).  

We calculated an integration index for each feature and participant (Fig. 2B). This index 

relates the variability of perceptual estimates in visual-haptic trials to the variability predicted by 

optimal cue integration based on performance during the unisensory trials (Ernst & Banks, 2002; 

Landy et al., 1995). By doing so, we related the observed variability to the predicted variability 

given an inferred probability of 1 that visual and haptic signals share a common cause. If the 

observer relies exclusively on integrated sensory information, this index will be 1 on average (see 

S3 for an alternative index). If the observer relies partially on non-integrated, unimodal 



information, the ratio indicates the factor by which participants’ response variability exceeds the 

benchmark variability. To distinguish between object-based and feature-specific multisensory 

causal inference, we calculated the product-moment correlation between participants’ 

integration indices for slant and roughness. The posterior distribution of the correlation 

coefficient was centered at r=-0.01 and we obtained a Bayes factor of 3.7 favoring a correlation 

coefficient equal to zero as predicted by simulations with a model performing feature-specific 

causal inference (Fig. 3A). In contrast, simulations with a model performing object-based 

Bayesian causal inference predicted a correlation of r=0.48. The Bayes factor for this point 

hypothesis is 5.9 against the correlation predicted by object-based multisensory causal inference.  

 

 
FFiigg..  22  RReessuullttss. (A) Psychometric curves for two participants (one per row) in the visual-haptic 
condition of the roughness (left column) and slant (right column) task. Markers indicate the 
observed proportion of ‘more rough / more slanted than the standard’ responses for each 
feature level shown on a common scale for roughness and slant. Grey curves show psychometric 
curves fitted to these data; red curves show psychometric curves corresponding to maximal 
integration effects given the participant’s performance in unimodal trials (see S1 for all 
participants and all conditions). Shaded ribbons indicate 95% confidence intervals for both 
curves. Top row: sample participant who showed maximal integration effects for roughness but 
not for slant. Bottom row: sample participant who showed the reversed pattern. (B) Integration 
indices for both features and all participants. The integration index is the ratio of the standard 
deviation of the fitted visual-haptic curve and the predicted curve assuming maximal integration 
effects (see S3 for an alternative index). An index of one indicates maximal integration effects 



while larger values suggest less-than-maximal integration effects, indicating perceptual 
judgments partially based on unimodal information. Error bars indicate95% confidence intervals 
obtained by bootstrapping the raw data. [Please set this as a two-column figure.] 

 

 
 

FFiigg..  33  MMooddeell  PPrreeddiiccttiioonnss. (A) Distribution of simulated correlation coefficients between the 
integration indices for roughness and slant. Correlation coefficients are based on 10,000 
simulated datasets of the same size as the original data (26 participants, 20 trials per condition). 
Data were generated using the feature-specific (brown) and object-based (orange) causal-
inference models (see Methods). Vertical lines indicate distribution means. (B) Visual-haptic 
psychometric curves (black dashed lines) for a single simulated observer with modality-specific 
biases for roughness but not slant. The feature-specific causal-inference model (top row) predicts 
a clear deviation from optimal cue integration (red lines), i.e., less than maximal integration 
effects, for roughness but not for slant whereas the object-based (bottom row) causal-inference 
model predicts reduced integration effects for both features. [Please set this as a two-column 
figure.] 
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Discussion 

We tested whether multisensory causal inference is object-based or selectively refers to 

task-relevant features. To this aim, participants separately judged the slant and roughness of 

virtual visual, haptic, and visual-haptic surfaces. The degree to which participants relied on 

integrated visual and haptic information, i.e., treated these signals as originating from the same 

object, varied unsystematically between surface slant and roughness. These results indicate that 

multisensory causal inference proceeds not at the object level, but at the level of single object 

features. 

At first glance, our conclusion that multisensory causal inference is feature-specific might 

seem at odds with the general notion that the perceptual system makes optimal use of all 

available information. After all, conflict between the senses with respect to a task-irrelevant 

feature provides strong evidence against a shared origin of the sensory signals. Yet, situations in 

which such a conflict proves critical for multisensory causal inference might be rare outside of 

the laboratory. First, sensory signals from different sources will typically also be profoundly 

misaligned in space or time and multisensory causal inference takes rough location and temporal 

congruency into account (Körding et al., 2007; McGovern et al., 2016; Wallace et al., 2004). 

Second, many object features are modality specific. Thus, the number of non-task relevant object 

features relevant to multisensory causal inference might typically be limited to the location and 

the onset of the event. Third, supramodal object features and the sensory noise associated with 

them might be correlated in the real world and thus provide no independent evidence. In sum, 

multisensory causal inference might not pertain to entire objects because such a potentially 

costly mechanism rarely provides a perceptual advantage.  

The finding that multisensory causal inference does not pertain to entire objects might 

further seem at odds with reports that multisensory integration is fostered by semantic 

congruency between cross-modal stimuli (Doehrmann & Naumer, 2008). However, results are 

mixed regarding the influence of semantic congruency on multisensory integration. Some studies 

find that congruency between images and sounds of everyday objects (Noppeney et al., 2008) or 

the gender or emotion of a speaker’s face and voice (Dolan et al., 2001; Vatakis & Spence, 2007) 

facilitates multisensory integration, whereas other studies report no effects of additional high-



level cues towards a common cause of visual and auditory signals (Radeau & Bertelson, 1978; 

Vatakis & Spence, 2008). Furthermore, semantic congruency refers to the category of the 

presented object rather than cross-modal congruency of sensory feature information (Chen & 

Spence, 2017). For example, the sound and sight of a barking dog are semantically congruent, 

but this congruency does not result from shared features across vision and audition, but rather 

on modality-specific visual and auditory features of a dog. Thus, taking all cross-modal feature 

information into account for the sensory-driven likelihood of a common cause would not 

necessarily lead to the identification of semantically congruent stimuli. Instead, semantic 

congruency might influence multisensory causal inference by affecting an observer’s prior 

assumptions about a shared origin of cross-modal information. Hence, our result that 

multisensory causal inference proceeds at the level of single features is not at odds with the 

notion that semantic congruency affects multisensory causal inference. 

The degree to which participants relied on integrated visual and haptic information varied 

unsystematically across roughness or slant; the integration indices for roughness and slant did 

not correlate. This absence of a correlation suggests that the inferred probability of a common 

cause for visual and haptic signals for slant and roughness varied independently across 

participants, which speaks in favor of the feature-based account of multisensory causal inference. 

However, it should be noted that, although it is unlikely, such a result is not impossible under the 

object-based account. Given the stochastic nature of perception in combination with practical 

limitations on the number of trials per participant, data are bound to be noisy, which decreases 

the ability to measure an existing correlation. To derive quantitative predictions for the 

correlation between integration indices given the feature-specific and object-based accounts, we 

used simulations of a model performing either type of multisensory causal inference (Fig. 3A). 

The model assumes that observers establish two intermediate estimates of the to-be-judged 

feature, one based on optimal cue integration of visual and haptic sensory signals, and one based 

on their favorite modality, the modality they would choose if visual and haptic signals were from 

different sources. Analogous to previous implementations of Bayesian multisensory causal 

inference (Badde et al., 2020; Hong et al., 2022, 2022; Körding et al., 2007), these two 

intermediate estimates are averaged, weighted by the posterior probability of a common cause. 



Thus, if the inferred probability that the signals share a common cause is 1, the observer fully 

bases their perceptual decisions on the integrated estimate and the variance across visual-haptic 

trials is identical to that predicted by optimal cue integration (the denominator of the integration 

index).  In turn, the lower the inferred probability of a common cause, the more perceptual 

judgments rely on unimodal information and the larger the variance across visual-haptic trials. 

The models corresponding to our two hypotheses, object-based and feature-specific causal 

inference differ with respect to the information that is used to calculate the posterior probability 

of a common cause. For object-based causal inference the common-cause posterior is derived 

based a general common cause prior and on all available sensory information about the 

presented object. Thus, visual and haptic sensory signals indicating the roughness of a presented 

surface are included in the likelihood that visual and haptic slant signals originated from the same 

source and vice versa. Consequently, under the object-based model, a perceptual mismatch for 

roughness will also affect the posterior probability of a common cause and with it the degree of 

integration in the slant task (Fig. 3B, see Methods and S7 for details). In contrast, our model of 

feature-specific causal inference relies only on task-relevant sensory information to infer the 

trial-wise likelihood of a common cause and allows for different a priori assumptions about a 

common-cause for slant and roughness. Our simulations predict correlations of zero and 0.5 

given feature-specific and object-based multisensory causal inference, respectively (Fig. 3A). 

Based on our data we can accept the former and reject the latter correlation coefficient and with 

it corresponding account of multisensory causal inference. 

In sum, our evidence indicates that multisensory causal inference proceeds at the level of 

single features rather than entire objects.  

 

Methods 

Participants  

Twenty-six members of the University of Southampton (16 females, aged 18-34, mean 23 

years) participated in the study. All participants reported to have unimpaired or corrected-to-

normal vision and to be free of tactile as well as motor impairments. Written informed consent 



was obtained prior to the experiment. The experiment was approved by the institutional review 

board of the University of Southampton. 

 

Apparatus and Stimuli  

Participants were seated, their head supported by a chin and forehead rest mounted at 

an angle so that their head was slightly bent forward. The index finger of their dominant hand 

was placed in a thimble attached to a Phantom force feedback device (GeoMagic, 

http://www.3dsystems.com). This device measures the fingertip position and exerts a precisely 

controlled force vector on the fingertip, which allows the user to feel and interact with virtual 

haptic objects. Participants viewed the display of a CRT monitor via a mirror (Fig. 1A). Position 

and angle of the mirror were set to evoke the impression that visual and virtual haptic stimuli 

were in the same plane, located at about table height and 57 cm distance from the participant’s 

eyes. To create the illusion of a three-dimensional visual stimulus, different images (Fig. 1C) were 

presented to the left and right eye using active shutter glasses (Stereographics Crystal Eyes).  

The virtual stimuli were textured rectangles (20 cm wide, 30 cm high; Fig. 1B), which were 

slanted top-backwards from fronto-parallel (defined with respect to the visual plane, Fig. 1A) by 

26 to 38 deg. To create a rough plane, first a 2D grid of 400 x 600 points was created. The initial 

spacing between points was 5 mm along either axis. To reduce pattern regularity, each grid 

point’s x- and y-coordinates were randomly and independently shifted by -2 to 2 mm with the 

shifts being uniformly distributed. Half of the grid points, chosen randomly, were assigned a z-

coordinate of 0. The z-coordinates of the other half of the grid points were drawn from a Gaussian 

distribution with a standard deviation of 0.1 mm. The mean value of this Gaussian determined 

the roughness of the stimulus and ranged from 3 to 6 mm. Faces were added to this 3D grid by 

building triplets of adjacent vertices so that the diagonals were in one direction in the even rows 

and in the other direction in the odd rows. The textured plane was flanked by two smaller, 

smooth rectangles located to its left and right (Fig. 1B). These outer bars were placed at the same 

distance from the observer as the textured rectangle and were aligned with its horizontal midline 

and the fronto-parallel plane. To prevent the participant from inferring the rough surface’s slant 

from the perspective geometry of the image, view of the rectangle was partly occluded by a 



larger, red rectangle located in between the stimulus and the observer, at 15 cm distance from 

the stimulus rectangle. This occluder had a round cutout filled with a lacy, irregular structure to 

reduce the reliability of visual cues about the roughness of the stimulus with the goal to match 

the reliability of visual and haptic cues as assessed during piloting (Fig. 1C). Haptic and visual 

stimuli were coded in Python using the bpy module and (pre-)rendered using Blender 

(http://www.blender.org). Visual stimuli were rendered for left and right eye viewpoints, 

assuming an inter-eye distance of 6 cm. The experiments were programmed in C++ interfacing 

with Open-Haptics to control the haptic device and OpenGL to present the pre-rendered visual 

stimuli as well as trial information, response buttons, and a visual cursor that indicated the 

position of the participant’s index finger. 

 

Task and Design 

Participants compared the roughness or slant of a visual, haptic, or visual-haptic test 

stimulus to that of a remembered standard stimulus presented in the same modality (one-

interval, two-alternative, forced choice). The standard stimulus was presented at the beginning 

and at regular time points throughout each block of trials, and it was identical across 

experiments. Roughness and slant of the standard were equal to the average over the test 

stimuli: a roughness with extrusions of on average 4.5 mm and slanted top-back by 32 deg 

relative to fronto-parallel. Test stimuli in the roughness experiment had a roughness of 3.0, 3.5, 

4.0, 4.5, 5.0, 5.5, or 6.0 mm and were slanted top-back by 32 deg; test stimuli in the slant 

experiment were slanted top-back by -38, -36, -34, -32, -30, -28, or -26 deg and had a roughness 

of 4.5 mm.  

 

Procedure 

At the beginning of a trial, the stimulus was hidden behind a solid red occluder to ensure 

comparable exploration times for visual and haptic stimulus features in visual-haptic trials. 

Participants were instructed to move their finger to the left bar flanking the textured stimulus. In 

haptic and visual-haptic trials, participants then moved their finger to the left outer edge of the 

textured stimulus and explored it following a sinusoidal path (Fig. 1B, left panel). In visual trials, 



the textured plane was not haptically rendered, participants kept their finger on the left outer 

bar until they were ready to make a response. In visual trials, the lacy peephole at the center of 

the occluder (Fig. 1C) would open once participants touched the left bar; in visual-haptic trials it 

would open once they touched the rough texture. In visual-haptic trials the peephole closed once 

participants moved their finger away from the stimulus and reopened as soon as they touched 

the stimulus again. Virtual buttons located above the stimulus were visually and haptically 

rendered 500 ms after the beginning of the trial. When the standard stimulus was presented, 

only one button, labelled “Standard” was rendered; when a test stimulus was presented, two 

buttons were rendered. These buttons were labelled “Less Rough” and “More Rough” when 

stimulus roughness was judged and “Forwards” and “Backwards” for slant judgments. The trial 

ended once participants pressed one of the virtual buttons. No feedback was provided, and 

stimulus exploration time was not limited. 

Six trials in which the standard stimulus was presented occurred at the beginning of each 

block and the standard stimulus was presented again after every three test-stimulus 

presentations. Visual, haptic, and visual-haptic trials were blocked. A block consisted of five 

repetitions of the seven test-stimulus levels, presented in randomized order, and each 

participant completed four blocks per modality resulting in 20 repetitions per stimulus. The three 

modality conditions were alternated across blocks; order was varied across participants but held 

constant within participants across the roughness and slant-discrimination tasks. Participants 

completed the two tasks in random order. Each task took 2-3 hours to complete. Testing was 

spread across several sessions. 

 

Data Analysis 

Test stimulus levels were described using a common scale for both slant and roughness, 

ranging from -3 to 3. Cumulative Gaussian distribution functions Φ with a lapse rate ", were fit 

to the proportion of more rough / more top-back responses as a function of stimulus level #, 

$(#) = !
" + (1 − ")Φ(#; ,, .") using maximum likelihood. (We did not fix , at 0, the feature level 

of the standard stimulus, as participants might have formed a biased internal representation of 

the standard stimulus. Doing so, as well as adding the lapse rate does not affect the outcome of 



our main analysis, see S4.) Six separate psychometric functions were fitted, one for each 

combination of task (roughness and slant discrimination) and stimulus modality (visual, haptic, 

and visual-haptic). 95% confidence intervals for the parameter estimates were derived by 

bootstrapping the data stratified by feature level and repeating the fitting procedure for each 

bootstrap. 

 If participants optimally combine visual and haptic information in visual-haptic trials and 

rely exclusively on the outcome of this integration, the variance of the psychometric function in 

this condition is a function of the unimodal variances, .#$"/ = %!"%#"

%!"&%#"
 (Ernst & Banks, 2002; Landy 

et al., 1995). We quantified the degree to which participants relied on visual-haptic integration 

by calculating the ratio of the estimated and predicted visual-haptic variances, %!#
"

%!#"'
. If participants 

base their perceptual decisions exclusively on the optimally integrated estimate, this index will 

be 1 on average. If not, the ratio indicates the factor by which participants’ response variability 

exceeds the variability given full integration (see S3 for an alternative index). Two integration 

indices were calculated for each participant, one for each task. We used the estimated variance 

parameters of the three psychometric functions as estimates of visual, haptic, and visual-haptic 

variances. Thus, we implicitly assumed that the internal standard stimulus did not contribute to 

the slope of the psychometric function. This simplifying assumption had only negligible influence 

on the integration index (S5). 

 The two alternative accounts of multisensory causal inference make predictions about 

the correlation between the integration indices for roughness and slant. We approximated the 

posterior distribution of the correlation coefficient 0()*$()*%using Markov chain Monte Carlo 

sampling. Specifically, a two-dimensional Gaussian with covariances parametrized as 

{.()*$,.()*%,0()*$()*%} was fit to the pairs of participants’ (3 = 1,… , 5) integration indices idx,,- 
and idx.,-  using Stan’s (Stan Development Team, 2022) leapfrog algorithm (see S6 for details). 

Bayes factors for point hypothesis 90: 0 = 0/ and 91: 0 ≠ 0/ were calculated based on the ratio 

of the posterior and prior densities at 0/ (Wagenmakers et al., 2010). We used a log-spline 

function to estimate the densities from the distribution of the samples. 



 A correlation coefficient of zero would indicate that causal inference proceeded at the 

feature level and a positive correlation would indicate object-level causal inference. The range of 

correlation coefficients we can expect in the latter scenario is not self-evident. Given the 

probabilistic nature of perceptual decisions and natural restrictions on the number of 

administered trials per participant, the estimated variances are associated with an error that is 

independent across features and thus should reduce the measurable correlation. We established 

that with 26 participants and 20 trials per stimulus level and condition we would be able to find 

a correlation by running simulations of our experiment, under the assumptions that participants 

perform object-level causal inference. In more detail, we used either a feature-specific or an 

object-based Bayesian causal-inference model (see below) to generate 10,000 datasets of the 

same size as our original data. Model parameters for each simulated participant were sampled 

from the range of parameter estimates we obtained for our real participants. Each artificial 

dataset was analyzed in the same way as the original data and the correlation between the 

integration indices for roughness and slant was stored (see S8 for representative examples). 

 Data analyses were performed in R (Version 4.2.2), causal-inference models were 

implemented in Python (Version 3.8.8). Code and raw data are publicly available (DOI will be 

provided after acceptance of the manuscript). 

  

Models of Object-Based and Feature-Specific Causal Inference 

We assumed that observers solved either task by comparing an estimate #̂-  of the relevant 

stimulus feature, e.g., the roughness of the surface presented in trial i, to their internal 

representation of the standard stimulus (see S7 for the full set of equations specifying each 

model). We allowed this internal representation of the standard stimulus to be biased. We 

further assumed that, to derive the estimate of the feature, observers relied on a weighted 

average of an optimally integrated visual-haptic estimate, >?#$,-,012, and an estimate >?#	45	$,-,01" 

based on the sensory signal in their ‘favorite’ modality. Their ‘favorite’ modality refers to the 

modality they relied on if they had to choose between vision and haptics because they perceived 

the signals as originating from different sources. We assumed that this modality preference was 

constant across trials. The weighting of the integrated and unimodal estimates depends on the 



posterior probability that both sensory signals (@#,-, @$,-)	originated from the same source (B =
1), i.e., >?- = CDB = 1E@#,-, @$,-F	>?#$,-,012 + CDB = 2E@#,-, @$,-F>?#	45	$,-,01". This is equivalent 

to model averaging in Bayesian causal inference (Körding et al., 2007) with the only difference 

being that typically one of the modalities is the ‘favorite’ modality by instruction. 

We further assumed that the sensory signals, also called measurements, @#,-, @$,- were 

corrupted by Gaussian-distributed noise with variance .#" and .$". We additionally allowed the 

sensory signals to be biased (Badde et al., 2020; Hong et al., 2021, 2022), as modality-specific 

biases in the sensory signals are a root cause of reduced cross-modal integration effects (Negen 

et al., 2022). 

According to our object-based causal-inference model, the posterior probability of a 

common cause in trial i is derived based on the likelihoods of a common and separate causes 

given all available sensory information about the object presented in that trial (i.e., the visual and 

haptic measurements of slant and roughness, @#,6,(, @$,6,(, @#,5,(, @$,5,() and a task-independent 

prior probability that visual and haptic signals originate from a common cause $712,  
CDB6(9:;<)	45	5(4>?@;A66) = 1E@#,6,(, @$,6,(, @#,5,(, @$,5,(F =

B&'(	C(D!,*,+,D#,*,+,D!,,,+,D#,,,+|012)
B-'(	C(D!,*,+,D#,*,+,D!,,,+,D#,,,+|012)&(2FB-'()	C(D!,*,+,D#,*,+,D!,,,+,D#,,,+|01")  

(see S7 for a full specification of the likelihoods). Thus, the posterior probability of a common 

cause is derived identically across tasks. In contrast, the feature-specific multisensory causal-

inference model assumes that the likelihoods of common and separate causes refer only to task-

relevant sensory information (e.g., the visual and haptic measurements of the slant of the surface 

presented in trial i, @#,6,(, @$,6,() and allow for separate common-cause priors, one for slant,	
$712,6, and one for roughness, $712,5. Thus, the posterior probability for a common cause in the 

slant task,  

 CDB6(9:;<) = 1E@#,6, @$,6F = B&'(,*	C(D!,*,+,D#,*,+|012)
B&'(,*	CG@#,6,(, @$,6,(HB = 1I&(2FB&'(,*)	C(D!,*,+,D#,*,+|01"), differs from 

the one in the roughness task DB5(4>?@;A66) = 1E@#,5, @$,5F =
B&'(,,	C(D!,,,+,D#,,,+|012)

B&'(,,	CG@#,5,(, @$,5,(HB = 1I&(2FB&'(,,)	C(D!,,,+,D#,,,+|01"). 
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S1: Psychometric Curves - All Participants
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Figure 1: Psychometric curves for all participants (one per column, 13 per panel) in the haptic (top two rows), visual (middle

two rows), and visual-haptic (bottom two rows) condition of the roughness and slant task. Markers indicate the observed

proportion of ‘more rough / more slanted than the standard’ responses for each feature level shown on a common scale

for roughness and slant. Grey curves show psychometric curves fitted to these data; red curves show psychometric curves

predicted by the ideal-observer model based on single-cue performance. Shaded ribbons indicate 95% confidence intervals

for the gray curves.
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S2: Uncertainty - All Participants
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Figure 2: Visual, haptic, and visual-haptic uncertainty estimates for all participants in the roughness (top row) and slant

(bottom row) task. Red markers indicate the predicted visual-haptic uncertainty assuming maximal integration e�ects, i.e.,

perceptual judgments relying only on optimal cue integration. Red bars indicate 95% confidence intervals for the predictions.

S3: Integration Indices

The variance reduction associated with cross-modal integration is maximal given equally noisy sensory signals. In turn, if

the noisiness of the sensory signals is very unbalanced the di�erence the standard deviation of the more reliable modality

might be indistinguishable from that predicted by optimal cue integration. We color-coded the imbalance of the noisiness of

the sensory signals to visually check if the lack of a correlation was driven by integration indices based on very imbalanced

sensory signals. This is not the case.
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Figure 3: Integration index as function of relative uncertainty of the sensory signals (color-code). Turquoise hues represent

haptic-to-visual ratios larger than 1, brown hues represent visual-to-haptic ratios larger than 1, slant is shown as inner color,

roughness as color of the outer ring, colors were restricted to a sensible range.

We additionally derived an anchored index to address this blind spot of our more traditional index. This anchored index
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relates the observed distance between the standard deviation of the best cue and the standard deviation in the visual-

haptic condition (‡best cue ≠ ‡vh) to the maximal possible reduction in noise (‡best cue ≠ ‡̂vh) and thus is anchored to ‘no

integration’ (best cue) and to ‘full integration’ (optimal cue combination). A value of one indicates that the observer relies

on the best cue, smaller values indicate integration, whereas larger values indicate that the observer went with the worse

cue. The estimated correlation between the anchored integration indices for roughness and slant is r = 0.04. We again

visually checked whether participants for whom only the traditional index suggests maximal integration e�ects exerted large

influence on the data but found no evidence in that direction.
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Figure 4: Integration index as function of an anchored integration index (color-code). The anchored index for slant is shown

as the inner color, the index for roughness as the color of the outer ring. Colors were restricted to a sensible range. Yellowish

inner circles close to y=1 and yellowish outer rings close to x = 1 might be misleading, as only the traditional integration

index suggests maximal integration e�ects for these. However, such data points are rare.
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S4: Psychometric Curves and Integration Indices
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Figure 5: There was still no correlation between participants’ integration indices for slant and roughness if the psychometric

curve fitting did not allow for (A) lapses or (B) biased representations of the learned standard stimulus.

S5: Uncertainty in the Representation of the Standard Stimulus

In our tasks, participants compared the surface they encounter to a memorized standard stimulus. By taking the standard

deviation of the psychometric function as an estimate of the participant’s visual, haptic, or visual-haptic noise, we neglect

the contribution of the representation of the standard stimulus to the slope of the psychometric function and consequently

might be underestimating the reliability of our stimuli. However, as this a�ects the numerator and denominator of the

integration index, the error we potentially introduce to the index remains minuscule as we show below.

We assume that the noise associated with the representation of the standard stimuli is Gaussian. Then we can express

the variance of the standard as a proportion of the sensory noise for each modality, for example, –h‡h for the haptic standard

stimulus.

The integration index directly derived from the slopes of the psychometric functions can be expressed as
Ô

‡2
vh

+–vh‡2
vhÚ

(‡2
v+–v‡2

v)(‡2
h

+–h‡2
h

)

‡2
v+–v‡2

v+‡2
h

+–h‡2
h

.

To estimate the amount of over- or underestimation of the true index that we introduce by dropping the noise of the standard

stimulus from the integration index, we simplify the following expression:

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2
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Hence, the index is not a�ected if the noise introduced by the standard is a constant proportion of the sensory noise,

which is not unlikely given that the standard is learned through exploration. We underestimate the index if (≠–h + –vh ≠

–v–h +–v–vh)‡2
v < (–v ≠–vh +–v–h ≠–h–vh)‡2

h and overestimate otherwise. The error remains relatively small compared

to the integration index our conclusions are based on and thus does not a�ect our conclusions.
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Figure 6: E�ect of uncertainty in the representation of the standard stimulus on the integration index. The error in

the integration index introduced by not accounting for the noisiness of the standard stimulus is shown as a function of

the integration index as used in the manuscript (x-axis), and the standard deviation of the visual (y-axis) and haptic

(panels) noise. The data were generated assuming that the visual and haptic standard are represented with an uncertainty

that amounts to 40% and 50% of the measurement noise while the visual-haptic standard is at 60% of the visual-haptic

measurement noise.
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S6: Bayesian Statistics - Markov Chain Monte Carlo Approximation of the

Posterior of the Correlation Coe�cient
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Figure 7: (A) MCMC chains for all parameters of the bivariate Gaussian distribution used to approximate the posterior of

the correlation coefficient of the correlation between our participants’ integration indices for slant and roughness. Note that

rhoPrior was initialized in the same way as rho the variable of the correlation coefficient fl‡vh/ ˆ‡vh≠r,‡vh/ ˆ‡vh≠s but rhoPrior

was not constrained by the data and used to derive the Bayes factors for the point hypothesis H0 : fl = fl0. All chains

converged without evident problems. (B) Posterior distribution of the correlation coefficient fl‡vh/ ˆ‡vh≠r,‡vh/ ˆ‡vh≠s.

S7: Feature-Specific and Object-Based Causal-Inference Models of Visual-

Haptic Integration

An observer might see and touch the same or two different surfaces, i.e., visual and haptic sensory signals can either originate

from a single source (C = 1) or two sources (C = 2) (Körding et al., 2007; Sato, Toyoizumi, & Aihara, 2007). The prior

probability of either scenario, P (C = 1) = pC1 and P (C = 2) = 1 ≠ pC1, might be independent of the task or (in the

observer’s mind) differ between tasks, i.e., P (Cr(oughness) = 1) = pC1r might differ from P (Cs(lant) = 1) = pC1s . We

assumed that an observer performing object-based causal inference expects that the probability of seeing and touching the

same surface is the same across tasks, whereas an observer performing feature-specific causal inference could expect that

the probability differs across tasks. We further assumed that the observer understands the prior probability to encounter a

surface with a specific roughness svh,r or slant svh,s to be the same across all levels of roughness and slant presented in

the experiment, sv,r, sv,s, sh,r, sh,s ≥ N (0, ‡ = 1000).

In a single trial, the observer only has access to a noisy measurement of the stimulus feature, e.g., mv,r. We assumed

the noise to be Gaussian-distributed and biased, for example, an observer might see the surfaces as rougher than they are,

mv,r ≥ N (sÕ
v,r, ‡v,r), where s

Õ
v,r = sv,r +�v,r. The observer has access to the level of noise associated with each modality

and object feature (Ma, Beck, Latham, & Pouget, 2006), but not to the biases.

In every trial of the experiment, the observer compares the roughness or slant of a test stimulus against a memorized

standard, which requires the observer to form an estimate of the test stimulus’ feature. If the observer knew the visual

and haptic signals shared a common source, the optimal estimate, ŝvh,C=1, would be a combination of the measurements
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and the mean of the prior, each weighted by its respective reliability (Landy, Maloney, Johnston, & Young, 1995; Yuille &

Bültho�, 1996; Ernst & Banks, 2002). This estimate is optimal in the sense that it minimizes squared localization error and

maximizes the posterior probability of the estimate:

ŝvh,r,C=1 =
mv,r‡

≠2
v,r + mh,r‡

≠2
h,r

‡
≠2
v,r + ‡

≠2
h,r + 1000≠2 . (1)

However, when the visual and haptic signals originate from di�erent surfaces (C = 2), the estimate of the object feature,

e.g., the estimates of roughness ŝv,r,C=2 and ŝh,r,C=2 should be independent of the haptic measurement and vice versa:

ŝv,r,C=2 =
mv,r‡

≠2
v,r

‡
≠2
v,r + 1000≠2 and ŝh,r,C=2 =

mh,r‡
≠2
h,r

‡
≠2
h,r + 1000≠2 . (2)

We assume that each observer has a favorite modality, vision or haptics, which they rely on if visual and haptic signals are

present but do not share a common source. We further assume, in accordance with previous results (Körding et al., 2007;

Badde, Navarro, & Landy, n.d.) that the observer derives an estimate of the stimulus feature by averaging the estimates

based on the common-cause and separate-causes scenario, each weighted by the posterior probability of the underlying

scenario. For the feature-specific model, this probability only depends on the measurements for that specific feature. Thus,

for an observer who falls back on vision given separate sources and judges roughness we have

ŝr,feature-specific = P (C = 1|mv,r, mh,r)ŝvh,r,C=1 + P (C = 2|mv,r, mh,r)ŝv,r,C=2. (3)

Bayes’ rule and the generative model yield

P (C = 1|mv,r, mh,r) = P (mv,r, mh,r|C = 1)pC1r

P (mv,r, mh,r|C = 1)pC1r + P (mv,r, mh,r|C = 2)(1 ≠ pC1r ) , (4)

where

P (mv,r, mh,r|C = 1)

=
⁄

P (mv,r, mh,r|sÕ
vh,r)P (sÕ

vh,r) ds
Õ
vh,r

=
⁄

P (mv,r|sÕ
vh,r)P (mh,r|sÕ

vh,r)P (sÕ
vh,r) ds

Õ
vh,r

=
exp

1
≠ 1

2
(mv,r≠mh,r)210002+m2

v,r‡2
h,r+m2

h,r‡2
v,r

‡2
v,r‡2

h,r
+‡2

v,r10002+‡2
h,r

10002

2

2fi

Ò
‡2

v,r‡
2
h,r + ‡2

v,r10002 + ‡
2
h,r10002

(5)

and

P (mv,r, mh,r|C = 2)

=
⁄⁄

P (mv,r, mh,r|sÕ
v,r, s

Õ
h,r)P (sÕ

v,r, s
Õ
h,r) ds

Õ
v,r ds

Õ
h,r

=
⁄

P (mv,r|sÕ
v,r)P (sÕ

v,r) ds
Õ
v,r

⁄
P (mh,r|sÕ

h,r)P (sÕ
h,r) ds

Õ
h,r

=
exp

1
≠ 1

2

1
m2

v,r

‡2
v,r+10002 + m2

h,r

‡2
h,r

+10002

22

2fi

Ò
(‡2

v,r + 10002)(‡2
h,r + 10002)

.

(6)

In contrast, if causal inference proceeds at the object level, all available information should be taken into account. Thus,
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ŝr,object-based = P (C = 1|mv,r, mh,r, mv,s, mh,s)ŝvh,r,C=1 + P (C = 2|mv,r, mh,r, mv,s, mh,s)ŝv,r,C=2 (7)

Applying Bayes’ rule yields

P (C = 1|mv,r, mh,r, mv,s, mh,s) = P (mv,r, mh,r, mv,s, mh,s|C = 1)pC1
P (mv,r, mh,r, mv,s, mh,s|C = 1)pC1 + P (mv,r, mh,r, mv,s, mh,s|C = 2)(1 ≠ pC1) ,

(8)

where, given that surface roughness and slant are independent,

P (mv,r, mh,r, mv,s, mh,s|C = 1)

=
⁄⁄

P (mv,r, mh,r, mv,s, mh,s|sÕ
vh,r, s

Õ
vh,s)P (sÕ

vh,r, s
Õ
vh,s) ds

Õ
vh,r ds

Õ
vh,s

=
⁄

P (mv,r|sÕ
vh,r)P (mh,r|sÕ

vh,r)P (sÕ
vh,r) ds

Õ
vh,r

⁄
P (mv,s|sÕ

vh,s)P (mh,s|sÕ
vh,s)P (sÕ

vh,s) ds
Õ
vh,s

=
exp

1
≠ 1

2

1
(mv,r≠mh,r)210002+m2

v,r‡2
h,r+m2

h,r‡2
v,r

‡2
v,r‡2

h,r
+‡2

v,r10002+‡2
h,r

10002

2
+

1
(mv,s≠mh,s)210002+m2

v,s‡2
h,s+m2

h,s‡2
v,s

‡2
v,s‡2

h,s
+‡2

v,s10002+‡2
h,s

10002

22

4fi2
Ò

‡2
v,r‡

2
h,r + ‡2

v,r10002 + ‡
2
h,r10002 + ‡2

v,s‡
2
h,s + ‡2

v,s10002 + ‡
2
h,s10002

(9)

and

P (mv,r, mh,r, mv,s, mh,s|C = 2)

=
⁄⁄

P (mv,r, mh,r, mv,s, mh,s|sÕ
v,r, s

Õ
h,r, s

Õ
v,s, s

Õ
h,s)P (sÕ

v,r, s
Õ
h,r, s

Õ
v,s, s

Õ
h,s) ds

Õ
v,r ds

Õ
h,r ds

Õ
v,s ds

Õ
h,s

=
⁄

P (mv,r|sÕ
v,r)P (sÕ

v,r) ds
Õ
v,r

⁄
P (mh,r|sÕ

h,r)P (sÕ
h,r) ds

Õ
h,r

⁄
P (mv,s|sÕ

v,s)P (sÕ
v,s) ds

Õ
v,s

⁄
P (mh,s|sÕ

h,s)P (sÕ
h,s) ds

Õ
h,s

=
exp

1
≠ 1

2

1
m2

v,r

‡2
v,r+10002 + m2

h,s

‡2
h,s

+10002 + m2
v,s

‡2
v,s+10002 + m2

h,s

‡2
h,s

+10002

22

2fi

Ò
(‡2

v,r + 10002)(‡2
h,r + 10002)(‡2

v,s + 10002)(‡2
h,s + 10002)

.

(10)

These estimates are conditional on the noisy sensory measurements (mv,r, mh,r, mv,s, mh,s) for a single trial. To simulate

an observer’s performance in our experiment, we randomly drew 20 measurements for each level of each feature and each

modality and used these equations to determine the simulated observer’s estimates of roughness and slant in each of the

simulated trials. The observer’s response was generated by comparing the estimate to the internal representation of the

standard stimulus.

S8: Model Simulation - Representative Samples

The causal-inference models described were used to simulate our experiment under each hypothesis. The resulting simulation

data were analyzed in the same way as our original data (see Methods). This was done to check whether our sample size and

trial numbers were su�cient to measure the correlation between the integration indices for slant and roughness predicted

by object-based multisensory causal inference. Below we show randomly selected samples of integration indices generated

by each model.
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Figure 8: Integration indices for samples generated with the object-based causal inference model.
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Figure 9: Integration indices for samples generated with the feature-specific causal inference model.

S9: Model Simulation - Incorrect Likelihoods

Less-than-maximal integration effects, that is, less variance reduction in cross-modal conditions than predicted by optimal

cue integration, are sometimes interpreted as evidence that observers use an incorrect estimate of the sensory noise. The

prevalence of such sub-optimal behavior remains unclear as older studies typically assume that the posterior probability of

a common cause equals 1, i.e., they assume optimal cue integration without any causal inference. Nevertheless, we re-ran

our simulations while accounting for this possibility. Specifically, we randomly selected for each observer, modality, and

feature whether the standard deviation of the likelihood (‡v, ‡h, ‡vh for both features) was 1) identical, 2) 20% larger, or 3)

20% smaller than the standard deviation of the measurement function used to generate Monte Carlo samples. Though the

simulated correlation coefficients were slightly lower than assuming accurate estimates of sensory uncertainty, the object-

based model still reliably predicted that the integration indices for both features correlate with each other and thus is still

9



at odds with the observed data.
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Figure 10: Distribution of simulated correlation coefficients between the integration indices for roughness and slant assuming

object-based multisensory causal inference and misestimation of an observer’s sensory uncertainty (33.3% chance that a

sensory uncertainty was overestimated by 20%, 33.3% chance that a sensory uncertainty was underestimated by 20%).

Correlation coefficients are based on 10,000 simulated datasets of the same size as the original data (26 participants, 20

trials per condition). Vertical lines indicate distribution means.
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