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Achieving our emission reduction goals requires the bulk production of carbon-neutral fuels and chem-
icals, which are catalytically produced through heterogeneous fixed bed chemical reactors. To optimise
and scale-up these reactors, accurate and validated Computational Fluid Dynamics (CFD) models are cru-
cial. Of especial importance to CFD simulations is the accurate depiction of the 3D bed structure used dur-
ing the experimental setup. A direct one-to-one coupling between experiments and simulations can be
achieved by scanning the experimental bed using computed tomography and reconstructing the scanned
images as a 3D geometry for CFD simulations. However, processing of the scanned images is necessary to
minimise highly coarse features that could impact the overall mesh size. A highly poly-dispersed lab-
scale fixed bed reactor, previously scanned and analysed, is processed using various image-processing
operations. Depending on the number and the crudeness of the processing operations, the bed is progres-
sively deformed, which impacts both its porosity and its interparticle pore connectivity. The impact of
image-processing becomes more evident when the hydrodynamic behaviour, i.e., X-, Y-, and Z-velocity
and static pressure, of the beds is explored. CFD simulations revealed highly heterogeneous flow profiles,
with the maximum velocity reached being 16-times higher than the average superficial velocity within
the bed. Moreover, small modifications in local topological features introduce significant changes to
the flow profiles, while the 3D pore interconnectivity was seen to play an equally important role as
the interparticle porosity. A particle size study revealed that large particles form less interconnected net-
works with higher pore volumes, which significantly reduce the flow velocity and the pressure drop
experienced by the flow. The generated results yield key insights towards a deeper understanding of
the behaviour of fixed bed chemical reactors, highly valuable for catalyst and reactor engineering.
� 2023 The Society of Powder Technology Japan. Published by Elsevier B.V. and The Society of Powder

Technology Japan. This is an open access article under the CC BY license (http://creativecommons.org/
licenses/by/4.0/).
1. Introduction

The net-zero greenhouse gas (GHG) emission reduction target
set for 2050 is based on heavily reducing the anthropogenic emis-
sions from various sectors [1,2]. The transportation sector is one of
the key contributors of GHG emissions, accounting for 7.98 Gt of
CO2 in 2022 [3]. While vehicle electrification is expected to reduce
some of these emissions, heavy-duty road transport, maritime
transport, and aviation are expected to continue their dependence
on liquid hydrocarbon fuels [2,4], due to their high energy density
and compatibility with existing infrastructure. Thus, an alternative
emission reduction strategy is the bulk production of carbon-
neutral fuels or fuel additives, such as methanol or dimethyl ether
[4]. These are predominantly catalytically produced through
heterogeneous fixed bed chemical reactors [5-7]. As a result, opti-
mising the design of these reactors for efficient process operation is
associated with significant economic and environmental benefits.

Fixed bed chemical reactors are formed by an array of randomly
distributed catalytic particles [7], with the final bed structure
affecting all aspects of heat and mass transfer phenomena [8,9].
Optimising their design is a multidisciplinary study spanning both
the chemistry and the chemical engineering fields, and involving
the catalyst type, the catalytic particles sizes and forms, and the
operating procedure. Understanding their behaviour requires
either extensive demonstration-scale experimental setups or theo-
retical investigations. For the latter, Computational Fluid Dynamics
(CFD) models have been widely used to investigate fixed bed
chemical reactors [8-10], due to their ability to replicate the cat-
alytic bed structure and its impact on the resolving flow profiles.
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Nomenclature

Symbols Meaning, Units
g! Gravitational acceleration, [m/s2]
P Pressure, [Pa]
v!f Velocity of the fluid phase, [m/s]
Greek symbols Meaning, Units
qf Density of the fluid phase, [kg/m3]
s
��

Stress tensor, [Pa]

Abbreviations Meaning, Units
CFD Computational Fluid Dynamics, [–]
CT Computed Tomography, [–]
DEM Discrete Element Method, [–]
PNM Pore Network Model, [–]
PR Particle Resolved, [–]
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The accuracy of CFD models is directly coupled to their ability in
reproducing the experimental setup, especially the 3D fixed bed
geometry. This coupling has been primarily achieved through syn-
thetically generated beds, where the bed structure is generated
computationally using the Discrete Element Method (DEM), and
the individual particles are then resolved [9,11-13]. With this
method, particles of arbitrary shapes are dropped inside cylindrical
containers, and their final deposition depends on the mechanical
and collisional forces acted upon each particle during the loading
process [9,12].

Synthetically generated fixed beds of mono-dispersed spherical
particles have been widely studied in the literature [13], allowing
particle-resolved CFD (PR-CFD) models to reveal the intercon-
nected nature between the bed structure and its hydrodynamic
(i.e., flow velocity and pressure drop) profile. Shin identified that
changing the flow direction within the same mono-dispersed
spherical bed could affect the permeability experienced by the flow
[14]. As a result, the bed’s permeability is not only the result of its
structural morphology but also of flow-dependent geometric prop-
erties, such as the tortuosity of the medium [14]. Zhou et al.
showed through mono-dispersed spherical beds the impact of par-
ticle size on the pressure drop experienced by the medium, with
smaller particles exhibiting higher pressure drops and tempera-
tures compared to larger particles, but their exposed surface area
was greatly increased [15]. Das et al. generated mono-dispersed
spherical beds, with the reactor-to-particle diameter ratio, referred
to as N-ratio, ranging from 4 to 16, to study the impact of the bed
structure on velocity, pressure drop, and heat transfer [16]. At low
Reynolds number flows, heat transfer is primarily governed by
conduction, while as the Reynolds number increases, convection
becomes the dominant heat transfer mechanism [16]. Based on
their data, they proposed theoretical correlations for the pressure
drop and heat transfer within the bed [16]. Bai et al. experimentally
investigated the pressure drop within packed beds of spherical or
cylindrical particles, using both a laboratory-scale (153 particles)
and a plant-scale (up to 1545 particles) reactor [17]. Through
DEM, these reactors were also synthetically generated and used
with a CFD solver, allowing the investigation of the flow profiles
through the packed bed structure [17]. To reduce the computa-
tional demands, only a small section of the industrial-scale reactor
was chosen, while to generate a good quality computational mesh,
the catalytic particles were globally shrunk by 0.5% or 1% for
spheres and cylinders, respectively. Through comparison of the
CFD results with the experimental data, they identified the sensi-
tivity of the pressure drop to the bed structure, as even a 10% devi-
ation between the experimental and computational bed could lead
to a 30% deviation in the pressure drop [17].

PR-CFD models have also expanded into studying more com-
plex particle shapes, such as cylinders, Raschig rings, oblates, pro-
lates, trilobes and many more [18-24]. Such comparative studies
increased our understanding of how particle shape affects the flow
profiles within the bed. By comparing cylindrical particles and Flat-
ted rings, Tabib et al. identified that, due to particle orientations,
Flatted rings exhibited smaller pressure drops and higher heat
2

and mass transfer coefficients [25]. Chang et al. compared packed
beds formed by spheres, oblates and prolates, for their heat trans-
fer characteristics, expressed through the Nusselt number [22]. At
high interparticle porosities, the Nusselt number of both the oblate
and the prolate beds was larger than that of the spherical bed;
however, at lower porosities and low Reynolds number flows, the
Nusselt number of the spherical bed becomes larger than that of
the oblate bed but remains smaller than that of the prolate bed
[22]. Furthermore, they observed that non-isotropic particles can
improve mixing within the bed [22]. Pavlišič et al. examined the
pressure drop of four particle shapes, including spheres and cylin-
ders [26]. They observed that particle orientation had a significant
impact on the pressure drop and on the tortuosity of the bed [26].
Rodrigues et al. investigated the impact of the particle’s sphericity
on the bed’s interparticle porosity and tortuosity using 10 different
particle shapes with varying morphological characteristics [27].
For the range of porosity (0.3–0.4) and sphericity (0.65–1.0) con-
sidered, they observed that particle sphericity has a considerable
impact on the bed’s tortuosity, which is comparable to that of
the bed’s interparticle porosity [27]. Karthik and Buwa evaluated
the impact of six particle shapes on pressure drop, temperature
profiles, and chemical performance for four chemical reactions
[28]. The external surface area, governed by the particle shape,
had a linear relationship with the pressure drop, the effectiveness
factor, and the reactant conversion, and an inverse relationship
with the temperature of the particle [28]. Based on these observa-
tions, they determined the optimal particle shape for each of the
four reactions by maximising the ratio of reactant conversion to
pressure drop [28].

Poly-dispersity, a term referring to particles within the bed
having a range of sizes and/or shapes, has also been introduced
in DEM-generated beds [29,30]. Zhang et al. generated a poly-
dispersed packed bed of cylindrical particles, by introducing a
gaussian distribution to the particle sizes, and compared the bed
structure to that of a mono-dispersed cylindrical bed [29]. They
observed that the poly-dispersed bed had larger bulk porosities,
i.e., being more loosely packed, compared to the mono-dispersed
bed [29]. Furthermore, the radial porosity profile of the two beds
was similar in the near-wall region but deviated closer to the
bed centre, as the poly-dispersed bed did not present any signifi-
cant oscillations there [29]. The generated poly-dispersed bed
was then used as a geometry for CFD simulations. The flow field
around the particles was highly heterogeneous, with local velocity
magnitudes being around 13-times higher than the inlet velocity
[29]. Boccardo et al. generated mono- and poly-dispersed beds of
spheres, cylinders, and trilobes, and compared their bed structure
(for spheres and cylinders) to those predicted by theoretical corre-
lations [30]. Compared to spheres and cylinders, the radial poros-
ity of the trilobe bed had no periodicity in its profile, instead
presenting random oscillations [30]. The poly-dispersed spherical
bed was used as a CFD geometry for the solution of the momen-
tum equation. Due to the irregular deposition of particles, inhomo-
geneous flow fields were observed, with large local velocity
gradients [30].



Fig. 1. Binary CT-scanned image of the quintuple-sieved 300–500 lm bed,
produced from our full bed characterisation study [52].
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While valuable, synthetically generated beds are an ideal, albeit
accurate, representation of actual catalytic beds. They are pro-
duced by assuming that particle-particle and particle-reactor wall
collisions are always elastic [20,31,32], and are thus prone to small
errors when compared to experimental setups. Alternatively,
imaging methods, such as Magnetic Resonance Imaging (MRI)
and Computed-Tomography (CT), offer a direct coupling between
experimental reactors and CFD simulations. They produce a non-
invasive depiction and mapping of the catalytic bed, which can
then be generated as a 3D geometry and meshed for CFD simula-
tions. MRI detects heterogeneities in the flow physical parameters,
e.g., mixture density, within the interparticle network [33], thus
MRI literature studies primarily focus on identifying the flow pro-
files through the pores. Baker et al. used 3D MRI on a cylindrical
particle bed and implemented the generated geometry onto CFD
simulations [34]. The observed pressure drop between the experi-
mental and computational results was close, while any differences
between the two can be attributed to the errors introduced by
meshing the MRI geometry [34]. Mantle et al. combined 3D MRI
and MRI velocimetry with Lattice-Boltzmann simulations to inves-
tigate the flow field through a packed bed of alumina particles [35].
Due to the heterogeneous nature of the bed structure, the observed
flow field was highly irregular, with 40% of the fluid flowing
through 10% of the pores [35]. Alternatively, X-Ray CT offers a
depiction of the internal structure of an object through 2D projec-
tions [36]. Packed bed analysis with CT has focused on describing
porosity profiles or characterising the interparticle network con-
nectivity [31,37-39]. Through CT scans, Zhang et al. characterised
the internal structure of five mono-dispersed cylindrical beds, each
formed by changing the packing process by applying different
levels of tapping and/or vibration [40]. Compared to mono-
dispersed spherical beds, cylindrical beds had a higher bulk poros-
ity, attributed to the local orientation of individual particles [40].
The authors highlighted that local pores created as a result of par-
ticle orientations could introduce flow heterogeneities within the
bed [40].

Both synthetically generated and image-based geometries are
inevitably susceptible to errors introduced by meshing. Meshing
is the process of discretising the geometry into smaller computa-
tional volumes, referred to as computational cells, which then act
as flow resolution volumes. Consequently, high mesh quality is
crucial for accurate CFD results. A key topic in all PR-CFD studies
is contact region treatment, referring to the contact points, lines,
or areas formed between neighbouring particles and between the
particles and the wall [41]. Contact regions should be carefully
treated to avoid heavily skewed computational cells which reduce
the local mesh quality and lead to computational errors and con-
vergence issues [25,41,42]. Various methods have been employed
in the literature to deal with them, which include either global
methods, i.e., global particle shrinkage [17,24,25,28,42,43], also
referred to as ‘‘gaps” method, or local methods, i.e., locally flatten-
ing the particle [29,44-47], i.e., ‘‘caps” method, or bridging neigh-
bouring particles in the contact region [25,26,30,44,45], i.e.,
‘‘bridges” method. Through comparative studies, both Wehinger
et al. [18] and Dixon et al. [48] agree that global treatment methods
introduce considerable errors and should thus be replaced by local
treatment methods which better respect and preserve the porosity
of the fixed bed. Otherwise, with the pressure drop being highly
sensitive to the bed’s porosity, significant deviations with the
experimental results could be observed [48]. Image-based methods
involve additional processing steps prior to mesh generation,
which include image thresholding and particle segmentation
[34,49-51]. Specifically, through black-white image thresholding,
the scanned images are binarized and the boundaries between par-
ticles and background are distinguished. Then, particle segmenta-
tion separates neighbouring particles thus resolving the contact
3

regions with a process similar to the ‘‘caps” method. As is the case
with the synthetically-generated beds, both processing steps intro-
duce local topological errors which should be minimised [13,34].

All these studies are indicative of the complex interactions
between particle shapes and orientations and the heat and mass
transfer characteristics, especially in poly-dispersed beds. With
the bed structure being the predominant driver of all aspects of
flow profiles, accurately depicting it on CFD models is key. In our
previous study, the internal structure of six experimental fixed
beds used for ethanol dehydration was mapped through CT [52].
Their poly-dispersed nature was identified, as the catalytic parti-
cles that formed them, produced by sieving, exhibited a wide range
of sizes, shapes, and orientations [52]. Furthermore, it was
observed that dust particles, i.e., particles smaller than 100 lm,
were present in large numbers within the catalytic beds, attributed
to particle fracturing during the loading process. However, increas-
ing the number of sieving passes greatly reduced the population of
dust particles [52]. An image sample of the quintuple sieved 300–
500 lm bed of our previous work [52] is presented in Fig. 1. It can
be seen that, due to particle fragmentation, the boundaries
between some particles and the background space are blurred,
and the images appear ‘‘dirty” because of the existence of dust par-
ticles. Consequently, meshing such local topological complexities,
present within the entire bed volume, could lead to exhaustive
computational demands, while also generating computational
errors and instabilities due to poor local mesh quality. In our
follow-up study, we identified that, for the 300–500 lm case, a
10% sample section can be a suitable representative of the full
bed, as the bulk and radial porosity were reasonably reproduced
[53]. However, for the 500–700 lm case, due to its large hetero-
geneity, a 50% section would be better suited compared to a 10%
section. Subsequently, a mesh independency study was completed
for the 300–500 lm bed [53]. Here, four different image-
processing methods to clean the produced CT-scans were tested.
With the goal of accurately preserving the bed geometry while
reducing the computational demands, the different methods were
evaluated based on their impact on the bed structure, i.e., bulk,
radial, and axial porosity and interparticle pore network, as well
as on the resulting flow profiles. Specifically, prior to meshing,
the produced images were cleaned through various operations,
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such as ‘‘Erode”, ‘‘Dilate”, ‘‘Fill Holes”, and ‘‘Close”, and the bed
structure they form is then compared to that of the original, un-
processed bed. Subsequently, the errors introduced by meshing
are estimated, and the hydrodynamic flow profiles within the
bed, i.e., velocity and pressure drop, are explored. Finally, by com-
paring the flow profiles produced by the 300–500 and the 500–
700 lm cases, the impact of the particle size on the flow velocity
and pressure drop was quantified. With image-based tools offering
a direct coupling between experiments and simulations, they offer
unique new aspects in the field of CFD studies. However, the devel-
opment of delicate pre-processing methods to clean the produced
images and preserve the topological features are key to take advan-
tage of these methods.
Fig. 2. 10% sample sections of the a) 300–500 and b) 500–700 lm full quintuple-
sieved beds of our previous work [52]. Particle colours indicate their equivalent
diameter metric, with blue: 100–300 lm, red: 300–500 lm, green: 500–700 lm,
and yellow: >700 lm. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

Table 1
Image-processing methods offered by Fiji ImageJ [54] and considered in this work.

Image-processing methods offered by Fiji ImageJ [54]

Process Result

Original image

Erode

Dilate

Fill holes

Close

4

2. Methodology

The experimental reactor setup was described in our previous
work [52] and is repeated in Figure A1 of the ESI. Building on from
our previous investigation [53], a 10% sample section of the full bed
is considered for all cases presented here. This bed section spans
equally upwards and downwards from the exact centre of the
300–500 and the 500–700 lm beds, as seen in Fig. 2. While this
section is representative of the full 300–500 lm bed geometry,
in terms of radial and bulk porosities, it is not representative of
the full 500–700 lm bed [53]. For validation purposes of the pro-
duced CFD flow results with experimental data, a larger bed sec-
tion would be required. However, comparing the flow profiles
within the two beds will produce valuable results for how the par-
ticle size affects the hydrodynamic, i.e., velocity and pressure, char-
acteristics. Validation with experimental data is instead planned
for our future work.

2.1. Pre-processing

In our previous work [52], two separate software were used to
characterise the packed bed structure, Fiji ImageJ [54] and Amira/
Avizo (ThermoFisher Scientific). The former was used to binarize
the produced images, using a thresholding separation, and to mea-
sure the porosity characteristics through the ‘‘Analyze Particles”
function. The latter was used to produce a 3D geometry from the
scanned images, using particle segmentation, and to measure their
3D dimensions. Consequently, only the bare minimum processing
was used to preserve the bed structure and prevent introducing
large errors. Here, however, to clean and mesh the original CT-
scans, the dust particles should be removed. For this purpose, four
different operations offered by Fiji ImageJ [54] were considered.
These are the ‘‘Erode”, ‘‘Dilate”, ‘‘Fill holes”, and ‘‘Close” operations,
and the effects they introduce are showcased in Table 1. Specifi-
cally, ‘‘Erode” removes pixels from the edges of binary images,
while ‘‘Dilate” adds pixels [54]. ‘‘Fill holes” connects binary objects
that are surrounded by elements with the same threshold value,
while ‘‘Close” sequentially performs a ‘‘Dilate” and an ‘‘Erode”
operation [54].

By combining these processes, four different test cases are gen-
erated, ranging in the level of processing involved. The first test
case, TC-0, included two processing operations, ‘‘Erode” followed
by ‘‘Dilate”. In the next two test cases, TC-1 and TC-2, processing
increased to include a third subsequent operation following
‘‘Erode” and ‘‘Dilate”, specifically ‘‘Fill holes” and ‘‘Close”, respec-
tively. Finally, a crude method to process the produced images
was also considered, which, after the initial ‘‘Erode” and ‘‘Dilate”
operations, involved a double ‘‘Erosion” and a double ‘‘Dilation”
operation. This test case is referred to as TC-3. For comparative
purposes, the original CT-images will also be considered as a test
Method description

Binary image

Removes pixels from the edges of objects

Adds pixels to the edges of objects

Connects objects by filling surrounded elements

Performs a dilation followed by an erosion operation



Table 2
Test cases produced based on the image-processing method used to clean the original
CT-scanned images.

CT-scanned image-processing

Test case Operation

TC-Original No processing – Original CT-scanned images from [52]
TC-0 Erode, and Dilate operations
TC-1 Erode, Dilate, Fill holes operations
TC-2 Erode, Dilate, Close operations
TC-3 Erode, Dilate, Erode (x2), Dilate (x2)
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case, referred to as TC-Original. These test cases, along with their
pre-processing operations, are all presented and described in
Table 2.

The porosity of all five test cases was characterised with Fiji
ImageJ, following the same process described in our previous work
[52] and repeated here. For the radial porosity, concentric rings,
produced from the centre of the bed, fragmentised the bed section
into radial slices with a radial thickness of 0.05 mm. These rings
create a radial area along the height of the bed, e.g., radial area
in-between the radial distance of 2.0 mm and 1.95 mm from the
bed centre. In these rings, the ‘‘Analyze Particles” operation from
Fiji ImageJ [54] is used, which measures the total area covered
by the particles and compares it to the total area of the concentric
rings, thus evaluating the packing density (corresponding to 1 –
porosity). For the bulk and axial porosities, the total particle area
in each CT-scanned image is evaluated through the ‘‘Analyze Parti-
cles” operation, i.e., without utilising the concentric rings, and the
packing density is then integrated either through the entire bed
section (bulk porosity) or through smaller regions with axial
lengths of 0.05 (axial porosity).

2.2. Characterising the interparticle network

The Amira-Avizo software includes the Pore Network Model
(PNM), which is a method capable of quantifying the pore sizes
within the interparticle space. PNM is based on the watershed
algorithm (WA) [55]; initially, a distance map is formed within
the interparticle space which allows for the determination of the
geometric location farthest away from any neighbouring particles,
i.e., the pore centre. Subsequently, the watershed basins surround-
ing the pore centre are identified, and the pore is segmented from
its neighbours [55,56]. The contact surfaces between two neigh-
bouring pores are connected through throats, and the surface area
and volume of the pore is then measured [55-57]. To take advance
of the PNM, the binary CT-images were reversed, thus the interpar-
ticle space appeared as the area of interest. Then, in a process sim-
ilar to Fernando et al. [39], an ‘‘Axis connectivity” module, followed
by a pore ‘‘Segmentation” module, created a labelled image, where
each pore is distinguished and separated from its neighbour. The
‘‘Segmentation” module uses a combination of distance mapping,
H-maxima, and watershed to separate the various pore regions
[39,58]. Finally, the pore network is generated and quantified.
The metrics used to characterise the pores are the pore volume
and the coordination number, i.e., the number of interconnected
pore neighbours.

2.3. Meshing

Prior to meshing the different test case geometries, empty
regions were added before and after the catalytic bed, with a
length of 0.6 and 1.8 mm, respectively. The section prior to the
bed will allow the flow to naturally develop before reaching the
catalytic bed, while the section after the bed will prevent any back-
flow effects originating from the outlet of the reactor to affect the
5

flow [59]. In our previous work, we noticed that backflow effects
are limited to the near-outlet region, i.e., to a height of up to
0.8 mm from the outlet, and do not penetrate deeper into the por-
ous medium [59]. Consequently, expanding the geometry by a
1.8 mm-length empty region should be sufficient to prevent any
backflow interference. The length needed prior to the bed for the
flow to develop is usually lower [60], so its length was chosen as
1/3rd that of the past-bed region. The goal of this work is to eval-
uate the errors introduced by different image-processing methods
to the bed geometry, and thus to its hydrodynamic profile. Conse-
quently, the catalytic particles themselves are neglected, instead
being treated as void regions within the geometry. These will be
included in our future work, where heat and mass transfer, as well
as intraparticle physicochemical phenomena (i.e., diffusion and
reaction), within the poly-dispersed beds will be investigated.

Meshing of the different test cases was performed with the Sim-
pleware ScanIP software from Synopsys Inc, which has been used
in the literature to produce meshes from image-based geometries
[34,51]. Prior to meshing, further processing was done with Sim-
pleware, using the ‘‘Island Removal” operation, which removed
unconnected particles that were smaller than 60 lm, thus further
ensuring the removal of dust particles. Meshing was then per-
formed with the +FE Free algorithm, which uses adaptive tetrahe-
dral cells, utilising small cell sizes around regions with complex
topological features within the porous medium, and large cell sizes
for the free flow regions [51]. Refinement in Simpleware works by
setting the coarseness level of the +FE Free algorithm. The coarse-
ness level directly controls the size of the computational elements.
Here, the coarsest settings were used, as those were described in
the mesh independency study of our previous work [53], per-
formed on TC-2. Specifically, three mesh refinement levels were
chosen, with the coarse, medium, and refined settings leading to
an average cell size of 4.5e-15, 2.6e-15, and 2.2e-15 m3, producing
a mesh size of 11.0 M, 18.8 M, and 22.3 M cells, respectively. While
the coarsest settings do not produce a mesh independent case for
TC-2, they are significantly computationally cheaper while also
producing an acceptable error (1.6% for velocity and 6.9% for pres-
sure) [53]. Consequently, it is a reasonable simplification to com-
pare the flow profiles within the different test cases while
keeping the computational resources to manageable levels. To
treat contact regions and generate the mesh, Simpleware segments
particles from their neighbours, thus producing results similar to
the ‘‘caps” method.

Mesh quality is determined by three metrics, orthogonal qual-
ity, skewness, and aspect ratio [61,62]. Orthogonal quality refers
to the local topology and orthogonality of the computational cells,
varying between 1.0 and 0.0, with values closer or equal to 1.0
being desirable [61]. Aspect ratio refers to the stretching of the
computational cell, with large ratios causing more deformed cells
[61]. It ranges between 1 and 100, with values closer to 1.0 being
desirable [61,62]. Skewness is the difference between the shape
of a computational cell and the shape of an equilateral cell of
equivalent volume [61]. It ranges between 1.0 and 0.0, however,
with skewness, values closer to 0.0 are desirable [61,62].

2.4. Computational fluid dynamics (CFD) setup

The hydrodynamic profiles of the produced geometries were
resolved using the double precision ANSYS Fluent v22.2 CFD solver.
A mass-flow inlet was defined at the top of the geometry, with the
flow rate being equal to 0.75 mg/s, determined by the equivalent
weight hourly space velocity (WHSV) used during the experimen-
tal investigation [52]. The flow is assumed to consist of air at atmo-
spheric pressure and temperature. Fluent solves the mass and
momentum conservation equations for the fluid phase in their
steady-state and laminar form, as per Eqs. (1) and (2), respectively
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[63]. The direction of the gravitational acceleration followed the
flow path, i.e., from inlet to outlet.

r � qf v
!

f

� �
¼ 0 ð1Þ

r � qf v
!

f v!f

� �
¼ �rP þr � s�

�
þqf g

! ð2Þ

Here, v!f and qf are the fluid velocity and density, respectively,

P is the pressure drop, s
��
the stress tensor and g! the gravitational

acceleration. The SIMPLE algorithm was used for the pressure-
velocity coupling, utilising a Second Order upwind scheme.
Under-relaxation factors of 0.1 were used for pressure and
momentum and of 0.5 for density and body force. The residual tar-
gets of 1e-3 and 1e-4 yielded very similar results, with an average
error of 4% as per Table A10 of the ESI. Consequently, to allow
for easier convergence and reduce the computational time neces-
sary, the residuals target was set to 1e-3 during the comparison
of the different test cases. Solution proceeded until convergence
was reached. All cases were simulated on the IRIDIS 5 high perfor-
mance computing facility, utilising 2 Intel Xeon 6130 2.1 GHz
CPUs, with 32 Gb of allocated RAM. Computational resource utili-
sation is based on five metrics, mesh size, file size, iterations
needed for convergence, simulation time, and RAM utilisation, as
those are defined in our previous [64].
ig. 3. A) Radial, b) axial, and c) bulk porosity of the 10% 300–500 lm section, as a
esult of the image-processing methodology.
3. Results

3.1. Image-processing impact on bed structure

The impact of the different test cases on the bed structure is
evaluated through the radial and axial porosity profiles, as well
as through the bulk porosity. The un-processed section
(TC-Original) is used as validation. The results in this section refer
to the processed binary images before mesh generation. The radial,
axial, and bulk porosity of the different test cases are presented in
Fig. 3a-c, respectively. It is important to mention here that for the
context of this work, the term ‘‘porosity” refers to the interparticle
porosity of the fixed bed, i.e., the overall voidage. This corresponds
to the fraction of the total volume of the empty space and of the
total volume of the bed. A detailed comparison of the unprocessed
and full 3D CT-scanned bed porosity with existing empirical corre-
lations, determined for spherical beds, has been presented in our
previous work [52].

Errors are cumulatively introduced in the final geometry, based
on the number and the crudeness of the processing operations,
causing the processed geometries to deviate from the original.
Noticeably, the trends in the radial and axial porosity profiles are
well captured from all test cases. Specifically, the radial location
and the period of the various oscillations are both accurately repro-
duced. However, the amplitude of these oscillations is significantly
increased as the CT-images are more heavily processed. With TC-0
(Erode-Dilate), changes in the radial and axial porosity profiles,
Fig. 3a and b, respectively, are barely noticeable, especially in the
near-wall section. Differences become more prominent only in
the radial profiles close to the bed centre, at a radial length above
1.7. Specifically, initially, TC-0 presents higher porosity magnitudes
in-between the radial lengths of 1.7–1.8, but past the 1.8 radial
length it presents lower magnitudes, compared to TC-Original.
Due to the very small area covered by the concentric rings at these
regions, small processing modifications can have a seemingly big-
ger effect. The marginal error introduced by TC-0 is also demon-
strated by its bulk porosity, Fig. 3c, which is increased by 0.6%
compared to the original geometry. The radial and axial profiles
between TC-1 and TC-2 are almost identical; both cases present
6
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radial and axial oscillations larger in magnitude compared to those
of the original geometry, across the entire radial distance and axial
length. Their error in terms of bulk porosity is also similar, equal to
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2.6% and 2.4% for TC-1 and TC-2, respectively. Finally, the crude
processing of TC-3 results in radial and axial profiles with signifi-
cantly larger magnitudes compared to those of the original geom-
etry. These differences are further highlighted by the large error in
bulk porosity, which reaches 4.7%.

For all test cases, the increase in their porosity magnitude cor-
responds to a reduction in the particle volume. This is reasonable
as the intended outcome was to remove dust particles. For TC-0,
by initially shrinking the particles, the ‘‘Erode” operation removes
dust particles consisting of few voxels, while the subsequent
expansion, applied by the ‘‘Dilate” operation, returns the remaining
particles to their original form. This combination results in mar-
ginal changes to the original geometry and very small errors, as
indicated by the bulk porosity changes of TC-0. On the contrary,
the”Fill holes” operation (TC-1) irreversibly deforms topological
features by covering existing cavities, thus introducing a 2.6% error
in the bulk porosity. While TC-1 fills interparticle cavities in parti-
cle clusters, i.e., increasing the particle volume and reducing poros-
ity, it also removes volume from isolated particles. Consequently,
TC-1 results in a net-negative catalyst volume, hence in a porosity
increase. Instead, the ‘‘Close” operation (TC-2) is a gentler process-
ing method, as, by essentially repeating the TC-0 process (‘‘Dilate”
then ‘‘Erode”), morphological structures are better preserved. Here
however, with the original geometry having been already
deformed after the application of TC-0, subsequent repetition fur-
ther exacerbates topological errors by removing additional particle
surface. This accumulates in a 2.4% error, compared to the original
geometry. Consequently, no matter how delicate, each subsequent
operation introduces permanent deformations, which accumulate
into ever-increasing errors. This is highlighted by TC-3, where, by
gradually repeating the ‘‘Erode” and ‘‘Dilate” operations, errors
escalate to 4.7%. Despite the errors introduced by all processing
operations, however, the trends in the radial and axial porosity
profiles are well preserved. Thus, by inspecting the flow fields
through these geometries, unique insights into the coupling
between bed structure and hydrodynamic profile can be produced.

With the processing operations modifying the catalytic parti-
cles, changes to the interparticle network are inevitable. Conse-
quently, with the hydraulic diameter, i.e., the size of the
interparticle pores, being another key parameter for the permeabil-
ity of the catalytic bed [65,66], the severity of these changes should
be estimated. The normalised distributions of pore volume and of
coordination number, for the various test cases, are presented in
Fig. 4a and b, respectively. Distribution is normalised around the
average value of the pore volume and of the coordination number
metrics, respectively. Distribution reveals the population of pores
sharing a similar magnitude of the considered metric. The compar-
ative error of these metrics, with regards to the original geometry,
is also presented next to each figure (unless that error is 0.0%). The
total number of pores for the different test cases is presented in
Figure A2 of the ESI.

TC-0 has an almost identical pore network compared to the
original geometry. Specifically, both the pore number, Figure A2
in the ESI, and the pore volume distribution, Fig. 4a, are the same
as TC-Original. Minor errors, around 0.1%, are only presented in
the coordination number. TC-1 has the largest combined error
compared to the original geometry, with an average absolute error
of 21.1% and 24.3% in the pore volume and coordination number
distributions, respectively. Specifically, here, the distribution of lar-
ger pores is increased whilst their connectivity is reduced. On the
contrary, the distribution of smaller pores is reduced, but their
connectivity is increased, compared to the original geometry. Fur-
thermore, the total number of pores is reduced by 4.4%, as per Fig-
ure A2. Similar conclusions can be reached for TC-3, however here,
the effect is not as invasive. The shift in the distribution of larger
7

pores is slightly larger for TC-3 than for TC-2, compared to TC-
Original, equal to 22.6%, but the error in the network connectivity
and in the total number of pores is now reduced to 13.6% and 3.0%,
respectively. On the contrary, TC-2 preserves the interparticle pore
network better, reducing the errors in the pore volume and coordi-
nation number distributions to 10.6% and 5.8%, respectively, and
the error in the total number of pores to 0.3%. These three test
cases, TC-1, -2, and -3, introduce similar changes to the interparti-
cle network, albeit with a different error intensity. By interpreting
the results, it can be understood that, by deforming the catalytic
particles and the cavities they form, image-processing merges
neighbouring pores together, forming a simpler, less intercon-
nected network.

3.2. Mesh characteristics

As discussed in the introduction, meshing narrow topological
features and treating contact regions without introducing signifi-
cant errors in the final geometry is an important consideration in
the CFD literature. Consequently, with Simpleware segmenting
the particles to deal with contact regions, it is important to confirm
that the local bed structure, in terms of radial, axial, and bulk
porosities, is preserved. For this purpose, the pre- and post-
meshing radial and axial porosity profiles are presented in
Figure A3-A7 of the ESI for all test cases, while the bulk porosity
of the different test cases is presented in Fig. 4. In addition, the
mesh and file size of the different test cases are presented in
Table 3, while their mesh quality metrics are all presented in
Figure A8-A9 of the ESI.

For all test cases, their post-meshing radial, axial, and bulk
porosity magnitudes are higher compared to their pre-meshing
values. This signifies that, by segmenting the particles from their
neighbours, Simpleware removes particle regions, thus further
reducing the overall bed volume. Meshing introduces the highest
error in the original, unprocessed, test case, TC-Original, where a
volume difference of 0.9% between its pre- and post-meshing bulk
porosity, Fig. 4, is observed. As the original test case was unpro-
cessed, the dust particles were retained. However, meshing
removed those regardless, hence the difference in the bulk poros-
ity. Consequently, the bulk porosity of the original test case
reached a magnitude equivalent to that of the post-meshed TC-0.
This confirms that meshing the original CT-geometries without
any topological changes is not possible, and that deformations
are inevitable. For all other test cases which had already under-
went processing prior to meshing operations, their post-meshing
bulk porosity presents a very small increase of 0.2%. An error of this
magnitude enforced by meshing operations is acceptable and rea-
sonable [48], considerably smaller than the 1.7% error reported by
Wehinger et al. [18] and the 1.38% error reported by Partopour and
Dixon [21] during meshing of their mono-dispersed cylindrical
beds using the ‘‘caps” and the ‘‘bridges” method, respectively.
Moreover, the radial and axial porosity profiles are accurately
resolved during meshing, as per Figures A3-A7 of the ESI, retaining
the oscillations trends with a reasonable accuracy, albeit with a
slightly larger porosity magnitude, as already discussed. This is a
testament to the capability of Simpleware in preserving complex
topological features, even in its coarsest settings.

Regarding the mesh statistics of the different test cases, pre-
sented in Table 3, with their geometry now being very similar in
terms of porosity, TC-Original and TC-1 have comparable mesh
and file sizes. Specifically, their computational mesh consists of
16 million cells and the resulting file size is equal to 1.5 Gb. This
is a considerable mesh and file size, making loading, resolving,
and processing of the test cases significantly more demanding
compared to the remaining test cases. Their considerable mesh



Fig. 4. Normalised distribution of a) pore volume and b) coordination number of the interparticle network, as a result of different image-processing methods.
The comparative error of these metrics, with regards to the original geometry, is also presented (unless this error is 0.0%).
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and file size originates from the volume of their computational
cells, which are on average much smaller compared to the remain-
ing cases, equal to 3e-15 m3 as per Figure A8d of the ESI. With these
Table 3
Mesh size and file size of the different test cases.

Mesh statistics

Mesh size [–] File size [Gb]

TC-Original 16.1 M 1.53
TC-0 16.2 M 1.54
TC-1 12.3 M 1.17
TC-2 11.0 M 1.04
TC-3 15.0 M 1.37
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cases preserving the most complex topological features, however,
the necessity for a much smaller element size is justified. Both
the mesh and the file size are significantly reduced with TC-1
and TC-2, now being equal to 12 M/1.2 Gb and 11 M/1 Gb as per
Table 3, respectively. These cases also have the largest computa-
tional cell volumes, equal to 4e-15 and 4.5e-15 m3 for TC-1 and
TC-2 as per Figure A8d of the ESI, respectively. The similarities in
the mesh statistics between TC-1 and TC-2 are reasonable, as both
cases apply comparable changes to the geometry in terms of poros-
ity and interparticle network. It is interesting to notice though that
TC-2, apart from more accurately preserving the bed structure
compared to TC-1, also achieves the largest reduction, �32%, in
both the mesh and the file size. Consequently, the deformations
introduced by the ‘‘Fill holes” operation in TC-1 are more difficult
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to mesh and to resolve, thus requiring 1 million additional cells.
Finally, the mesh and the file sizes of TC-3 are comparable to those
of TC-Original and TC-0, albeit slightly smaller. Its computational
element volume is also comparable to them, being equal to 3.3e-
15 m�3 as per Figure A8d of the ESI. Overall, Simpleware was cap-
able of detecting narrow regions within the porous medium and
utilised the smallest cell volume there. Specifically, for all test
cases, more than 95% of the total cell population had a cell volume
below 1e-14 m3, and cells with larger volumes only appeared in the
free flow regions. This resulted in such narrow regions having a
sufficient number of cell layers in-between them, i.e., �5, allowing
for accurate flow resolution.

Noticeably, the mesh quality of almost all cases is almost iden-
tical, as indicated by the orthogonal quality, the skewness, and the
aspect ratio of the computational cells, shown in Figure A8a-c of
the ESI, respectively. TC-Original and TC-0 display the best mesh
qualities, due to their much smaller cell volume. Compared to
them, TC-1 and TC-2 have a roughly 1% increase in the population
of computational cells with medium (i.e., 0.3–0.7) orthogonal qual-
ities, at the expense of the population with higher (i.e., >0.7)
orthogonal qualities, as per Figure A9a of the ESI. Simultaneously,
a similar 1% increase in the population of cells with medium (i.e.,
0.3–0.7) skewness at the expense of the population with lower
skewness (i.e., >0.3) is also observed in Figure A9b of the ESI. On
the contrary, TC-3 has a considerable reduction in its mesh quality,
consisting of cells with much lower orthogonal qualities and much
higher skewness and aspect ratios, as indicated by both Figures A8-
A9 of the ESI. The crudeness of the image-processing in TC-3, apart
from significantly altering the bed structure, also creates an inter-
particle network with harder to mesh topological features, forcing
deformed computational cells of pour quality.

3.3. Flow velocity

Prior to comparing the different cases, it is key to understand
the hydrodynamic behaviour of the reactor. To reveal the intercon-
nection between velocity and porosity, Fig. 6a and b show the
radial and axial Z-velocity profiles for TC-Original, respectively, in
relation to the respective radial and axial porosity profiles. Radial
and axial Z-velocity contour plots are also presented. The radial
contour plot showcases the same 2D slice as Fig. 1, while the axial
contour plot rests at the middle of the bed. Respective X- and Y-
velocity plots are presented in Fig. A10-11 of the ESI.

By comparing the X-, Y-, and Z-velocities, the Z-velocity magni-
tude is around 1 to 2 orders of magnitude higher than the X- and Y-
velocities, thus the primary flow path is from inlet to outlet,
through the porous medium. However, X- and Y- velocities still
exist, revealing that flow disperses in all directions, thus exhibiting
distinct 3D behaviours. Consequently, with Z-velocity being the
primary flow path, it is further analysed here. For the radial profile,
Fig. 6a, the impact of the bed structure on the flow velocity is clear,
with the Z-velocity presenting the same oscillation peaks as that of
porosity. This is confirmed by observing the respective contour
plot; the magnitude of Z-velocity remains similar along the same
concentric radial slices, presenting peaks in the pores near the wall
region and in the pores close to the bed centre. However, along the
axial length, Fig. 6b, the interconnection between the two param-
eters appears random. The highly heterogeneous nature of the flow
velocity within the porous medium is evident by inspecting the
respective contour plot. Specifically, as a result of the local inter-
particle network, referring to the interconnection of a pore with
its neighbours in all three spatial dimensions, some pores exhibit
significantly larger velocity magnitudes compared to their neigh-
bours. It is also worth mentioning that minor flow recirculation
within individual pores was also observed, as is evident by the neg-
ative magnitudes of Z-velocity. However, such recirculations were
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minor compared to the overall flow rate. Moreover, as indicated by
the radial porosity of the bed, porosity is increased in the central
bed region, thus leading to higher local Z-velocity magnitudes. This
is indicative of the existence of a channelling effect, i.e., region of
low packing density where flow moves through uninterrupted,
which usually takes place only in the near-wall section [42,67].
This is especially evident in the contour plot of Fig. 7b, where a
path of high flow velocity magnitude exists in the exact centre of
the bed. In the literature, it has been reported that local velocity
can be significantly higher than the superficial velocity of the bed
[17,29,68]. The results here agree with this observation, with the
maximum Z-velocity magnitude exhibited by the flow in
TC-Original being 16-times higher than the average superficial
Z-velocity magnitude. Moreover, it can be observed from the two
contour plots of Fig. 6 that some particles reside in regions of
low velocity magnitudes. This raises questions regarding the heat
transfer capabilities of the bed, the accessibility of these particles
to the reactants, and whether these particles are chemically inac-
tive. This will be investigated in our subsequent study, where heat
transfer and intraparticle physicochemical phenomena will be
introduced. It will also be very informative to compare the intra-
particle physicochemical phenomena of our poly-dispersed bed
with those produced from homogeneous spherical and/or cylindri-
cal particles. This comparison will further highlight their differ-
ences and increase our understanding regarding the impact of
poly-dispersity. This would be highly valuable even for industrial
applications that utilise perfect particle shapes, as these particles
could potentially fracture, degrade, or deform over time, especially
considering their harsh operating environments. In such cases, it is
key to understand how complex particle shapes could affect the
local transport phenomena. Moreover, characterising the associa-
tion between turbulence and poly-dispersity will also be key for
industrial applications, as they predominantly utilise high flow
rates for increased productivity.

The normalised Z-velocity magnitude distribution, as well as
the radial and axial Z-velocity magnitude profiles, for all test cases
are presented in Fig. 7a-c, respectively. In Fig. 7a, Z-velocity distri-
bution, i.e., the Z-velocity within each computational cell within
the porous medium, is normalised around the average Z-velocity
magnitude of each test case, with the standard deviation being
used to define the Gaussian distribution curve. The radial and axial
Z-velocity magnitude profiles are defined in the same concentric
rings used to evaluate the radial and axial porosity profiles of
Fig. 3a and b, respectively. Radial and axial plots for the X- and
Y-velocities of all test cases are presented in Figures A12-A13 of
the ESI, respectively.

The Z-velocity distribution, radial Z-velocity, and axial Z-
velocity profiles are roughly identical in-between TC-Original and
TC-0, as per Fig. 7a-c, respectively, further highlighting their
resemblance in terms of pre- and post-meshing bed structure. On
the contrary, for Z-velocity distribution, Fig. 7a, the remaining
TCs show a shift of the average velocity magnitude towards higher
values. Specifically, compared to TC-Original, TC-1 shows an
increase of 10.5% and 5.8% in its average Z-velocity magnitude
and standard deviation, respectively. Instead, while TC-2 presents
a larger average Z-velocity magnitude, increased by 15.5%, its stan-
dard deviation is closer to that of TC-Original, with an error of 1.4%.
Finally, for TC-3, its average Z-velocity magnitude is increased by
21.9%, while its standard deviation is smaller than that of TC-
Original by 2.1%.

Rationalising these results, it can be understood that flow
through the medium is now faster for TC-1, -2, and -3, with TC-1
and -2 also showcasing a wider range of velocities compared to
TC-Original and TC-3 showcasing a narrower range. Interestingly,
these results reveal an interconnection between the pore structure
and the flow velocity. By normalising Z-velocity, pore number, pore
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volume, and coordination number of the different test cases
against those of TC-Original (excluding TC-0 due to resemblance)
and plotting them on the same figure, Figure A15 of the ESI, some
trends can be observed. Specifically, for all three TCs, pore number
and pore volume do not seem to have a clear association with the
flow velocity. On the contrary, as coordination number increases
from 8.0 (TC-1) to 8.2 (TC-2) and to 8.4 (TC-3), a clear linear rela-
tionship with Z-velocity magnitude can be observed. These results
indicate that coordination number has a higher impact on the flow
velocity compared to the pore number or the pore volume. How-
ever, this necessitates a dedicated parametric study to fully com-
prehend the association between the bed structural parameters
and the bed’s hydrodynamic behaviour, thus pinpointing the pri-
mary driving factors.

The radial and axial Z-velocity profiles, Fig. 7b and c,
respectively, as well as the radial and axial profiles of X- and
Y-velocities, Figures A12 and A13, respectively, also showcase the
sensitivity of the flow velocity to minor changes in the local topo-
logical structure. As previously discussed, TC-2 presented porosity,
Fig. 3, and interparticle network characteristics, Fig. 4, closer to
those of TC-Original, compared to TC-1. As a result, TC-1 presents
the largest errors in its X- and Y- radial and axial velocities when
compared to TC-Original, as per Figures A12 and A13, errors which
are even larger than those of TC-3. Specifically, while the radial and
axial X- and Y-velocity profiles of TC-1 follow the overall trends of
TC-Original, due to minor changes in local topological features, its
X- and Y- velocity magnitudes are considerably different. However,
the radial and axial Z-velocity magnitude profiles, Fig. 7b and c,
respectively, show a different behaviour. Specifically, for the radial
Z-velocity in-between the radial distance of 0.3 to 1.4 mm from the
wall, TC-2 presents overall higher Z-velocity magnitudes compared
to TC-1. Furthermore, TC-2 presents overall higher Z-velocity mag-
nitudes along the entire axial length, compared to TC-1. Conse-
quently, the radial and axial Z-velocity profiles predicted by TC-1
are closer to those of TC-Original than the profiles predicted by
TC-2. Finally, while TC-3 was the crudest image-processing method
in terms of preserving the porosity and interparticle characteris-
tics, its X- and Y-velocity profiles are closer to TC-Original than
those of TC-1, albeit slightly, but its Z-velocity profiles present
the largest overall errors out of all other test cases. The conflicting
observations of the X-, Y-, and Z-velocity profiles between TC-1 and
TC-2 showcase that minor topological differences in the pore struc-
ture, which are not easily detectable by simply observing the 2D
radial and axial profiles of porosity and interparticle network,
can result in considerable differences in the flow velocity. To accu-
rately interpret these results, a truly holistic analysis is required,
exploring the association between the 3D bed structure and the
local flow velocity. As also highlighted by Partopour and Dixon
[8], the 3D visualisation and interpretation is a field which can
greatly benefit by machine learning.

3.4. Flow static pressure

Prior to examining the different cases, the radial and axial static
pressure profiles of TC-Original are presented in Fig. 8a and b,
respectively. In addition, respective contour plots are also pre-
sented. The negative pressure values appearing in the contour plot
of Fig. 8b are the result of minor backflow at the outlet of the reac-
tor. It can be seen in both the scatter plot and the contour plot of
Fig. 8a that, radially, static pressure presents random oscillations
with no discernible pattern. As a result, neighbouring pores with
significant pressure gradients can exist. Furthermore, by compar-
ing the Z-velocity contour plot of Fig. 7a with the pressure contour
plot of Fig. 8a, it can be seen that local regions of accelerated Z-
velocity result in local pressure minima, however, the X- and Y-
velocities also play a role in the resulting pressure drops, further
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supporting the complex role of local 3D topological features. Pres-
sure is lower near the centre of the bed, in the region where the
channelling effect is observed, and the flow field accelerates. Along
the axial length, Fig. 8b, static pressure presents a linear drop of
around 17 Pa.

Fig. 9a and b present the radial and axial pressure drop profiles
of the different TCs. As expected, TC-Original and TC-0 have very
similar pressure drop profiles, along both the radial and axial direc-
tions. Along the axial static pressure profile, the average absolute
error of TC-0, compared to TC-Original, was 0.45%. For TC-1, fol-
lowing its Z-velocity trends, its axial pressure drop is the closest
to that of TC-Original out of the remaining test cases, with an aver-
age absolute error of 1.4%. Interestingly, however, its radial pres-
sure drop profile is the highest out of all five test cases, thus
showcasing the importance of accurately resolving the X- and Y-
velocity profiles as well. The remaining two cases, TC-2 and TC-3,
both have lower radial and axial pressure drop profiles compared
to TC-Original, with TC-2 exhibiting the lowest magnitudes. As a
result, TC-2 has the largest error in its axial pressure drop, com-
pared to TC-Original, equal to 9.8%, while the respective error of
TC-3 is equal to 6.6%. An important thing to notice in Fig. 9a is that
the sudden pressure drop in the central bed region due to the chan-
nelling effect exists only for TC-Original and TC-0. All other test
cases present smaller local pressure gradients. This is indicative
of the sensitivity of pressure drop to the local bed structure, as
small changes in the topological features in this region due to
image-processing significantly modifies the resulting velocity,
Fig. 7b, and pressure, Fig. 9a, fields.

Literature studies that focused on the impact of the bed struc-
ture on the pressure drop insisted on preserving the catalytic bed
structure, in terms of bulk and radial porosity, as much as possible
[17,18,30,48]. In fact, Dixon et al. suggested as a rule of thumb that
a 1% change in the bed’s porosity leads to a 3% change in the pres-
sure drop [48]. Here, in the first two sections, it was determined
that, in-between TC-1, -2, and -3, TC-2 was the most delicate pro-
cessing method, respecting the bed structure the best, both in
terms of bulk, radial, and axial porosities and in terms of interpar-
ticle network. However, the deviations in its Z-velocity and static
pressure parameters were larger than those of TC-1, and in the case
of pressure drop, even larger than TC-3. With both TC-1 and TC-3
methods being more invasive in their processing, this is an unex-
pected result. Summarising the bulk porosity and the static pres-
sure results, compared to TC-Original, the errors in the bulk
porosity were equal to 0% (TC-0), 2.0% (TC-1), 1.7% (TC-2), and
4.0% (TC-3), while the errors in the axial pressure drop were 0.5%
(TC-0), 1.4% (TC-1), 9.8% (TC-2), and 6.6% (TC-3). This means that
a 1% change in the bed’s porosity leads to a 0.7% (TC-1), 5.8%
(TC-2), or 1.7% (TC-3) change in the pressure drop. Consequently,
due to the highly complex and poly-dispersed nature of the consid-
ered beds, it is not easy to identify a straightforward connection
between porosity and pressure as the one suggested by Dixon
et al. [48], and doing so neglects key parameters that play a dom-
inant role. It is thus clear that there is a complex and delicate inter-
play between structural morphology (i.e., porosity and pore
distribution) and hydrodynamic profile (i.e., velocity and pressure
drop), where minor changes in the structural system cause consid-
erable results in the flow field. Fully understanding the interplay
between local bed porosity, pore size and connectivity, and flow
profiles, dedicated computational studies are needed, where the
impact of these parameters can be investigated dynamically.

3.5. Computational resources

The computational resources of the different test cases are pre-
sented in Table 4, evaluated based on the number of iterations and
computational time needed for convergence, as well as on RAM



Table 4
Computational resources of the different test cases. Simulations were performed on
IRIDIS 5 high performance computing facility, utilising 2 Intel Xeon 6130 2.1 GHz
CPUs, with 32 Gb of allocated RAM.

Computational resources

Iterations[–] Computational
time [min]

RAM Utilisation
[Gb]

TC-Original 251 27 28
TC-0 243 (�3.2%) 26 (�3.7%) 28.1 (0.5%)
TC-1 230 (�8.4%) 19 (�29.6%) 22.2 (�20.7%)
TC-2 231 (�8.0%) 16 (�40.7%) 20.5 (�26.7%)
TC-3 266 (6.0%) 24 (�11.1%) 26.3 (�6.0%)

Fig. 5. Bulk porosity of the different test cases, before and after the geometry was
meshed.
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utilisation. The parenthesis next to each metric showcases its dif-
ference with the respective metric of TC-Original.

The resemblance between TC-Original and TC-0 continues, as
the computational resources of the two cases are very close
together. However, TC-0 is comparatively cheaper, reducing the
computational time and number of iterations needed by around
3%-4%. In terms of hardware requirements, i.e., file size (Table 3)
and RAM utilisation (Table 4), the two cases are very close, with
TC-0 being slightly more expensive. Comparatively, TC-2 is the
fastest case explored, requiring 16 min to complete 231 iterations,
reduced by 41% compared to TC-Original. Furthermore, TC-2 has
the smallest hardware requirements, both in terms of file size
(Table 3) and RAM utilisation (Table 4), with a reduction of 32%
and 27%, respectively. TC-1 is slightly more expensive compared
to TC-2, requiring 19 min for 230 iterations, reduced by 30% com-
pared to TC-Original. Its hardware requirements are also reduced
by 24% (file size) and 21% (RAM utilisation), but the achieved
reduction is not as large as that of TC-2. Finally, the computational
demands of TC-3 are slightly cheaper compared to TC-Original,
with a reduction of 11% in the computational time, requiring
24 min to achieve 266 iterations. Its reduction in the hardware
requirements is also small, equal to 10% (file size) and 6% (RAM
utilisation).

While the computational demands presented here may seem
low, the reader is reminded that only a 10% section of the full
bed was studied. Furthermore, simply the laminar flow or air
through the medium was considered, thus solving only the mass
and the momentum conservation equations. In the future, we are
looking to expand these simulations to include heat transfer, as
well as diffusion and reaction phenomena. To validate with avail-
able experimental results, the bed should also be scaled-up to a
50% section. With those modifications in mind, keeping the com-
putational demands manageable is critical. In our previous work,
we highlighted the dilemma faced by computational engineers,
specifically the need to preserve computational accuracy while
reducing simplifications and errors [53]. Furthermore, it was previ-
ously discussed that, even if the CT-scans are left unprocessed,
geometry modifications during meshing are inevitable, thus errors
will always be introduced. If the goal is to investigate the hydrody-
namic behaviour of the bed as accurately as possible, then the
methods followed by TC-Original or TC-0 are advised, as their topo-
logical structures and flow profiles are practically identical. If the
goal is to scale-up, introduce heat transfer, and solve for physico-
chemical phenomena (diffusion and reaction), then the method
followed by TC-2 is advised. This method introduces relatively
small errors in the bed structure, i.e., 1.8% error in the bulk porosity
post meshing and compared to TC-Original, as per Fig. 5c. However,
its errors in the velocity and pressure profiles were significant,
�10%. But the reduction in the computational resources achieved
cannot be understated. With the pressing need to explore and
understand all aspects of fixed bed chemical reactors during oper-
11
ation, especially for poly-dispered beds where both catalytic and
experimental data are scarce, TC-2 is the best candidate for further
investigations.

3.6. Particle size study: Hydrodynamics of 300–500 lm and 500–
700 lm beds

The poly-dispersity of the particles within the bed structure
was seen to play a prominent role in the flow profiles. However,
identifying the role of the particle size in these flow profiles is
highly valuable for optimising the reactor’s performance. For this
purpose, the 10% section of the 300–500 lm bed is compared with
the respective 10% section of the 500–700 lm bed. Both beds were
processed using the TC-2 method. Furthermore, for these simula-
tions, the residual targets were reduced to 1e-4 from 1e-3, leading
to higher solution accuracy. The computational resources of the
two cases are presented in the Table A1 of the ESI. The radial and
bulk porosity, as well as the pore size distribution and total pore
number, of the 300–500 and 500–700 lm cases are presented in
Fig. 10a and b, respectively. Both metrics of Fig. 10 refer to the
300–500 and 500–700 lm cases after they have been processed
with the TC-2 method and meshed. The axial porosity and coordi-
nation number of the two cases is presented in Figure A16 of the
ESI.

Due to its smaller particle sizes, the 300–500 lm bed presents a
more heavily packed structure and a more complex pore network.
Comparatively, the 500–700 lm bed presents very large radial
porosity oscillations along the entire radial length of the bed, while
its overall bulk porosity is 3% larger, signifying a less tightly packed
bed. Furthermore, as was discussed in our previous work, the 10%
section of the 500–700 lm bed has a highly heterogeneous struc-
ture [53], because of its larger particle sizes. Consequently, with its
larger particles being deposited at various orientations, the inter-
particle pores formed are fewer in number and much larger in vol-
ume compared to those formed by the 300–500 lm bed. However,
the coordination number of the interparticle network is similar
between the two cases, as per Figure A16b of the ESI, with the
500–700 lm pores having a slightly smaller coordination number,
i.e., less interconnected pores.



Fig. 6. A) Radial and b) axial z-velocity and porosity profiles of tc-original. in addition, radial and axial contour plots of z-velocity are presented.
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The normalised Z-velocity distribution and radial Z-velocity
profile of the 300–500 and 500–700 lm cases are presented in
Fig. 11a and b, respectively. The radial and axial X- and
Y-velocity profiles, as well as the axial Z-velocity profile, are
presented in Figures A16-A18 of the ESI, respectively. Respective
contour plots are presented in Figures A19-A24 of the ESI.

Although the radial Z-velocity profiles of the two cases are very
similar, the 500–700 lm case presents overall lower magnitudes.
Specifically, the average Z-velocity magnitude within the
500–700 lm bed is 2.9% lower compared to that within the
300–500 lm bed, being at a similar magnitude to the difference
in the bulk porosity observed between the two cases. Both beds
exhibit a highly heterogeneous flow field, with the maximum
Z-velocity magnitude being 16-times and 14-times higher than
the average Z-velocity magnitude in the 300–500 and 500–
700 lm case, respectively. Comparing the radial Z-velocity profiles
of the two cases from Fig. 11b, the 500–700 lm case presents
12
higher Z-velocity magnitudes only in the near-wall section and at
a radial depth of around 0.85 mm from the wall. The former is
due to the near-wall channelling effect being more prominent as
the particle size increases, while the latter is caused by the local
peak in the radial porosity of the 500–700 lm case, observed in
Fig. 10a. The 300–500 lm case has a stronger channelling effect
in the central bed region, at a radial depth � 1.8 mm from the wall,
where, as a result of the local porosity increase, demonstrated in
Fig. 10a, the local Z-velocity is considerably larger than that of
the 500–700 lm case. The same conclusions can be reached by
observing the contour plots of Figure A24-A25. With both porosity
and pore volumes being smaller in the 300–500 lm bed, the flow
faces more obstructions in its path. Due to the smaller pore sizes of
the 300–500 lm bed, the flow is forced through narrower regions,
compared to the flow in the 500–700 lm bed, thus it is locally
accelerated reaching higher magnitudes. The flow velocity is
directly associated with the permeability of the beds and with



Fig. 7. A) z-velocity distribution, and b) radial, and c) axial z-velocity profiles for the different test cases.
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the resulting pressure drop. To quantify this, the axial pressure
drop of the two cases is presented in Fig. 12. Radial and axial static
pressure contour plots are presented in Figures A25-A26 of the ESI,
respectively. Increasing the particle size significantly reduces the
pressure drop experienced by the bed. Specifically, the 500–
700 lm case achieves a 52% reduction in its pressure drop com-
pared to the 300–500 lm case.

Reducing the pressure drop of the catalytic bed is a key perfor-
mance optimisation goal. Large pressure drops are not desirable, as
they detrimentally increase the compressor power requirements,
used to dictate the flow, thus hindering the efficiency of the system
and increasing the costs [9,69]. The reduction of the pressure drop
as the particle size increases is a well-known effect [15,70] which
is also confirmed by our observations. However, reducing pressure
13
drop is one aspect of reactor optimisation, with heat management
and chemical performance being equality important. Heat man-
agement refers to the ability of the reactor system to rapidly
remove heat produced from exothermic reactions, thus preventing
local hotspots leading to catalyst sintering or runaway conditions
[9,71]. Larger particles are known to exhibit lower temperatures,
whilst they also form less heavily packed beds, thus allowing more
effective and rapid heat removal through convection [9,15]. Chem-
ical performance refers to the product yield of the chemical reac-
tor. Aside from the operating conditions, e.g., flow rate, pressure,
and temperature, intraparticle physicochemical phenomena, i.e.,
diffusion transfer, particle accessibility, and exposed surface area,
also affect the overall reaction rate. Specifically, larger particles
introduce intraparticle diffusion limitations that act as a rate-



Fig. 8. A) Radial and b) axial static pressure profiles of tc-original. in addition, radial and axial contour plots of pressure are presented.

S. Kyrimis, R. Raja and L.-M. Armstrong Advanced Powder Technology 34 (2023) 104199
limiting step, while their exposed surface area is reduced com-
pared to smaller particles, effects which both limit the perfor-
mance of the reactor [15,72]. Consequently, reactor optimisation
involves a delicate balance between these aspects. While the heat
transfer and the chemical performance of the beds will be studied
in our subsequent work, the exposed surface area and the species
residence time within the bed can be investigated with our avail-
able cases.

The exposed surface area and the residence time of the 300–500
and 500–700 lm cases are presented in Table 5. For the calculation
of the residence time, 18 k massless particles were injected within
the porous medium every 10 iterations, and their position was
tracked. Massless particles have no associated physical properties
and experience no force; thus they don’t interact with the flow,
but rather move along the flow path [61]. The 300–500 lm case
has a 30% higher surface area exposed to the flow, compared to
14
the 500–700 lm case, thus allowing easier catalyst access to the
reactants. However, despite its less complex interparticle network,
the 500–700 lm case exhibits a slightly larger residence time, as a
result of its lower overall flow velocities. Higher residence time is
associated with more contact time between reactants and catalyst,
thus increasing the possibility of reactants to chemically trans-
form. It is unlikely that the small increase in residence time
achieved by the 500–700 lm case will counterbalance the increase
in the exposed surface area achieved by utilising the smaller cat-
alytic particles. Further investigating the chemical performance
of these case will enable a deeper understanding of how the differ-
ent flow parameters are interconnected. This study will also reveal
how particles residing in regions of low flow velocity behave.

The results seen here reveal interactions between the flow and
the interparticle network that are not widely understood yet.
Throughout the literature, porosity is the primary parameter to



Fig. 9. A) Radial and b) axial static pressure profiles of the different test cases.

ig. 10. A) Radial porosity profile and b) normalised pore distribution of the 10%
ections of the 300–500 and 500–700 lm beds.
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describe the bed structure, thus trying to preserve it during mesh-
ing as accurately as possible is of paramount importance. However,
it was seen here that the interparticle network, and specifically the
coordination number, can play an equally important role, espe-
cially regarding its 3D interconnectivity. The unique insights pro-
duced by the highly poly-dispersed beds considered here are key
to advance our understanding regarding the hydrodynamic beha-
viour of fixed bed chemical reactors. However, for this, advanced
methods to depict and interpret the results are necessary. Incorpo-
rating the heat transfer and the chemical reactions in the consid-
ered cases will further reveal how poly-dispersity affects the
performance of the reactor, guiding future optimisation studies
and accelerating the scale-up efforts towards our emission reduc-
tion goals.
15
F
s

4. Conclusions

Scaling-up and optimising fixed bed chemical reactors used for
the bulk production of carbon-neutral fuels and chemicals requires
the development of advanced Computational Fluid Dynamics (CFD)
models. For this, coupling CFD models with experimental setups
can provide unique insights into the behaviour of fixed bed reac-
tors during operation. This becomes possible through the applica-
tion of computed tomography (CT) scans, which produce a 3D
representation of the internal structure of lab-scale reactors. Previ-
ously, such CT scans were used in our lab-scale fixed bed reactor,
revealing its poly-dispersed nature, with particles exhibiting a
wide range of sizes, shapes, and orientations. Here, a 10% section
of these beds was used as a 3D geometry for CFD simulations. Prior
to integrating the geometry, however, image-processing was
applied to reduce the mesh size and the computational resources
necessary. Based on the number of processing steps involved in



Fig. 11. A) Normalised z-velocity magnitude distribution and b) radial z-velocity
magnitude of the 300–500 lm and 500–700 lm cases.

Fig. 12. Axial static pressure drop of the 300–500 and 500–700 lm bed cases.

Table 5
Exposed surface area and residence time of the 300–500 and 500–700 lm cases.

Exposed surface area [cm2] Residence time [ms]

Min Max Average

300–500 lm 4.01 45 85 71
500–700 lm 2.81 47 101 75
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cleaning the scanned geometries, the resulting beds are progres-
sively deformed, exhibiting changes in both their porosity (bulk,
radial, and axial) and their interparticle network (pore size, coordi-
nation number) characteristics. Aside from image-processing, by
segmenting the particles from their neighbours to treat contact
regions and to generate a good quality mesh, the meshing process
further reduces the bed volume.

The hydrodynamic profiles, i.e., the X-, Y- and Z-velocity magni-
tudes and the pressure drop, of the produced beds were then
examined. The highly poly-dispersed nature of the catalytic beds
resulted in large local changes in the Z-velocity magnitude, with
the maximum velocity magnitude being 16-times higher than
the average Z-velocity within the bed. Moreover, deformations in
small topological features were observed to introduce significant
errors in the hydrodynamic behaviour. A particle size study
revealed that larger particles form a less tightly packed bed with
larger interparticle pores, which increase the permeability of the
medium, thus reducing local velocity magnitudes and the pressure
drop experienced by the flow. Throughout this study, the local 3D
interconnectivity of the pores was identified as an equally impor-
16
tant structural parameter as the local porosity of the bed. This
revealed an interconnection between the bed structure and its
hydrodynamic profile that was previously neglected, leading to
key insights into further CFD model development and reactor
optimisation.
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