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Abstract—Given the popularity of flawless telepresence and
the resultants explosive growth of wireless video applications,
besides handling the traffic surge, satisfying the demanding user
requirements for video qualities has become another important
goal of network operators. Inspired by this, cooperative edge
caching intrinsically amalgamated with scalable video coding is
investigated. Explicitly, the concept of a Pareto-optimal semi-
distributed multi-agent multi-policy deep reinforcement learning
(SD-MAMP-DRL) algorithm is conceived for managing the
cooperation of heterogeneous network nodes. To elaborate, a
multi-policy reinforcement learning algorithm is proposed for
finding the Pareto-optimal policies during the training phase,
which balances the tele-traffic vs. the user experience trade-off.
Then the optimal policy/solution can be activated during the
execution phase by appropriately selecting the associated weight-
ing coefficient according to the dynamically fluctuating network
traffic load. Our experimental results show that the proposed
SD-MAMP-DRL algorithm 1) achieves better performance than
the benchmark algorithms; 2) obtains a near-complete Pareto-
front in various scenarios and selects the optimal solution by
adaptively adjusting the above-mentioned pair of objectives.

Index Terms—Edge caching, multi-objective optimization,
Pareto-front, scalable video coding, multi-agent reinforcement
learning.

I. INTRODUCTION

Edge caching has emerged as an efficient technique for
tackling the escalation of wireless video traffic. By pushing
popular contents near mobile users, it can dramatically reduce
the transmission distance and hence the latency as well as
the network cost. Conventionally, the major concern of edge
caching is how to efficiently reuse the limited storage resources
for enhancing the cache hit ratio. Recently, how to satisfy the
heterogeneous user preferences for video qualities with limited
storage resources has attracted substantial attention. In [1],
maximizing the user’s quality of experience (QoE) serves as
the objective of the caching design.
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As a further advance, the specifics of video coding tech-
niques were also considered in the design of the caching
strategy [2]. Specifically, the scalable video coding (SVC),
mode of the H.264 standard is capable of dynamically recon-
figuring the video qualities [3]. It encodes the original video
into a basic layer and multiple enhancement layers that can
be flexibly added and reduced for upgrading and reducing the
video qualities. Such a design shows an intrinsic advantage in
caching scenarios, where the storage resources are limited. To
elaborate, SVC is introduced in the design of caching strategies
for meeting personalized user requirements [4, 5], and also for
the design of cooperative caching [6].

Although cooperative caching fundamentally enlarges the
available storage resource for improving the edge caching
performance, it increases the scheduling and design complex-
ity [7]. The key issue of cooperative caching is to avoid re-
peated caching and content exchange among cooperative units.
Hence the extraordinary decision-making capability of multi-
agent reinforcement learning (MARL) makes it an excellent
choice for cooperative cache design. However, a fully dis-
tributed structure is vulnerable to non-stationary environments
and may even fail to converge due to the associated vulner-
able information exchange [8]. By contrast, the centralized
structure generally leads to high computational complexity,
communication cost and decision delay. Hence the semi-
distributed concept was introduced, which strikes an attractive
performance vs. complexity trade-off [9].

When aiming for striking an attractive QoE vs. transmission
cost trade-off, a multi-objective optimization problem (MOP)
arises [10]. In this context, deep reinforcement learning (DRL)
is capable of acquiring the optimal action by finding the
maximum objective function value. Hence, when dealing with
a MOP to be solved by DRL, transforming them into a
single-objective one by scalarization is the commonly-used
approach [11]. This kind of approach relies on a predetermined
scalarization function during the training, which cannot be
changed during the execution phase. This lack of flexibility
makes the corresponding approaches less suitable for dynamic
wireless networks.

Against this backdrop, we aim to reduce the wireless traffic
and enhance the user’s QoE simultaneously, and we investigate
the benefits of cooperative caching design intrinsically amalga-
mated with SVC. A semi-distributed multi-agent multi-policy
deep reinforcement learning (SD-MAMP-DRL) algorithm is
proposed. As illustrated in Fig. 1, the main process consists
of a training phase and an execution phase. During the training
phase, multi-agents are jointly trained with the aid of an
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Fig. 1. The main process of proposed SD-MAMP-DRL.
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orchestrator. In contrast to the traditional RL that learns an
optimal policy of every possible state, the proposed solution
aims to develop multiple Pareto-optimal policies that balance
the transmission cost and the users’ QoE. Subsequently, in
the execution phase, a weight to balance the two objectives is
generated based on the real-time traffic load. Each agent then
uses the weight to select the corresponding optimal policy
from those Pareto-optimal policies.

The main contributions of this paper are three-fold,
• We introduce a semi-distributed multi-agent structure that

leverages the benefits of edge servers while taking into
account the heterogeneity of cooperative devices.

• A multi-policy DRL approach relying on maximizing the
hypervolume of the Pareto-front is used to obtain the
Pareto-optimal policies during the training, which strikes
a trade-off between the user’s QoE and transmission cost.

• To adapt to the wireless environment, we propose a
traffic-based weight adjustment regime, relying on which
of the most preferred policy can be dynamically selected
from the Pareto-optimal policies during the execution
phase.

The rest of the paper is organized as follows. Section II
introduces the current state-of-the-art. Section III describes the
system model and formulates the cooperative caching problem,
while Section IV elaborates on the proposed SD-MAMP-
DRL algorithm for the training phase. The execution phase,
including the traffic-based weight adjustment regime and the
corresponding policy selection process, is covered in Section
V. Our simulation results are presented in Section VI, and we
conclude with a summary of our findings in Section VII.

II. RELATED WORK

A. Multi-Agent Reinforcement Learning

In recent years, DRL has been successfully used for solving
decision-making problems, such as games, robotic tracking
control, autonomous driving, as well as edge caching prob-
lems [12]. When the decision-making problem involves mul-
tiple intelligent cooperative or competitive individuals in a
common environment, it may be modeled as a multi-agent
reinforcement learning (MARL) problem.

A fully centralized architecture having a global view is capa-
ble of improving the overall caching performance, but suffers
from excessive computational complexity when the network
scale escalates [13]. In the spirit of distributed algorithms, a
decentralized structure was developed, such as independent Q-
learning (IQL), where each agent independently improves its
strategy according to its state and reward [14]. To improve
the cooperative performance, flawless communications of the
agents are required in the distributed structure, which however
imposes extra communication overhead [15].

Again, to strike a performance vs. complexity trade-off,
semi-distributed structures have also received research atten-
tion recently. In [16], a remote server evaluated the actions of
the agents and sent the evaluation results back to agents for
model updates. In [17], a value decomposition network (VDN)
was adopted, where the state-action value from each agent was
accumulated in the edge server to calculate the gradient for
neural network updates in each agent.

B. Multi-policy Reinforcement Learning

For MOPs that involve multiple potentially conflicting ob-
jectives, a commonly used approach is to transform these
objectives into a single-objective optimization problem (SOP).
Apart from the most popular scalarization method [18, 19],
converting other objectives into constraints is also an attractive
approach. In [23], the ε-constraint approach was adopted
to achieve optimality. However, in time-varying scenarios,
frequent retraining is required for refreshing the policy.

By contrast, Pareto-optimality reflects the trade-off among
different objectives, which has multiple solutions, where none
of the associated metrics can be improved in value without
degrading some of the other metrics. To find the Pareto-
optimal set of solutions in a single run, the non-dominated
sorting genetic algorithm-II (NSAG-II) was adopted in [24].
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Similarly, to obtain the Pareto solutions, the straightforward
approach is that of transforming a MOP into multiple SOPs
with multiple scalarization preferences, which however results
in excessive computational cost [20, 21].

The authors of [20, 21] found that linear scalarization can
only find the solution set in a convex hull, while nonlinear
scalarization has no guarantee of convergence. To avoid the
extra complexity of multiple training processes, the multi-
policy concept was proposed in [22], which aims to learn the
Pareto solutions in a single training process.

In Table I, we boldly contrast our novel contributions to
the related literature of reinforcement learning techniques
mentioned in Sections II-A and II-B.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. Network Scenario

We consider a video caching system based on the archi-
tecture of edge-based next-generation cellular networks [25],
which is shown in Fig. 2. Multiple small-cell and/or macro-
cell base stations (BSs) equipped with mobile edge comput-
ing/caching units are connected and served by an edge server.
The edge server generally consists of multiple management
modules, which can also offer computing and caching func-
tionality. Multiple edge servers are connected to a remote
video server through the wireless core network.

We then embark on investigating a cooperative caching
framework with the aid of the edge server. To reduce the
transmission delay and cost of video delivery from the remote
video server through the backbone and core network, the
popular video files are pre-cached in the BSs and the caching
module of the edge server. The edge server and its associated
BSs compose a cooperative caching cluster, where the cached
contents can be shared among the cluster units under the
control of the edge server.

Overall, the cooperative caching cluster consists of the
following network nodes having different functions.

Core Network

Remote Video Server

Mobile User

A Cooperative Caching Cluster

Base Station

Cache Module

1.

2.

3.

..
.

Edge Server

Fig. 2. An illustration of cooperative caching networks.
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Fig. 3. An illustration of the scalable video coding.

• Non-caching BSs: Such BSs only work as basic access
points of the cellular network and serve their associated
users.

• Caching-enabled BSs: Such BSs work as wireless access
points, but they are also equipped with extra storage for
video caching.

• Edge Server: It serves as the controller which coordinates
the content sharing among the associated BSs. It also has
sufficient storage resources to cache popular video files.

• Mobile Users: Under the basic one-user-one-BS associa-
tion criterion, we assume that each user can only request
one video from its serving BS at a given time instance.

We assume that there are M BSs and a single edge
server in a cooperative caching cluster, denoted by M =
{0, 1, 2, . . . ,M}, where the index 0 represents the edge server.
Moreover, for the m-th BS, Um,m ∈ {1, . . . ,M} denotes the
set of associated mobile users.

B. Video Delivery in the Cooperative Caching Scheme

Based on the cooperative caching scheme, the video delivery
involves four cases:
• from the associated BS: when the requested video is

cached in the user’s serving BS. Similar to [26], we define
ω1 (cost/Mbit) to represent the transmission cost of unit
traffic from a BS to its associated user.

• from the edge server: when the requested video is cached
in the edge server but not in the associated BS. The
transmission cost of unit traffic is denoted by ω2. As
shown in Fig. 2, compared to the above case, the backhaul
link between the edge server and the serving BS is
involved in the video delivery, thus we have ω2 > ω1.

• from cooperative BSs: when the requested video is only
cached in one of the cooperative BSs. The corresponding
transmission cost of unit traffic is denoted by ω3. Follow-
ing the network topology shown in Fig. 2, two backhaul
transmissions are involved, and hence we have ω3 > ω2.

• from the remote video server: when the requested video
is not cached in any cooperative cache unit. The trans-
mission cost of unit traffic denoted by ω4, and obviously
ω4 > ω3 > ω2 > ω1.

C. SVC-Based Cooperative Caching Scheme

To accommodate the users’ requirements concerning various
video qualities, and to fully exploit the caching resources, we
incorporate the SVC technique into our cooperative caching
scheme (SVC-CCS). The video stream is encoded with the
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aid of the SVC technique into multiple layers, including a
base layer that provides basic video quality and multiple
enhancement layers that increase the video quality, as and
when required and/or affordable [3].

For example, as illustrated in Fig. 3, SVC generates the base
layer-1 and two enhancement layers (2 and 3). Base layer-
1 offers a (176 × 144)-pixel Quarter Common Intermediate
Format (QCIF) video, while the combination of base layer-
1 and enhancement layer-2 offers a (352 × 288)-pixel CIF
resolution. Moreover, all three layers may be combined to offer
a (704× 576)-pixel representation.

We further assume each video v in the library V =
{1, . . . , V } is encoded into L layers providing L various video
qualities. Upon denoting the size of the l-th layer of the v-th
video by bvl, and the video quality provided to the u-th user
by puv , the overall video size delivered can be expressed by

puv∑
l=1

bvl. (1)

Furthermore, an SVC-encoded video layer is viewed as a
caching object in SVC-CCS. We define δmvl = 1 to indicate
that the l-th layer of the v-th video is indeed cached in the
m-th BS, and δmvl = 0 otherwise. Additionally, δ0vl = 1
indicates that the l-th layer of the v-th video is cached in the
edge server. It should be noted that, considering the disparity
in video popularity and the importance of the base layer for a
video in SVC, a video layer is allowed to be cached in multiple
nodes within a caching cluster.

D. Performance and Optimization of SVC-CCS

We now embark on jointly optimizing two parameters, δmvl
and puv , namely the caching decision and the user-specific
video quality, while aiming for minimizing the transmission
cost and maximizing the user’s quality of experience (QoE).

1) Transmission Cost Reduction: Let us assume that the u-
th user requests the v-th file, and it is served by the m-th BS
at a video quality puv . Then, upon considering the four video
delivery cases mentioned in Section III-B, the transmission
cost can be calculated as
puv∑
l=1

[
δmvlω1 +

(
1− δmvl

)(
δ0vlω2+

(
1− δ0vl

)(
δm′vlω3 + (1− δm′vl)ω4

))]
bvl, (2)

where
∑puv

l=1[·] represents the cumulative layer transmissions
for a given video quality puv , and m′ denotes the index of a
cooperative BS in the same cooperative cluster. To elaborate
a little further,

1) the first item δmvlω1bvl of (2) represents the transmis-
sion cost when the video layer is delivered directly from
the associated BS;

2) the second item (1− δmvl)δ0vlω2bvl represents the cost
when the layer is delivered from the edge server;

3) the third item (1− δmvl)(1− δ0vl)δm′vlω3bvl represents
the cost of delivery when the layer is delivered from a
cooperative BS;

4) (1− δmvl)(1− δ0vl)(1− δm′vl)ω4bvl represents the cost
of delivery from the remote video server.

Compared to a scenario with no caching, where all the
video layers are delivered from the remote video server at
a transmission cost of

∑puv

l=1 ω4bvl, the average transmission
cost reduction ratio, o1, resulting from cooperative caching for
all the users can be expressed as

o1=
1

U

∑
m∈M

m′ 6=m,m′∈M

∑
u∈Um

∑
v∈Du

[
1− 1∑puv

l=1 ω4bvl

puv∑
l=1

[
δmvlω1 +

(
1−

δmvl

)(
δ0vlω2 +

(
1− δ0vl

)(
δm′vlω3 + (1− δm′vl)ω4

))]
bvl

]
.

(3)
Here, Du denotes the video requested by the u-th user.

2) Quality of User Experience: In this paper, we use the
bitrate of the received video to quantify the user’s QoE on
the video quality [27]. Upon relying on the definition of mean
opinion score (MOS) [28], and considering the various user
requirements, we calculate the user QoE as

o2 =
1

U

∑
m∈M

m6=0,m′∈M

∑
u∈Um

∑
v∈Du

min

{
exp

(
− β1

(∑puv

l=1 bvl∑p̂uv

l=1 bvl

)−β2

+ β1

)
, 1

}
.

(4)

Here, p̂uv denotes the video quality that user-u requests
for video-v;

∑puv
l=1 bvl∑p̂uv
l=1 bvl

represents the ratio of obtained video
quality to the user’s requested video quality; β1 and β2 are
the coefficients representing the overall quality reduction and
quality gain vs. bitrate; min{·, 1} limits the QoE within the
range of (0, 1], where the maximum QoE, o2 = 1, means that
the user’s requested video quality is satisfied.

3) Problem Formulation: To simultaneously minimize the
video transmission cost and maximize the video quality, we
formulate the following multi-objective optimization problem:

max
{puv,δmvl,δ0vl}

O , [o1, o2] , (5)

s.t.
∑
v∈V

∑
l∈L

δmvlbvl ≤ gm, (5a)∑
v∈V

∑
l∈L

δ0vlbvl ≤ g0, (5b)

δmvl ∈ {0, 1},m ∈M, v ∈ V, l ∈ L, (5c)
δ0vl ∈ {0, 1}, v ∈ V, l ∈ L, (5d)
1 ≤ puv ≤ L, (5e)

where gm and g0 represent the cache capacity in BS-m and
the edge server, respectively. Note that, for non-caching BSs,
the cache capacity equals 0. The constraint (5e) represents the
range of video qualities.

In essence, the formulation in (5) represents a multi-
objective nonlinear integer programming problem, which is
typically NP-hard. Although some traditional techniques, such
as the branch-and-bound and heuristic algorithms can solve
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this problem, they will impose excessive computational com-
plexity and are inefficient in nonlinear scenarios [29, 30]. To
address this problem, we resort to DRL, which constitutes a
powerful technique for handling a dynamic decision-making
problem.

Explicitly, a multi-agent DRL-based approach is proposed
in Section IV, where a Pareto-optimization-based multi-policy
DRL algorithm is designed to deal with the multi-objective
optimization problem considered and a semi-distributed multi-
agent framework is utilized for supporting cooperation among
BSs and the edge server.

IV. SEMI-DISTRIBUTED MULTI-AGENT MULTI-POLICY
DEEP REINFORCEMENT LEARNING

In this section, we introduce the proposed semi-distributed
multi-agent multi-policy deep reinforcement learning (SD-
MAMP-DRL) technique for a cooperative caching cluster.
Firstly, in contrast to the traditional DRL aiming for finding
the optimal action in each state, the goal of our algorithm
termed as multi-policy DRL is to obtain the Pareto solutions,
i.e. the set of actions in each state that achieves the Pareto-
front. Secondly, under the umbrella of semi-distributed multi-
agent DRL, we define the state and action spaces for different
kinds of agents and introduce the detailed double deep Q-
network (DDQN) [17] and QMIX [9] algorithms adopted in
the agents and the orchestrator, respectively. Furthermore, we
highlight the detailed information exchange between them.

A. Semi-distributed MADRL Framework

Agent type 1 Agent type 3Agent type 2

Non-caching BS Caching-enabled BS Caching module in 

edge server

Orchestrator

Edge Server

( ) ( )( , )t t

NB NB
Q s a

( ) ( ) ( 1){ , , }t t t

NB NB NB

+
s a s

Gradient

Fig. 4. Multi-agent caching cooperative framework.

As illustrated in Fig. 4, the proposed SD-MADRL frame-
work consists of multiple types of agents and an orchestrator.
In our scenario, the agents include non-caching BSs, caching-
enabled BSs, and the caching module of the edge server, where
the edge server acts as the orchestrator. Each agent deploys
an independent DDQN to make a decision according to its
local observations. The orchestrator deploys a mixing network,
which leverages the global information collected from the
agents for adjusting the DDQN parameters of each agent.

B. State and Action Spaces for Different Agents
By taking into account the different types of agents, we

design different state and action spaces as follows.

1) State Space: The state of an agent depends on its local
observations of the environment [31].
• For the non-caching BS-m, the state is represented by the

video requests received from its associated mobile users,
and the corresponding requirements on video quality, de-
noted by s

(t)
NB ,

{
D(t)
u , p̂

(t)
uv ,∀u ∈ Um, v ∈ D(t)

u

}
, where

(t) denotes the t-th time episode.
• For the caching-enabled BS-m, the state includes two

parts: 1) the video requests from its associated users and
the corresponding requirements on video quality, and 2)
the video layers cached in its storage, denoted by s

(t)
CB ,{

D(t)
u , p̂

(t)
uv ,∀u ∈ Um, v ∈ D(t)

u ; δ
(t−1)
mvl ,∀v,∀l

}
.

• For the caching module of the edge server, its state only
involves the video layers cached in its storage, denoted
by s

(t)
EC ,

{
δ
(t−1)
0vl ,∀v,∀l

}
.

2) Action Space: The action of an agent is based on its
observation and experience [31].
• For the non-caching BS-m, its action only involves the

video quality provided for its associated users, denoted
by a

(t)
NB ,

{
p
(t)
uv ,∀u ∈ Um, v ∈ D(t)

u

}
.

• For the caching-enabled BS-m, its action includes both
the video quality provided for its users and the video
layers to be cached at the next time episode. Therefore,
we have a

(t)
CB ,

{
p
(t)
uv ,∀u ∈ Um, v ∈ D(t)

u ; δ
(t)
mvl,∀v,∀l

}
.

• For the caching module of the edge server, its action
only involves the caching decision, hence its definition
is a

(t)
EC ,

{
δ
(t)
0vl,∀v,∀l

}
.

C. Procedures in Each Agent
In (5), there are two optimization objectives, therefore we

harness a pair of DDQNs in each agent [32], where each
DDQN consists of an evaluation network and a target network.
It is worth noting that the proposed algorithm can also be
extended to address a multi-objective optimization problem by
increasing the number of DDQNs. Overall, for different types
of agents, their algorithmic structures are similar, although
their detailed states and actions may be different.

For the i-th agent, i ∈ I , {0, 1, · · · ,M}, given the
state si and the action ai, in the evaluation networks having
the parameters θ(t)i,1 for Objective-1 and parameters θ(t)i,2 for
Objective-2, the Q-value vector, Q

(t)
i , can be calculated as

Q
(t)
i = [q

(
s
(t)
i , a

(t)
i ; θ

(t)
i,1

)
, q
(
s
(t)
i , a

(t)
i ; θ

(t)
i,2

)
]

, q
(
s
(t)
i , a

(t)
i ; Θ

(t)
i

)
,

(6)

where q
(
s
(t)
i , a

(t)
i ; Θ

(t)
i

)
is the state-action value function de-

noting the expecting value of actions, namely Q-value vector,
and Θ

(t)
i , [θ

(t)
i,1 , θ

(t)
i,2 ].

Definition 1. (State-action value function) In RL, the state-
action value function is defined as the expected return G(t)

starting from state s, which can be expressed as

qπ(s, a) = Eπ
[
G(t)|s(t) = s, a(t) = a

]
, (7)

where π is the policy mapping the observed state s to a
probability distribution over all possible actions.
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While in DRL, the deep neural network is considered
a function approximator to estimate the state-action value
function, namely the Q-value function in DDQN, which can
be expressed as

q(s, a; θ), (8)

where θ is the parameter of the neural network.

The action for the next state is then selected by

a
∗(t+1)
i = argmax

a
(t+1)
i

ActSel
(
q(s

(t+1)
i , a

(t+1)
i ; Θ

(t)
i )
)
, (9)

where the action selection scheme is designed and specified in
Section IV-E, based on the characteristics of the Pareto-front
constructed by the above pair of objectives.

Meanwhile, in the target networks having the parameters
Θ

(t)

i , which includes θ
(t)

i,1 for Objective-1 and parameter θ
(t)

i,2

for Objective-2, the Q-value vector with chosen a
∗(t+1)
i is

calculated by

Q
(t)

i = q

(
s
(t+1)
i , a

∗(t+1)
i ; Θ

(t)

i

)
. (10)

Then, the messages consisting of {s(t)i , a
(t)
i , s

(t+1)
i } and

{Q(t)
i ,Q

(t)

i } are sent from the i-th agent to the orchestrator.
The i-th agent then waits for the gradient vector to be returned
from the orchestrator, while the goal of updating the network
parameters Θi of the two evaluation networks by

Θ
(t+1)
i = Θ

(t)
i + ζ∇y(t), (11)

where ζ denotes the learning rate. The parameters Θi of the
target network are periodically updated by copying Θi.

D. Procedures in the Orchestrator

1) Calculation of the Global Reward: In the t-th training
time episode, the orchestrator receives the states and the
actions of each agent. Here, the joint state and joint action
are defined as

S(t) = {s(t)i ,∀i ∈ I}. (12)

A(t) = {a(t)i ,∀i ∈ I}. (13)

Then, the corresponding reward vector can be calculated using
(2) and (3), which are defined as

r(t) = O(t) = [o
(t)
1 , o

(t)
2 ]. (14)

2) Calculation of the Joint Q-value: As shown in Fig. 5,
the mixing network in the orchestrator uses the Q-values of
agents and the joint state as input to calculate the joint Q-
value. In more detail, the two-layer hyper-networks generate
the weights {µ(t)

1 , µ
(t)
2 } and biases {η(t)1 , η

(t)
2 }.

Given the received set {Q(t)
i ,∀i}, the joint Q-value Q

(t)
tot

can be calculated as

Q
(t)
tot =

1

|I|
∑
i∈I

µ
(t)
2 · elu(Q

(t)
i · µ

(t)
1 + η

(t)
1 ) + η

(t)
2 , (15)

where elu(·) is the active function. Similarly, with the received
set {Q(t)

i ,∀i}, Q
(t)

tot can be obtained.
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Fig. 5. The detail of QMIX deployed in the orchestrator.

3) Gradient Return to Each Agent: Upon combining the
joint Q-value vector Q

(t)
tot = [Q

(t)
tot,1, Q

(t)
tot,2] obtained, as well

as Q
(t)

tot = [Q
(t)

tot,1, Q
(t)

tot,2], and the global reward r(t), we can
obtain the loss vector y(t) = [y

(t)
1 , y

(t)
2 ] and its corresponding

gradient vector as follows

y(t) =
[
r(t) + γQ

(t)

tot −Q
(t)
tot
]2
, (16)

where γ ∈ (0, 1) denotes the discount factor, and the squaring
operation is applied for each element of the vector. Then, the
gradient vector can be formulated as

∇y(t) =

[
∂y

(t)
1

∂Q
(t)
tot,1

,
∂y

(t)
2

∂Q
(t)
tot,2

]
, (17)

where ∇ denotes the gradient operator on each element of the
vector.

The message consisting of {∇y(t)} will be sent to each
agent for updating the evaluation networks, as shown in (11).
Given a sufficient number of training episodes, the losses of
the DDQNs in each agent would converge, i.e. be capable of
carrying out the optimal action maximizing the global reward.

The detailed procedure of the proposed SD-MAMP-DRL is
formulated in Algorithm 1.

E. Hypervolume-based Action Selection Scheme

In this subsection, we outline the design of an action
selection scheme for the agent. This scheme allows the agent to
obtain the optimal action as indicated in line 12 of Algorithm
1, namely function ActSel in (9). We then present the specific
formulation, represented by (20), summarized in Algorithm 2.

In the traditional DDQN algorithm of single-objective op-
timization problems, the action is selected according to the
maximum Q-value, formulated as

a
∗(t+1)
i = argmax

a
(t+1)
i

q(s
(t+1)
i , a

(t+1)
i ; θ

(t)
i ).

However, when dealing with a multi-objective optimization
problem, the Q-value obtained is a vector, namely Q in (7).
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Algorithm 1 SD-MAMP-DRL
1: Initialization:
2: Initialize the replay memory Z .
3: Initialize all parameters for evaluation networks and

target networks of all agents and the mixing network.
4: Initialize the learning rate ζ, and explore probability ψ.
5: for Step t = 1, ..., T do
6: Procedures in Each Agent:
7: for Agent i do
8: Update Θ

(t+1)
i = Θ

(t)
i + ζ∇y(t).

9: Every period time, Θi = Θi.
10: Observe s(t)i from environment.

11: Choose a(t)i as:

12: a
(t)
i =

{
randomly action, with probability ψ.
(9) (c.f. Algorithm 2), with probability 1− ψ.

13: Execute a(t)i and receive s(t+1)
i .

14: Obtain Q
(t)
i ,Q

(t)

i according to (6), (10).
15: Send s(t)i , a

(t)
i , s

(t+1)
i ,Q

(t)
i ,Q

(t)

i to the orchestrator.

16: end for
17: Procedures in the Orchestrator:
18: Construct S(t), A(t), and S(t+1).
19: Calculate r(t).
20: Store transition (S(t),A(t), r(t),S(t+1)) to Z .
21: Obtain the Qtot, Qtot according to (15).
22: Calculate y according to (16).
23: Perform a gradient descent step according to (17).
24: Send the gradient to each agent.
25: Update evaluation networks in the orchestrator.
26: Reset target networks as evaluation networks every

period time correspondingly.
27: end for
28: Execution Phase: See Section V for detail.
29: return result

Hence, in the action selection, the traditional ‘maximum’
criterion cannot be applied here. In this case, we design the
following action selection scheme based on the hypervolume
of the multi-objective Pareto-optimal solutions.

1) Pareto-Front: For a pair of Q-value vectors, Q domi-
nates Q′ denoted by Q � Q′, which means that Q is at least
as good as Q′ for all the elements, and strictly better than Q′

in at least one element. And Q′ � Q represents that Q is
non-dominated by Q′.

Given a set Q containing all Q-value vectors, the Pareto-
front is defined as follows.

Q∗ , {Q ∈Q : Q′ � Q,∀Q′ ∈Q}. (18)

It indicates that the Pareto-front Q∗ is a set consisting of all
non-dominated Q-value vectors.

2) Hypervolume Measurement for the Pareto-Front: The
goal of the proposed SD-MADRL algorithm is to obtain all the
efficient (optimal) actions constituting the Pareto-front during
the training phase. To obtain an accurate Pareto-front, we
design the action selection scheme based on its hypervolume.
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Definition 2. (Hypervolume) Explicitly, the hypervolume of
the Pareto-front represents the volume of objective subspace
dominated by the non-dominated Q-value vectors and delim-
ited from a reference point [33]. The hypervolume for the
optimization problem with a pair of objectives is illustrated in
Fig. 6. In our scenario, we choose the origin as the reference
point, and the hypervolume of the set Q∗ is defined as

Ho(Q∗) , Λ
(
{Q′ | ∃Q ∈Q∗ : Q � Q′ and Q′ > 0}

)
,

(19)
where Λ(·) denotes the Lebesgue measure [34].

The hypervolume is the only known scalar indicator for
the Pareto-front to be strictly monotonic [33]. That is, if an
approximated Pareto-front Q∗1 dominates another front Q∗2,
then we have Ho(Q∗1) > Ho(Q∗2). Hence, the proposed
action selection scheme chooses the optimal action, which
contributes to the maximum hypervolume.

3) Proposed Action Selection Scheme: For the i-th agent,
the Pareto Q-value vector obtained is stored in the Pareto-
front Q∗i during the training phase. In the t-th episode, the
contribution of each action to Q∗(t)i , i.e. the hypervolume,
is calculated, and the action associated with the maximum
hypervolume is selected (c.f. (9)). That is,

a
∗(t+1)
i = argmax

a
(t+1)
i

ActSel
(
q(s

(t+1)
i , a

(t+1)
i ; Θ

(t)
i )
)
,

= argmax
a
(t+1)
i

Ho

(
F

(
Q∗(t)i

⋃
q
(
s
(t+1)
i , a

(t+1)
i ; Θ

(t)
i

)))
,

(20)
where the function F(·) represents the operation of selecting
the Pareto-front from a vector set.

After selecting the optimal action, the Pareto-front Q∗i will
be updated simultaneously. That is,

Q∗(t+1)
i = F

(
Q∗(t)i

⋃
q
(
s
(t+1)
i , a

∗(t+1)
i ; Θ

(t)
i

))
. (21)

The detailed workflow of the proposed action selection
scheme is specified in Algorithm 2.

V. POLICY SELECTION AND WEIGHT ADJUSTMENT
REGIME

Following the workflow of multi-objective optimization, in
this section, we first describe the policy selection which maps
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Algorithm 2 Proposed Action Selection Scheme Based-on
Hypervolume

1: Input: s(t),Q∗(t−1)s ,Θ(t),H = ∅
2: for each a(t) under the state do
3: Calculate the Q-value vector: Q(t)=q

(
s(t), a(t); Θ(t)

)
.

4: Obtain Q(t) = Q∗(t−1)s

⋃
Q(t).

5: Delete the dominated vectors in the set Q(t).
6: Calculate the hypervolume hv = Ho(Q(t)).
7: Store hv to H
8: Clear Q(t).
9: end for

10: Obtain a∗(t) = argmaxa(t) H
11: Obtain Q∗(t)s = q

(
s(t), a∗(t); Θ(t)

)⋃
Q∗(t−1)s

12: Update Q∗(t)s by deleting the dominated vectors.
13: Output: a∗(t).

the weights of two objective function parameters to the optimal
solution. Then, we introduce a weight adjustment regime on
the basis of real-time network traffic.

A. Policy Selection

1) Most Preferred Pareto Solution: Again, in the semi-
distributed multi-agent structure, each agent carries out its own
action. Relying on the training process introduced in Section
IV, for each state, each agent can obtain the Pareto-front of
the Q-value vectors and the corresponding action is referred
to as the Pareto solution.

Without loss of generality, for the i-th agent associated with
the state s, the Pareto-front Q∗ in (18) has been obtained. The
corresponding Pareto solution set is

A∗ ,
{
a : Q(a) ∈Q∗

}
, (22)

where Q(a) , q
(
s, a; Θ

)
is the Q-value vector for action a

with the trained DDQN.
In practice, this necessitates determining one solution from

the Pareto solution set. Here, the solution determined is
referred to as the most preferred Pareto solution, while this

determination process is referred to as policy selection. Math-
ematically, we have

π : s→ a∗, a∗ ∈ A∗. (23)

2) Linear Scalarization and Convex Coverage Set: In this
work, we use linear scalarization for choosing the most
preferred Pareto solution in (23).

With an arbitrary weight vector w, the linear-scalarized Q-
value can be expressed as

Qw(a) = wTQ(a). (24)

The policy selection in (23) represents the selection of the
action which corresponds to the maximum linear-scalarized
Q-value, where

a∗ = argmax
a∈A∗

Qw(a)

= argmax
a∈A∗

wTQ(a).
(25)

Note that the Pareto-front Q∗ obtained may contain several
concave points, indicated by the grey points in Fig. 7(a). The
corresponding Pareto solutions of these concave points never
be the most preferred solution, regardless of the weight w.

A convex coverage set (CCS) is defined [35], which is
the subset of the Pareto solution set containing all the most
preferred Pareto solutions associated with an arbitrary w,
defined as follows

Ac=

{
a∈A∗ : ∃w, ∀a′∈A∗, wTQ(a) ≥ wTQ(a′)

}
.

(26)
where we have Ac ⊆ A∗.

3) Policy Selection by Weight Segmentation: In our scenario
of two-dimensional Q-value vectors, the function Qw(w1) can
be represented by the lines seen in Fig. 7(b), where each line
corresponds to a Q-value vector on the Pareto-front. Hence, the
solid blue line in Fig. 7(c) represents the piece-wise function
maxQw(w1). Observe from this figure that the most preferred
Pareto solution a∗ is also represented by a piece-wise function
corresponding to the solid blue line.

To identify the break points defining the segments (such
as the point A in Fig. 7(a)) of this piece-wise function, we
calculate the intersection point between every two lines. Given
the pair of actions a and a′ in the CCS, the corresponding Q-
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Algorithm 3 CCS and the Break Point Acquisition
1: Input: Ac = ∅, the state s, W = {0, 1}.
2: Obtain the Pareto-front Q∗ and corresponding Pareto

solution set A∗ from DDQN.
3: Sort the vectors in the set Q∗ according to the value

of the second element, and obtain the sorted Q∗ =
{Q1,Q2, ...,QN} and the corresponding sorted A∗ =
{a1, a2, ..., aN}.

4: for n = 2, ..., N − 1 do
5: for m = 1, ..., n− 1 do
6: Calculate Qn −Qm = (I1, I2).
7: for k = n+ 1, ..., N do
8: Calculate Qk −Qm = (J1, J2).
9: if J1I2 − J2I1 > 0 then

10: Delete the Qn in Q∗ and the an in A∗.
11: End this loop and jump to n+ 1 turn.
12: end if
13: end for
14: end for
15: end for
16: Obtain Ac = A∗.
17: for j = 2, .., |Q∗| do
18: Obtain Qj−1=[Qj−1,1, Qj−1,2] from Q∗.
19: Obtain Qj=[Qj,1, Qj,2] from Q∗.
20: Calculate wj =

Qj−1,2−Qj,2

(Qj−1,2−Qj,2)−(Qj−1,1−Qj,1)
.

21: Store wj in W .
22: end for
23: Reorder W .
24: Output: Ac and W .

value vectors are Q(a) = [Q1, Q2] and Q(a′) = [Q′1, Q
′
2].

Upon assuming that Q2 > Q′2 (i.e. Q1 < Q′1), we have the
most preferred solution as

a∗ =

{
a, if w1 ≤ Q2−Q′2

(Q2−Q′2)−(Q1−Q′1)
;

a′, otherwise.
(27)

By determining all the break points of w1, we can obtain the
break point set W = {w1, · · · , w|Ac|+1} having ascending
elements. Then the most preferred solution can be readily
decided. Given the weight vector w = [w1,w2], we have

a∗ = aj , if wj ≤ w1 ≤ wj+1. (28)

The detailed workflow of obtaining the CCS Ac and the
break point set W is presented in Algorithm 3.

B. Weight Adjustment Regime and Execution

In essence, the weight vector balances the preference of the
two objectives: reducing the transmission cost and improving
the quality of video service. As w1 denotes the weight for
the reduced traffic in the network, a larger 0 < w1 < 1
means that more transmission cost can be reduced by adopting
the corresponding action, and hence a lower video quality is
provided for the users since w2 = 1− w1.

It is worth noting that wireless traffic tends to exhibit
periodicity in the time domain [36], yielding increased traffic

congestion probability at peak time. Hence, in this work, a
dynamic transmission cost reduction weight w1 is adopted by
closely following the real-time network traffic. In detail, we
consider a pair of criteria:
• The transmission cost reduction weight obeys w1 → 1

when the real-time traffic of the BS is approaching its
maximum capacity.

• The transmission cost reduction weight follows w1 → 0
when the network traffic is quite low, aiming for improv-
ing the user’s QoE.

Considering that the variation of QoE under small and
large-scale traffic is slower than in medium-scale, we use a
shifted sigmoid function to generate the weight of transmission
cost reduction [37]. The proposed dynamic weight for the
transmission cost reduction is as follows.

w1(k) =
1

1 + exp[−a(k
k̂
− 1

2 ))]
, (29)

where k denotes the current traffic and k̂ is the threshold of
traffic, while a ≥ 12 is an experiential parameter controlling
the slope of the curve [37]. Given the real-time w1, in the
execution phase, the most preferred solution can be directly
obtained according to (27).

Above we have given the detailed decision process on the
basis of real-time network traffic. In particular, the different
weight segmentation and corresponding decisions are listed in
Section VI-B.

VI. SIMULATION RESULT AND ANALYSIS

In this section, we first demonstrate the performance of our
proposed SD-MAMP-DRL algorithm and show the impact of
various video and caching parameters. Then, we characterize
the Q-value of different solutions, i.e. the Pareto-front asso-
ciated with various video and caching parameters, and show
the weight segmentation, the executed actions and the rewards
obtained for validating the proposed algorithm. Finally, we
compare the performance of the algorithm conceived to that
of the benchmark algorithms.

In our simulations, PyTorch 1.9 was used to execute our
algorithm, and the RMSProp optimizer was employed for
updating the parameters of DDQN and the mixing network.
The discount factor γ and the learning rate ζ are set as 0.99
and 0.0005, respectively. The 1000 episodes are considered for
the agent’s training. Additionally, we set the bitrate of the five
SVC layers used to 600 kbps, 2200 kbps, 4800 kbps, 6760
kbps, and 11200 kbps, respectively [38]. The number of users
for the m-th BS in the cooperative caching cluster is Um = 3,
and the transmission cost coefficients ω1, ω2, ω3, ω4 in (3) are
0, 1, 3, and 5, respectively. The popularity of videos in the
video library follows the Zipf distribution with the exponent
of 0.3, 0.8, and 1.5.

In the following, we set the number of agents to M = 3
and 5, the number of videos to V = 5, 10, 15, 20, and 25,
the number of video layers to L = 3, 4 and 5, while the
storage size of the caching-enabled BS to range from 1 to
3 for comparison, respectively. Except otherwise stated, all
users’ requirement on video quality is set as p̂uv = L.
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A. Performance of the Proposed SD-MAMP-DRL

Again, in our proposed algorithm, each cooperative agent
aims for maximizing the hypervolume of the Pareto-front of
Q-value vectors. Hence, for characterizing the performance
of this multi-agent algorithm, i.e. the overall performance
of the cooperative caching cluster, in Fig. 8, we plot the
accumulated hypervolume achieved vs. the episode index
during the training. Specifically, we consider the cases, where
the number of agents is M = 3 and 5, and the number of
videos is V = 10 and 15.

Observe from Fig. 8 that: 1) first, the accumulated hyper-
volume increases with the number of training episodes, and
then saturates in all cases. Again, the hypervolume represents
the space dominated by the non-dominated Q-value vectors,
and it is a monotonic characteristic of the Pareto-front. Hence,
the increase of the hypervolume indicates that the Pareto-
front obtained during the training is approaching the true
Pareto-front, and the saturation of the hypervolume implies
the convergence of the algorithm for all cooperative agents;
2) Given the three agents, the hypervolume associated with 15
videos is smaller than that with 10 videos. The reason behind
this is that given the same storage size, a larger video library
leads to degraded caching performance, i.e. lower transmission
cost reduction and a lower QoE. This results in a reduced
Q-value vector in the Pareto-front, which leads to a smaller
hypervolume; 3) Given V = 10 videos, the hypervolume
associated with three agents saturates at around 600 episodes,
while that of five agents saturates at around 800 episodes.
Furthermore, the loss value of five agents decreases slower
than that of three agents. Hence, it may be surmised that
increasing the number of agents in this multi-agent algorithm
leads to a moderate degradation of the convergence speed.

To show the Pareto-front achieved by the proposed semi-
distributed algorithm, in Fig. 9, we plot the non-dominated av-
erage reward of QoE vs. transmission cost reduction achieved
by 3, 4 and 5 video layers. 1) Observe from Fig. 9 the trade-
off between the two objectives, namely the average reward of
QoE vs. that of transmission cost reduction. In all scenarios,
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a higher QoE requires a more minor transmission cost reduc-
tion. A higher QoE requires better video qualities and hence
more video layers transmitted at higher bit rates, leading to
increasing the network’s wireless traffic. 2) Upon comparing
the three Pareto-fronts, it is observed that the non-dominated
average reward vectors obtained in the scenario of three video
layers generally have higher average rewards in terms of both
QoE and transmission cost reduction than those in the scenario
of four or five video layers. More specifically, having fewer
video layers results in a smaller requested video rate

∑p̂uv

l=1 bvl
(c.f. the denominator in (4)), and hence a higher QoE can be
satisfied with lower transmission cost. Furthermore, a smaller
number of video layers leads to a smaller number of caching
candidates. Hence, the same storage size can achieve better
caching performance, i.e. resulting in higher transmission cost
reduction.

In Fig. 10, we show the average reward of QoE vs. trans-
mission cost reduction parameterized by the number of videos.
This allows us to characterize the Pareto-front achieved after
the training using various numbers of videos. We can observe
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TABLE II
PARETO-OPTIMAL SOLUTIONS AND CORRESPONDING REWARD VECTOR

Weight Segment
wj ∼ wj+1

Video Quality Served
puv

Trans. Cost Reduction
o1

User’s QoE
o2

0.00 ∼ 0.33 {3, 2, 3, 3, 2, 2} 0.41 1.00

0.33 ∼ 0.45 {2, 2, 3, 3, 2, 2} 0.43 0.92

0.45 ∼ 0.65 {3, 2, 3, 3, 2, 1} 0.48 0.88

0.65 ∼ 0.85 {2, 1, 2, 3, 2, 2} 0.57 0.84

0.85 ∼ 0.88 {2, 1, 2, 3, 2, 1} 0.63 0.73

0.88 ∼ 0.90 {2, 1, 2, 3, 1, 1} 0.67 0.61

0.90 ∼ 0.91 {1, 1, 1, 3, 2, 1} 0.68 0.56

0.91 ∼ 0.95 {1, 1, 1, 3, 1, 1} 0.72 0.45

0.95 ∼ 1.00 {1, 1, 1, 2, 1, 1} 0.73 0.37
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that the non-dominated average rewards in the scenario of
25 videos generally are smaller in terms of both QoE and
transmission cost reduction than those of 15 or 20 videos.
Specifically, the performance in the scenario of 15 videos
is higher around 7.38% and 300% than those of 20 or 25
videos. The reason behind this is that a degraded caching
performance is achieved due to having a larger number of
caching candidates for given a storage size.

In Fig. 11, we enlarge the storage size of the caching-
enabled BSs from 1 to 3 units and plot the Pareto-front of
the average reward obtained after training. The performance
improvement of increasing the storage size can be clearly
observed, especially in terms of QoE. Specifically, when the
cache size is increased from 1 to 2, the average reward of
QoE increases from around 0.4 to nearly 0.8, although when
the cache size is further increased from 2 to 3, the increase in
QoE becomes moderate. Moreover, when the cache size is only
1, the improvement of user QoE brings a large degradation in
transmission cost reduction.

B. Weight Segmentation for Decision

To show the most preferred actions corresponding to dif-
ferent weights and the resultant rewards, in Table II we list

the optimal action puv of BSs, i.e. the video quality provided
for user-u requesting video-v. As we can see, upon relying on
the Pareto-front obtained after training, the region w1 ∈ (0, 1)
is unequally divided into 9 segments, and the most preferred
action, puv , varies across segments.

Since the weight w1 represents the importance of the
transmission cost reduction, we can observe from the table that
the video quality provided for the associated 6 users, namely
puv , gradually decreases with the growth of w1. Explicitly,
the agent degrades the video quality provided for their users
to reduce the video traffic, when the traffic load is high, i.e. w1

in (29). On the other hand, we can see that the QoE decreases
simultaneously due to the poorer video quality provided by
the BS. These results verify the rationale of the optimal action
decided in the execution phase and the trade-off between the
transmission cost reduction and QoE in wireless caching.

Furthermore, considering that the users’ requested video
quality is {3, 1, 3, 3, 2, 2}, when the weight for transmis-
sion cost reduction lies within the range of (0, 0.33], all
the users are served with their requested video quality,
i.e. puv = {3, 2, 3, 3, 2, 2}, resulting in a QoE reward of
o2 = 1. As ω1 increases, the video quality experienced is
progressively reduced. Explicitly, one user is not satisfied
when ω1 ∈ (0.33, 0.65]; two users are not satisfied when
ω1 ∈ (0.65, 0.85]; and as ω1 continues to increase, the number
of unsatisfied users grows accordingly.

C. Performance Comparison with Benchmarks
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Fig. 12. Comparison for transmission cost reduction in different algorithms

To further validate the benefits of the semi-distributed multi-
agent structure in the global optimization of the cooperative
caching cluster, we also compared it to the following bench-
mark algorithms.
• Fully distributed DRL (FD-DRL) [8]: Each agent em-

ploys an independent DDQN without the orchestrator for
learning the optimal strategy from its local state, and
formulates its own caching and video service strategy.

• Semi-Distributed DRL with global reward (SD-DRL-
GR) [39]: In contrast to FD-DRL, SD-DRL-GR fa-
cilitates state-information exchange among the agents
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and relies on a centralized node for calculating the
global/system reward, which is used in each agent for
gradient update.

• Least frequently used (LFU) [40]: This is a traditional
caching algorithm, where the video file requested least
frequently is replaced in the storage.

In Fig. 12, it is observed that the performance of the
traditional LFU algorithm is inferior to the other learning-
based algorithms, and LFU cannot provide dynamic decisions
concerning the video qualities. More importantly, among the
three multi-agent DRL algorithms: 1) the FD-DRL achieves
the poorest performance, which is due to the lack of global in-
formation or message exchange; 2) the proposed SD-MAMP-
DRL algorithm outperforms SD-DRL-GR since the neural
network of the orchestrator calculates not only the global
rewards as the SD-DRL-GR but also the joint Q-value and the
corresponding gradient, which is then returned to each agent
for network updates.

VII. CONCLUSION

Pareto-optimal cooperative edge caching of popular videos
relying on SVC techniques was investigated. With the goals
of reducing transmission cost caused by video delivery and
improving QoE, we proposed the novel SD-MAMP-DRL
algorithm, in which the semi-distributed structure achieves
global optimization of the cooperative caching cluster and the
multi-policy DRL obtains multiple Pareto policies suitable for
different network conditions. Our simulation results validated
the convergence of the proposed algorithm and portrayed the
Pareto-front in various scenarios, Our solution outperformed
the benchmark algorithms. Moreover, the dynamic weight
setting expedited the final phase of policy selection in an
efficient manner.
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