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#### Abstract

Scalable algorithms are conceived for obtaining the sum-rate capacity of the reconfigurable intelligent surface (RIS)aided multiuser (MU) multiple-input multiple-output (MIMO) broadcast channel (BC), where a multi-antenna base station (BS) transmits signals to multi-antenna users with the help of an RIS equipped with a massive number of finite-resolution programmable reflecting elements (PREs). As a byproduct, scalable path-following algorithms emerge for determining the sum-rate capacity of the conventional MIMO BCs, closing a long-standing open problem of information theory. The paper also develops scalable algorithms for maximizing the minimum rate (max-min rate optimization) of the users achieved by the joint design of RIS's PRE and transmit beamforming for such an RIS-aided BC. The simulations provided confirm the high performance achieved by the algorithms developed, despite their low computational complexity.


Index Terms-Reconfigurable intelligent surface (RIS )-aided communication, sum capacity, mixed discrete continuous optimization, scalable algorithms.

## I. Introduction

Reconfigurable intelligent surfaces (RISs) have emerged as a potential technology for low-power and energy-efficient information delivery in communication and sensing [1], [2]. Tuning of the RISs' reconfigurable programmable elements (PREs) has been shown to be effective in maximizing the spectral efficiency of the Internet-of-Things (IoT) (see e.g. [3]-[9] and references therein). However, there is a paucity of literature on the capacity of RIS-aided multiple-input multipleoutput (MIMO) broadcast channels (BCs). This is not a surprise, because since the publication of [10] it has been widely acknowledged that the capacity of conventional (RIS-less) BCs can be obtained by solving a semi-definite convex optimization problem, but no scalable algorithm has been discovered for its computation. Hence its investigation remains limited to simple

[^0]low-dimensional scenarios. Meanwhile, as RISs have to use large numbers of low resolution PREs to exploit their full potential [11]-[13], the capacity of RIS-aided BCs is obtained by solving a large-scale mixed discrete-continuous problem, which is computationally intractable. Another computationally challenging problem is that of maximizing the users' minimum rate achieved by RIS-aided BCs, which leads to the fairest possible user rate distribution. This problem of non-smooth optimization has been addressed in our previous work [4] for the case of infinite-resolution PREs. In fact, the nonsmoothness of the minimum rate based objective function does not impose any additional computational difficulty on convex-solver based algorithms, which exploit the fact that the pointwise minimum of concave functions is a non-smooth but a concave function [14]. However, this non-smoothness constitutes a challenge for the development of scalable algorithms, which iterate by evaluating closed-form expressions instead of solving convex subproblems. Thus, to avoid this non-smooth minimum rate objective function, our recent contributions [5], [6], [15], [16] unveiled the benefits of having smooth objective functions relying on the user rates' geometric mean (GMrate), whose maximization conveniently leads to improving the UEs' fairness. By exploiting the smoothness of the latter, scalable algorithms have been developed in [5], [15], [16] for its maximization.

Against the above background, the paper offers the following new contributions:

- It develops scalable algorithms for determining the capacity of RIS-aided MIMO BCs. Their byproducts are scalable path-following algorithms characterizing the capacity of the conventional (RIS-less) MIMO BCs. Apart from their communications theoretical insights, these algorithms are also novel from an optimization perspective.
- It develops scalable algorithms for addressing the problem of maximizing the users' minimum rate achieved by the joint design of the RIS's PREs and transmit beamforming. More explicitly, we propose a surrogate problem of max-min optimization, for which the nonsmooth max-min objective function is closely approximated by a smooth function termed as a soft-min function. Accordingly, a scalable algorithm is developed for its computation. The simulations provided show that the algorithm achieved a near-unity minimum to maximum rate ratio, demonstrating an excellent rate-fairness.
To sum up, we boldly and explicitly contrast our novel contributions to the literature in Table I.
The remainder of the paper is structured as follows. Sec-

TABLE I: Contrasting our novel contributions to the related literature.

| Contents Literature | This work | $[10]$ | $[4]$ | $[5]$ | $[6]$ | [15], [16] |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| BC capacity | $\checkmark$ | $\checkmark$ |  |  |  |  |
| RIS-aided BC capacity | $\checkmark$ |  |  |  |  |  |
| RIS-aided max-min rate | $\checkmark$ |  | $\sqrt{ }$ |  |  |  |
| GM-rate maximization |  |  |  | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ |
| RIS-aided GM-rate maximization |  |  |  | $\checkmark$ | $\sqrt{ }$ |  |
| Quantized RISs | $\sqrt{ }$ |  |  |  | $\sqrt{ }$ |  |
| Scalable algorithms | $\checkmark$ |  |  | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ |

tion II and Section III are devoted to the development of scalable algorithms conceived for determining the RIS-aided BC capacity and to maximizing the users' minimum rates, respectively. Section IV provides simulations and reports on the associated computational aspects, while our conclusions are given by Section V. The mathematical ingredients of the paper are matrices inequalities, which are provided in the Appendix.

Notation. Only optimization variables are boldfaced in the paper; $X \succeq 0$ ( $X \succ 0$, resp.) indicates that $X$ is a positive semi-definite (definite, resp.) matrix; Whenever $X \succeq 0$, $\lambda_{\max }(X)$ stands for the maximal eigenvalue of $X$; Whenever $X=\left(X_{1}, \ldots, X_{K}\right), X \succeq 0$ means $X_{k} \succeq 0, k=1, \ldots, K$. The reader is referred to [17]-[19] for fundamental results on matrix inequalities that are useful for computational solutions of communication and signal processing systems. Furthermore, we also use notations such as $\langle X, Y\rangle \triangleq \operatorname{trace}\left(X^{H} Y\right)$, $\langle X\rangle=\operatorname{trace}(X),[X]^{2}=X X^{H}$ for the matrices $X$ and $Y$. Thus, the Frobenius squared norm of the matrix $X$ can be defined by $\|X\|^{2} \triangleq\left\langle[X]^{2}\right\rangle$.

Basic definition. According to [14, p. 366], a function $\bar{f}$ is said to be a tight minorant (majorant, resp.) of a function $f$ over the domain $\operatorname{dom}(f)$ at a point $\bar{x} \in \operatorname{dom}(f)$ if $f(\bar{x})=\bar{f}(\bar{x})$ and $f(x) \geq \bar{f}(x) \forall x \in \operatorname{dom}(f)(f(x) \geq$ $\bar{f}(x) \forall x \in \operatorname{dom}(f)$, resp.). Then $f\left(x^{o p t}\right) \geq f(\bar{x})$ for $x^{o p t}=\arg \max _{x \in \operatorname{dom}(f)} \bar{f}(x)\left(f\left(x^{o p t}\right) \leq f(\bar{x})\right.$ for $x^{o p t}=$ $\arg \min _{x \in \operatorname{dom}(f)} \bar{f}(x)$, resp.).

## II. RIS-AIDED BC CAPACITY



Fig. 1: RIS-aided BC
We consider the RIS-aided MIMO BC illustrated by Fig. 1, where a RIS of $N$ reflecting elements supports the broadcast by an $N_{t}$-antenna BS to $K N_{r}$-antenna users (UEs) $k \in \mathcal{K} \triangleq\{1, \ldots, K\}$. It is conventional to assume line-ofsight (LoS) links between the BS and RIS, and the RIS and

UEs, and but non-LoS (NLoS) link between the BS and UEs because the RIS is typically in a prominent high-rise position [20]. Accordingly, the quasi-static and flat-fading channels spanning from the BS and the RIS to UE $k$ and from the BS to the RIS are modelled by $\tilde{H}_{B, k}=\sqrt{\beta_{B, k}} H_{B, k} \in \mathbb{C}^{N_{r} \times N_{t}}$, $\tilde{H}_{R, k}=\sqrt{\beta_{R, k}} H_{R, k} \in \mathbb{C}^{N_{r} \times N}$, and $H_{B, R}=\sqrt{\beta_{B, R}} H_{B, R} \in$ $\mathbb{C}^{N \times N_{t}}$, where $\sqrt{\beta_{B, k}}, \sqrt{\beta_{R, k}}$, and $\sqrt{\beta_{B, R}}$ model the pathloss and large-scale fading of the BS-to-UE $k$ link, the RIS-to-UE $k$ link, and the BS-to-RIS link, respectively [11], [21]. Furthermore, $H_{R, k}$ is modelled by Rician fading for representing the LoS channels between the RIS and the UEs [22]. By contrast, $H_{B, k}$ is modelled by Rayleigh fading in the face of NLoS channels between the BS and the UEs. Similarly to the seminal papers on network capacity, we assume having perfect channel state information (CSI), which can be obtained by channel estimation [23]-[27]. The channel matrix of the RIS-aided connection between the BS and UE $k \in \mathcal{K}$ is given by

$$
\begin{align*}
\mathbb{C}^{N_{r} \times N_{t}} \ni \mathcal{H}_{k}(\boldsymbol{\theta}) & \triangleq \tilde{H}_{R, k} R_{R, k}^{1 / 2} \operatorname{diag}\left(e^{\jmath \boldsymbol{\theta}}\right) \tilde{H}_{B, R}+\tilde{H}_{B, k}  \tag{1}\\
& =\tilde{H}_{B R, k} \operatorname{diag}\left(e^{\jmath \boldsymbol{\theta}}\right) H_{B, R}+\tilde{H}_{B, k} \tag{2}
\end{align*}
$$

with $\tilde{H}_{B R, k} \triangleq \sqrt{\beta_{B, R}} \sqrt{\beta_{R, k}} H_{R, k} R_{R, k}^{1 / 2} \in \mathbb{C}^{N_{r} \times N}$, where $R_{R, k} \in \mathbb{C}^{N \times N}$ represents the spatial correlation matrix of the RIS elements with respect to user $k$ [21], and $\operatorname{diag}\left(e^{\jmath \boldsymbol{\theta}}\right)$ in (5) for $\boldsymbol{\theta}=\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N}\right)^{T} \in[0,2 \pi)^{N}$ represents the matrix of PREs. We are interested in quantized PREs having $b$-bit resolution, formulated as:

$$
\begin{equation*}
\boldsymbol{\theta}_{n} \in \mathcal{B} \triangleq\left\{\nu \frac{2 \pi}{2^{b}}, \nu=0,1, \ldots, 2^{b}-1\right\} \tag{3}
\end{equation*}
$$

for $n \in \mathcal{N} \triangleq\{1, \ldots, N\}$, i.e.

$$
\begin{equation*}
\boldsymbol{\theta} \in \mathcal{B}^{N} \tag{4}
\end{equation*}
$$

Let $\boldsymbol{x} \in \mathbb{C}^{N_{t} \times 1}$ be the signal to be broadcast by the BS. The signal received at UE $k \in \mathcal{K}$ is

$$
\begin{equation*}
y_{k}=\mathcal{H}_{k}(\boldsymbol{\theta}) \boldsymbol{x}+n_{k}, \tag{5}
\end{equation*}
$$

where $n_{k} \in \mathcal{C}\left(0, \sigma I_{N_{r}}\right)$ is the background noise at UE $k$. Let $\Pi$ be the set of all bijections from $\mathcal{K}$ to itself. Given the power budget $P$, the sum-rate capacity of this RIS-aided MIMO BC with $\theta$ held fixed at $\bar{\theta}$ is achievable by dirty paper coding (DPC) [28] given by

$$
\max _{\substack{\mathbb{C}^{N_{t} \times N_{t}} \ni \mathbf{W}_{k} \succeq 0 \\ k \in \mathcal{K}, \pi \in \Pi}} \sum_{k=1}^{K} \ln \mid I_{N_{r}}+\mathcal{H}_{\pi(k)}(\bar{\theta}) \mathbf{W}_{\pi(k)} \mathcal{H}_{\pi(k)}^{H}(\bar{\theta})
$$

$$
\begin{array}{r}
\max _{\mathbb{C}^{N_{r} \times N_{r}} \ni \boldsymbol{X}_{k} \succeq 0} \sum_{k=1}^{K} \ln \mid \sigma I_{N_{t}}+\left(\sigma I_{N_{t}}+\sum_{i \neq k}^{K} \mathcal{H}_{i}^{H}(\bar{\theta}) H X_{i}^{(\kappa)} \mathcal{H}_{i}(\bar{\theta})\right)^{-1 / 2} \mathcal{H}_{k}^{H}(\bar{\theta}) \boldsymbol{X}_{k} \mathcal{H}_{k}(\boldsymbol{\theta}) \\
\quad\left(\sigma I+\sum_{i \neq k}^{K} \mathcal{H}_{i}^{H}(\bar{\theta}) X_{i}^{(\kappa)} \mathcal{H}_{i}(\bar{\theta})\right)^{-1 / 2} \mid \quad \text { s.t. } \quad(7 b), \tag{8}
\end{array}
$$

$$
\begin{align*}
& \times\left(\sigma I+\sum_{i=1}^{k-1} \mathcal{H}_{\pi(k)}(\bar{\theta}) \mathbf{W}_{\pi(i)} \mathcal{H}_{\pi(k)}^{H}(\bar{\theta})\right)^{-1} \mid \\
& \text { s.t. } \quad \sum_{k=1}^{K}\left\langle\mathbf{W}_{k}\right\rangle \leq P \tag{6}
\end{align*}
$$

where $\mathbf{W}_{k}$ represents the covariance matrix to be designed for the UE $k \in \mathcal{K}$. However, this problem is computationally intractable, so the main result of [10] is that it can be obtained via its duality

$$
\begin{array}{r}
\max _{\substack{\mathbb{C}_{r} \times N_{r} \ni \boldsymbol{X}_{k} \succeq 0, k \in \mathcal{K}}} \ln \left|\sigma I_{N_{t}}+\sum_{k=1}^{K} \mathcal{H}_{k}^{H}(\bar{\theta}) \boldsymbol{X}_{k} \mathcal{H}_{k}(\bar{\theta})\right| \\
-\ln \left|\sigma I_{N_{t}}\right| \\
\text { s.t. } \quad \sum_{k=1}^{K}\left\langle\boldsymbol{X}_{k}\right\rangle \leq P, \tag{7b}
\end{array}
$$

which is a semi-definite problem of convex optimization, but there is no scalable algorithm for its solution (see e.g. [29]), where $\boldsymbol{X}_{k}$ represents the covariance matrix to be designed for the UE $k \in \mathcal{K}$. More explicitly, there is no convex solver of polynomial complexity for its computation. One can see the computational difficulty of this problem by briefly recalling how it was addressed in [29]. To elaborate at the $\kappa$-th iteration, the algorithm of [29] solves the problem shown at the bottom of this page to generate $X^{(\kappa+1)}$ : which admits a closed-form solution. However, since this next iterative point $X^{(\kappa+1)}$ is not necessarily better $X^{(\kappa)}$, it is not easy to show the convergence of this iterative procedure [30].

The authors of [31] did not address (7) but solved the problem of individual power constraints formulated as

$$
\begin{align*}
\max _{\mathbb{C}^{N_{r} \times N_{r} \ni \boldsymbol{X}_{k} \succeq 0}} \ln \left|\sigma I_{N_{t}}+\sum_{k=1}^{K} \mathcal{H}_{k}^{H}(\bar{\theta}) \boldsymbol{X}_{k} \mathcal{H}_{k}(\bar{\theta})\right|  \tag{9a}\\
\text { s.t. } \quad\left\langle\boldsymbol{X}_{k}\right\rangle \leq P_{k}, k=1, \ldots, K, \tag{9b}
\end{align*}
$$

by alternating optimization for all $\boldsymbol{X}_{k}$ : fixing all $\boldsymbol{X}_{i}=\bar{X}_{i}$, $i \neq k$ to solve

$$
\begin{align*}
& \max _{\mathbb{C}^{N_{r} \times N_{r} \ni \boldsymbol{X}_{k} \succeq 0}} \ln \mid \sigma I_{N_{t}}+\sum_{i \neq k}^{K} \mathcal{H}_{i}^{H}(\bar{\theta}) \bar{X}_{i} \mathcal{H}_{i}(\bar{\theta}) \\
& \quad+\mathcal{H}_{k}^{H}(\bar{\theta}) \boldsymbol{X}_{k} \mathcal{H}_{k}(\bar{\theta}) \mid \quad \text { s.t. } \quad\left\langle\boldsymbol{X}_{k}\right\rangle \leq P_{k} \tag{10}
\end{align*}
$$

Apart from its slow convergence due to the optimization relying on a single variable per iteration, the main drawback of (10) is that it does not work for the sum power constraint in (7) (because it is clear that $\left\langle\boldsymbol{X}_{k}\right\rangle \equiv P_{k}$ during the whole process!).

Indeed, the construction of a scalable algorithm for obtaining the global solution of (7) has remained an open problem for twenty years at the time of writing.

Thus, in this section we aim for determining the sum-rate capacity of the above RIS-aided BC. According to (7), this may be formulated by the following problem of mixed discrete continuous optimization:

$$
\begin{array}{r}
\max _{\boldsymbol{\theta}, \boldsymbol{X} \succeq 0} f(\boldsymbol{\theta}, \boldsymbol{X}) \triangleq \ln \left|\sigma I_{N_{t}}+\sum_{k=1}^{K} \mathcal{H}_{k}^{H}(\boldsymbol{\theta}) \boldsymbol{X}_{k} \mathcal{H}_{k}(\boldsymbol{\theta})\right| \\
-\ln \left|\sigma I_{N_{t}}\right| \quad \text { s.t. } \quad \text { (4), (7b). } \tag{11}
\end{array}
$$

On one hand, alternating optimization in the continuous variable $\boldsymbol{X}$ with $\boldsymbol{\theta}$ held fixed, is still challenging as discussed above. More particularly, one cannot use (8) because it does not necessarily result in a better feasible point. On the other hand, alternating optimization in the discrete variable $\boldsymbol{\theta}$ with $\boldsymbol{X}$ held fixed poses a challenging combinatoric problem. We now develop scalable alternating iterations for both these problems.

Initialized by a $\left(\theta^{(0)}, X^{(0)}\right)$ feasible for (11), let $\left(\theta^{(\kappa)}, X^{(\kappa)}\right)$ be a feasible point of (11) that is found from the $(\kappa-1)$ th iteration.

## A. Covariance iteration

1) SVD-based iteration: We generate $X^{(\kappa+1)}$ so that

$$
\begin{equation*}
f\left(\theta^{(\kappa)}, X^{(\kappa+1)}\right)>f\left(\theta^{(\kappa)}, X^{(\kappa)}\right) \tag{12}
\end{equation*}
$$

Upon defining $\mathcal{H}_{k}^{(\kappa)} \triangleq \mathcal{H}\left(\theta^{(\kappa)}\right)$, and then $f^{(\kappa)}(\boldsymbol{X}) \triangleq$ $f\left(\theta^{(\kappa+1)}, \boldsymbol{X}\right)=\ln \left|\sigma I_{N_{t}}+\sum_{k=1}^{K}\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} \boldsymbol{X}_{k} \mathcal{H}_{k}^{(\kappa)}\right|-$ $\ln \left|\sigma I_{N_{t}}\right|$, we generate $X^{(\kappa+1)}$ verifying (12) by addressing the following convex problem

$$
\begin{align*}
\max _{\mathbb{C}^{N_{r} \times N_{r} \ni \boldsymbol{X} \succeq 0}} f^{(\kappa)}(\boldsymbol{X}) \triangleq \ln \mid \sigma I_{N_{t}} & +\sum_{k=1}^{K}\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} \boldsymbol{X}_{k} \mathcal{H}_{k}^{(\kappa)} \mid \\
& -\ln \left|\sigma I_{N_{t}}\right| \quad \text { s.t. } \quad \text { (7b). } \tag{7b}
\end{align*}
$$

Using the inequality (100) yields the following tight minorant of $f^{(\kappa)}(\boldsymbol{X})$ at $X^{(\kappa)}$ :

$$
\begin{align*}
\tilde{f}^{(\kappa)}(\boldsymbol{X}) \triangleq f^{(\kappa)}\left(X^{(\kappa)}\right)- & \sum_{k=1}^{K}\left\langle A_{k}^{(\kappa)},\left(\boldsymbol{X}_{k}+\epsilon I_{N_{r}}\right)^{-1}-\right. \\
& \left.\left(X_{k}^{(\kappa)}+\epsilon I_{N_{r}}\right)^{-1}\right\rangle-\ln \left|\sigma I_{N_{t}}\right| \tag{14}
\end{align*}
$$

where

$$
\begin{align*}
\mathbb{C}^{N_{r} \times N_{r}} \ni A_{k}^{(\kappa)}= & \left(X_{k}^{(\kappa)} \epsilon I_{N_{r}}\right) \mathcal{H}_{k}^{(\kappa)} \\
& \times\left[\sigma I_{N_{t}} \sum_{k=1}^{K}\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} X_{k}^{(\kappa)} \mathcal{H}_{k}^{(\kappa)}\right]^{-1} \\
& \times\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H}\left(X_{k}^{(\kappa)}+\epsilon I_{N_{r}}\right) \succeq 0 \tag{15}
\end{align*}
$$

and

$$
\begin{equation*}
\epsilon=\frac{\sigma}{2 \lambda_{\max }\left(\sum_{k=1}^{K}\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} \mathcal{H}_{k}^{(\kappa)}\right)}, \tag{16}
\end{equation*}
$$

resulting in:

$$
\begin{equation*}
\sigma I_{N_{t}}-\epsilon \sum_{k=1}^{K}\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} \mathcal{H}_{k}^{(\kappa)} \succeq(\sigma / 2) I_{N_{t}} \succ 0 \tag{17}
\end{equation*}
$$

We solve the following problem to generate $X^{(\kappa+1)}$ :

$$
\begin{equation*}
\max _{\boldsymbol{X} \succeq 0} \tilde{f}^{(\kappa)}(\boldsymbol{X}) \quad \text { s.t. } \quad(7 b) \tag{18}
\end{equation*}
$$

or, equivalently

$$
\begin{equation*}
\min _{\boldsymbol{X} \succ 0} \sum_{k=1}^{K}\left\langle A_{k}^{(\kappa)},\left(\boldsymbol{X}_{k}+\epsilon I_{N_{r}}\right)^{-1}\right\rangle \quad \text { s.t. } \quad(7 b) \tag{19}
\end{equation*}
$$

Upon harnessing the singular value decomposition (SVD),

$$
\begin{equation*}
A_{k}^{(\kappa)}=U_{k}^{(\kappa)} \Sigma_{k}^{(\kappa)}\left(U_{k}^{(\kappa)}\right)^{H} \tag{20}
\end{equation*}
$$

in conjunction with a unitary $U_{k}^{(\kappa)}$ and a positive diagonal $\Sigma_{k}^{(\kappa)}=\operatorname{diag}\left\{\gamma_{k, 1}, \ldots, \gamma_{k, N_{r}}\right\}$, (19) becomes equivalent to

$$
\begin{equation*}
\min _{\overline{\boldsymbol{X}} \succ 0} \sum_{k=1}^{K}\left\langle\Sigma_{k}^{(\kappa)}, \overline{\boldsymbol{X}}_{k}^{-1}\right\rangle \quad \text { s.t. } \tag{21}
\end{equation*}
$$

for

$$
\begin{equation*}
\overline{\boldsymbol{X}}_{k}=\left(U_{k}^{(\kappa)}\right)^{H}\left(\boldsymbol{X}_{k}+\epsilon I_{N_{r}}\right) U_{k}^{(\kappa)}, k=1, \ldots, K \tag{22}
\end{equation*}
$$

It can be inferred that the optimal solution $\overline{\boldsymbol{X}}_{k}$ in (21) must be diagonal, i.e.

$$
\begin{equation*}
\overline{\boldsymbol{X}}_{k}=\operatorname{diag}\left\{\boldsymbol{x}_{k, 1}+\epsilon, \ldots, \boldsymbol{x}_{k, N_{r}}+\epsilon\right\} \tag{23}
\end{equation*}
$$

and (22) leads to

$$
\begin{equation*}
\min _{\boldsymbol{x}_{k, j}>0} \sum_{k=1}^{K} \sum_{j=1}^{N_{r}} \frac{\gamma_{k, j}}{\boldsymbol{x}_{k, j}+\epsilon} \quad \text { s.t. } \quad \sum_{k=1}^{K} \sum_{j=1}^{N_{r}} \boldsymbol{x}_{k, j}=P . \tag{24}
\end{equation*}
$$

The optimal solution of (24) is given by

$$
\begin{equation*}
x_{k, j}^{o p t}=\max \left\{\lambda \sqrt{\gamma_{k, j}}-\epsilon, 0\right\} \tag{25}
\end{equation*}
$$

where $\lambda>0$ is found by bisection so that

$$
\begin{equation*}
\sum_{k=1}^{K} \sum_{j=1}^{N_{r}} \max \left\{\lambda \sqrt{\gamma_{k, j}}-\epsilon, 0\right\}=P \tag{26}
\end{equation*}
$$

Thus, it follows from (22) and (25) that a $X^{(\kappa+1)}$ verifying (12) obeys:

$$
\begin{equation*}
X_{k}^{(\kappa+1)} \triangleq U_{k}^{(\kappa)} \operatorname{diag}\left\{x_{k, 1}^{o p t}, \ldots, x_{k, N_{r}}^{o p t}\right\}\left(U_{k}^{(\kappa)}\right)^{H} \tag{27}
\end{equation*}
$$

with $U_{k}^{(\kappa)}$ and $x_{k, j}^{o p t}$ are defined in (20) and (25).
Remark 1. When we replace the sum power constraint (7b) by the individual power constraints (9b) for the problem (19) , the solution is given by (27) in conjunction with

$$
\begin{equation*}
x_{k, j}^{o p t}=\max \left\{\lambda_{k} \sqrt{\gamma_{k, j}}-\epsilon, 0\right\} \tag{28}
\end{equation*}
$$

where $\lambda_{k}>0$ is found by bisection satisfying that

$$
\begin{equation*}
\sum_{j=1}^{N_{r}} \max \left\{\lambda_{k} \sqrt{\gamma_{k, j}}-\epsilon, 0\right\}=P_{k} \tag{29}
\end{equation*}
$$

Remark 2. Note that the problem (13) is convex and thus (27) provides a scalable path-following iteration for computing its globally optimal solution, which is new even from algorithmic optimization perspective.
2) SVD-free based iterations: To avoid the SVD of (20), we make the following variable changes

$$
\begin{equation*}
\boldsymbol{X}_{k}=\left[\mathbf{P}_{k}\right]^{2}, \mathbf{P}_{k} \in \mathbb{C}^{N_{r} \times N_{r}}, k \in \mathcal{K} \tag{30}
\end{equation*}
$$

Accordingly, we also set $X_{k}^{(\kappa)}=\left[P_{k}^{(\kappa)}\right]^{2}, k=1, \ldots, K$. For $\mathbf{P} \triangleq\left(\mathbf{P}_{1}, \ldots, \mathbf{P}_{K}\right)$, the problem (13) used for generating $X^{(\kappa+1)}$ verifying (12) is expressed by the following problem

$$
\begin{array}{r}
\max _{\mathbf{P}} g^{(\kappa)}(\mathbf{P}) \triangleq \ln \left|I_{N_{t}}+\sum_{k=1}^{K}\left[\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} \mathbf{P}_{k}\right]^{2} / \sigma\right| \\
\text { s.t. } \quad \sum_{k=1}^{K}\left\langle\left[\mathbf{P}_{k}\right]^{2}\right\rangle \leq P \tag{31}
\end{array}
$$

Using the inequality (101) yields the following minorant of $g^{(\kappa)}(\mathbf{P})$ at $P^{(\kappa)}$ :

$$
\begin{align*}
\tilde{g}^{(\kappa)}(\mathbf{P}) \triangleq & a^{(\kappa)}+\frac{2}{\sigma} \sum_{k=1}^{K} \Re\left\{\left\langle\left(P_{k}^{(\kappa)}\right)^{H}\left[\mathcal{H}_{k}^{(\kappa)}\right]^{2} \mathbf{P}_{k}\right\rangle\right\} \\
& -\sum_{k=1}^{K}\left\langle C^{(\kappa)},\left[\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} \mathbf{P}_{k}\right]^{2}\right\rangle \\
= & a^{(\kappa)}+\frac{2}{\sigma} \sum_{k=1}^{K} \Re\left\{\left\langle\left(P_{k}^{(\kappa)}\right)^{H}\left[\mathcal{H}_{k}^{(\kappa)}\right]^{2} \mathbf{P}_{k}\right\rangle\right\} \\
& -\sum_{k=1}^{K}\left\langle\mathbf{P}_{k}^{H} \mathcal{H}_{k}^{(\kappa)} C^{(\kappa)}\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} \mathbf{P}_{k}\right\rangle \tag{32}
\end{align*}
$$

in conjunction with

$$
\begin{align*}
& a^{(\kappa)} \triangleq g^{(\kappa)}\left(P^{(\kappa)}\right)-\frac{1}{\sigma} \sum_{k=1}^{K}\left\langle\left[\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} P_{k}^{(\kappa)}\right]^{2}\right\rangle-\sigma\left\langle C^{(\kappa)}\right\rangle \\
& 0 \preceq C^{(\kappa)} \triangleq \frac{1}{\sigma} I_{N_{t}}-\left(\sigma I_{N_{t}}+\sum_{k=1}^{K}\left[\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} P_{k}^{(\kappa)}\right]^{2}\right)^{-1} \tag{33}
\end{align*}
$$

For $C_{\sigma}^{(\kappa)} \triangleq \sigma C^{(\kappa)} \quad=\quad I_{N_{t}}-\left(I_{N_{t}}+\right.$ $\left.\frac{1}{\sigma} \sum_{k=1}^{K}\left[\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} P_{k}^{(\kappa)}\right]^{2}\right)^{-1}$, we thus solve the following problem of tight minorant maximization of (30) to generate $P^{(\kappa+1)}$ :

$$
\begin{equation*}
\max _{\mathbf{P}} \tilde{g}^{(\kappa)}(\mathbf{P}) \quad \text { s.t. } \quad \sum_{k=1}^{K}\left\langle\left[\mathbf{P}_{k}\right]^{2}\right\rangle \leq P \tag{34}
\end{equation*}
$$

which admits the following closed-form solution given at the top of the next page, where $\mu>0$ is found by bisection, so that

$$
\begin{equation*}
\sum_{k=1}^{K}\left\langle\left[\left(\mathcal{H}_{k}^{(\kappa)} C_{\sigma}^{(\kappa)}\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H}+\mu I_{N_{r}}\right)^{-1}\left[\mathcal{H}_{k}^{(\kappa)}\right]^{2} P_{k}^{(\kappa)}\right]^{2}\right\rangle=P \tag{36}
\end{equation*}
$$

Thus, $X_{k}^{(\kappa+1)} \triangleq\left[P_{k}^{(\kappa+1)}\right]^{2}$ verifies (12).
Remark 3. The advantage of harnessing the variable change in (30) is that it still works for $P_{k} \in \mathbb{C}^{N_{r} \times q}$ with $q<N_{r}$, where $P_{k}$ plays the role of MIMO-aided uplink beamforming in multi-access channels (MAC).

$$
P_{k}^{(\kappa+1)}=\left\{\begin{array}{c}
\left(\mathcal{H}_{k}^{(\kappa)} C_{\sigma}^{(\kappa)}\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H}\right)^{-1}\left[\mathcal{H}_{k}^{(\kappa)}\right]^{2}\left[P_{k}^{(\kappa)}\right]^{2}  \tag{35}\\
\text { if } \sum_{k=1}^{K}\left\langle\left[\left(\mathcal{H}_{k}^{(\kappa)} C_{\sigma}^{(\kappa)}\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H}\right)^{-1}\left[\mathcal{H}_{k}^{(\kappa)}\right]^{2} P_{k}^{(\kappa)}\right]^{2}\right\rangle \leq P, \\
\left(\mathcal{H}_{k}^{(\kappa)} C_{\sigma}^{(\kappa)}\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H}+\mu I_{N_{r}}\right)^{-1}\left[\mathcal{H}_{k}^{(\kappa)}\right]^{2} P_{k}^{(\kappa)} \text { otherwise },
\end{array}\right.
$$

## B. PREs iteration

With $P_{k}^{(\kappa+1)} \triangleq \sqrt{X_{k}^{(\kappa+1)}}$, and $\varphi^{(\kappa)}(\boldsymbol{\theta}) \triangleq f\left(\boldsymbol{\theta}, X^{(\kappa+1)}\right)=$ $\ln \left|I_{N_{t}}+\sum_{k=1}^{K}\left[\mathcal{H}_{k}^{H}(\boldsymbol{\theta}) P_{k}^{(\kappa+1)}\right]^{2} / \sigma\right|$, to generate $\theta^{(\kappa+1)}$ so that

$$
\begin{align*}
f\left(\theta^{(\kappa+1)}, X^{(\kappa+1)}\right) & =\varphi^{(\kappa)}\left(\theta^{(\kappa+1)}\right) \\
& >\varphi^{(\kappa)}\left(\theta^{(\kappa)}\right) \\
& =f\left(\theta^{(\kappa)}, X^{(\kappa+1)}\right) \tag{37}
\end{align*}
$$

we address the following problem

$$
\begin{equation*}
\max _{\boldsymbol{\theta}} \varphi^{(\kappa)}(\boldsymbol{\theta}) \quad \text { s.t. } \quad(4) \tag{38}
\end{equation*}
$$

Using the inequality (101) yields the following minorant of $\varphi^{(\kappa)}(\boldsymbol{\theta})$ at $\theta^{(\kappa)}$ :

$$
\begin{align*}
\tilde{\varphi}^{(\kappa)}(\boldsymbol{\theta}) \triangleq & \tilde{a}^{(\kappa)}+\frac{2}{\sigma} \sum_{k=1}^{K} \Re\left\{\left\langle X_{k}^{(\kappa+1)} \mathcal{H}_{k}^{(\kappa)} \mathcal{H}_{k}^{H}(\boldsymbol{\theta})\right\rangle\right\} \\
& -\sum_{k=1}^{K}\left\langle\tilde{C}^{(\kappa)}, \mathcal{H}_{k}^{H}(\boldsymbol{\theta}) X_{k}^{(\kappa+1)} \mathcal{H}_{k}(\boldsymbol{\theta})\right\rangle \\
= & \tilde{a}^{(\kappa)}+\frac{2}{\sigma} \sum_{k=1}^{K} \Re\left\{\left\langle\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} X_{k}^{(\kappa+1)} \mathcal{H}_{k}(\boldsymbol{\theta})\right\rangle\right\} \\
& -\sum_{k=1}^{K}\left\langle\tilde{C}^{(\kappa)}, \mathcal{H}_{k}^{H}(\boldsymbol{\theta}) X_{k}^{(\kappa+1)} \mathcal{H}_{k}(\boldsymbol{\theta})\right\rangle \tag{39}
\end{align*}
$$

with

$$
\begin{align*}
& \tilde{a}^{(\kappa)} \triangleq \varphi^{(\kappa)}\left(\theta^{(\kappa)}\right)-\frac{1}{\sigma} \sum_{k=1}^{K}\left\langle\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} X_{k}^{(\kappa+1)} \mathcal{H}_{k}^{(\kappa)}\right\rangle-\sigma\left\langle\tilde{C}^{(\kappa)}\right\rangle, \\
& 0 \preceq \tilde{C}^{(\kappa)} \triangleq \frac{1}{\sigma} I_{N_{t}}-\left(\sigma I_{N_{t}}+\sum_{k=1}^{K}\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} X_{k}^{(\kappa+1)} \mathcal{H}_{k}^{(\kappa)}\right)^{-1} \tag{40}
\end{align*}
$$

Then we have

$$
\begin{align*}
\sigma \tilde{\varphi}^{(\kappa)}(\boldsymbol{\theta})=\sigma \tilde{a}^{(\kappa)}+ & 2 \sum_{k=1}^{K} \Re\left\{\left\langle\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} X_{k}^{(\kappa+1)} \mathcal{H}_{k}(\boldsymbol{\theta})\right\rangle\right\} \\
& -\sum_{k=1}^{K}\left\langle\tilde{C}_{\sigma}^{(\kappa)}, \mathcal{H}_{k}^{H}(\boldsymbol{\theta}) X_{k}^{(\kappa+1)} \mathcal{H}_{k}(\boldsymbol{\theta})\right\rangle, \tag{41}
\end{align*}
$$

along with $\tilde{C}_{\sigma}^{(\kappa)} \quad \triangleq \quad I_{N_{t}}-$ $\left(I_{N_{t}}+\frac{1}{\sigma} \sum_{k=1}^{K}\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} X_{k}^{(\kappa+1)} \mathcal{H}_{k}^{(\kappa)}\right)^{-1}$.
We may write $\operatorname{diag}\left(e^{\jmath \boldsymbol{\theta}}\right)=\sum_{n=1}^{N} e^{\boldsymbol{\theta}_{n}} \Upsilon_{n}$, where $\Upsilon_{n}$ is the matrix of size $N \times N$ having only zero entries, except for its $(n, n)$-entry, which is 1 . Then the matrix $\mathcal{H}_{k}(\boldsymbol{\theta})$ defined by (2) is represented by

$$
\begin{equation*}
\mathcal{H}_{k}(\boldsymbol{\theta})=\sum_{n=1}^{N} e^{\boldsymbol{\theta}_{n}} \mathcal{H}_{k, n}+\tilde{H}_{B, k} \tag{42}
\end{equation*}
$$

with $\mathcal{H}_{k, n} \triangleq \tilde{H}_{B R, k} \Upsilon_{n} H_{B, R}$. Therefore, we have

$$
\begin{equation*}
\left\langle\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} X_{k}^{(\kappa+1)} \mathcal{H}_{k}(\boldsymbol{\theta})\right\rangle=\alpha_{k, 1}^{(\kappa)}+\sum_{n=1}^{N} \tilde{b}_{k, 1}^{(\kappa)}(n) e^{\jmath \boldsymbol{\theta}_{n}}, \tag{43}
\end{equation*}
$$

in conjunction with ${ }^{1}$

$$
\begin{gather*}
\alpha_{k, 1}^{(\kappa)} \triangleq\left\langle\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} X_{k}^{(\kappa+1)} \tilde{H}_{B, k}\right\rangle, \\
\tilde{b}_{k, 1}^{(\kappa)}(n)=\left\langle\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} X_{k}^{(\kappa+1)} \mathcal{H}_{k, n}\right\rangle, n \in \mathcal{N} . \tag{44}
\end{gather*}
$$

Furthermore,

$$
\begin{align*}
\left.\left\langle\tilde{C}_{\sigma}^{(\kappa)}, \mathcal{H}_{k}^{H}(\boldsymbol{\theta}) X_{k}^{(\kappa+1)} \mathcal{H}_{k}(\boldsymbol{\theta})\right\rangle\right\rangle= & \alpha_{k, 2}^{(\kappa)}+2 \sum_{n=1}^{N} \Re\left\{\tilde{b}_{k, 2}^{(\kappa)}(n) e^{\jmath \boldsymbol{\theta}_{n}}\right\} \\
& +\left(e^{\jmath \boldsymbol{\theta}}\right)^{H} \Phi_{k}^{(\kappa+1)} e^{\boldsymbol{\jmath} \boldsymbol{\theta}}, \tag{45}
\end{align*}
$$

with

$$
\begin{gather*}
\alpha_{k, 2}^{(\kappa)} \triangleq\left\langle\tilde{C}_{\sigma}^{(\kappa)}\left(\tilde{H}_{B, k}\right)^{H} X_{k}^{(\kappa+1)} \tilde{H}_{B, k}\right\rangle, \\
\tilde{b}_{k, 2}^{(\kappa)}(n)=\left\langle\tilde{C}_{\sigma}^{(\kappa)}\left(\tilde{H}_{B, k}\right)^{H} X_{k}^{(\kappa+1)} \mathcal{H}_{k, n}\right\rangle, n=1, \ldots, N, \\
\Phi_{k}^{(\kappa+1)}\left(n^{\prime}, n\right) \triangleq\left\langle\tilde{C}_{\sigma}^{(\kappa)} \mathcal{H}_{k, n^{\prime}}^{H} X_{k}^{(\kappa+1)} \mathcal{H}_{k, n}\right\rangle,\left(n^{\prime}, n\right) \in \mathcal{N} \times \mathcal{N} . \tag{46}
\end{gather*}
$$

Based on (43), and (45), we obtain

$$
\begin{align*}
\sigma \tilde{\varphi}^{(\kappa)}(\boldsymbol{\theta})=\tilde{a}^{(\kappa+1)}+2 \Re\{ & \left.\sum_{n=1}^{N} \tilde{b}^{(\kappa+1)}(n) e^{\jmath \boldsymbol{\theta}_{n}}\right\} \\
& -\left(e^{\jmath \boldsymbol{\theta}}\right)^{H} \Phi^{(\kappa+1)} e^{\jmath \boldsymbol{\theta}} \tag{47}
\end{align*}
$$

with

$$
\begin{gather*}
\tilde{a}^{(\kappa+1)} \triangleq \sigma \tilde{a}^{(\kappa)}+\sum_{k=1}^{K}\left(2 \Re\left\{\alpha_{k, 1}^{(\kappa)}\right\}-\alpha_{k, 2}^{(\kappa)}\right), \\
\tilde{b}^{(\kappa+1)}(n) \triangleq \sum_{k=1}^{K}\left(\tilde{b}_{k, 1}^{(\kappa)}(n)-\tilde{b}_{k, 2}^{(\kappa)}(n)\right), n \in \mathcal{N},  \tag{48}\\
\Phi^{(\kappa+1)} \triangleq \sum_{k=1}^{K} \Phi_{k}^{(\kappa+1)}
\end{gather*}
$$

Furthermore, a tight minorant of $\sigma \tilde{\varphi}^{(\kappa)}(\boldsymbol{\theta})$ and $\sigma \varphi^{(\kappa)}(\boldsymbol{\theta})$ is

$$
\begin{align*}
\tilde{\tilde{\varphi}}_{\sigma}^{(\kappa)}(\boldsymbol{\theta}) \triangleq & \tilde{a}^{(\kappa+1)}+2 \Re\left\{\sum _ { n = 1 } ^ { N } \left(\tilde{b}^{(\kappa+1)}(n)\right.\right. \\
& -\sum_{n^{\prime}=1}^{N} e^{-\jmath \theta_{n^{\prime}}^{(\kappa)}} \Phi^{(\kappa+1)}\left(n^{\prime}, n\right) \\
& \left.\left.+\lambda_{\max }\left(\Phi^{(\kappa+1)}\right) e^{-\jmath \theta_{n}^{(\kappa)}}\right) e^{\jmath \boldsymbol{\theta}_{n}}\right\} \\
& -\left(e^{\jmath \theta^{(\kappa)}}\right)^{H} \Phi^{(\kappa+1)} e^{\jmath \theta^{(\kappa)}}-2 \lambda_{\max }\left(\Phi^{(\kappa+1)}\right) N . \tag{49}
\end{align*}
$$

We thus solve the following discrete problem of tight minorant maximization for (38) to generate $\theta^{(\kappa+1)}$ :

$$
\begin{equation*}
\max _{\boldsymbol{\theta} \in \mathcal{B}^{N}} \tilde{\tilde{\varphi}}_{\sigma}^{(\kappa)}(\boldsymbol{\theta}) \tag{50}
\end{equation*}
$$

which admits the closed-form solution of

$$
\theta_{n}^{(\kappa+1)}=2 \pi-\left\lfloor\angle \left(\tilde{b}^{(\kappa+1)}(n)-\sum_{m=1}^{N} e^{-\jmath \theta_{m}^{(\kappa)}} \Phi^{(\kappa+1)}(m, n)\right.\right.
$$

[^1]\[

$$
\begin{equation*}
\left.\left.+\lambda_{\max }\left(\Phi^{(\kappa+1)}\right) e^{-\jmath \theta_{n}^{(\kappa)}}\right)\right]_{b}, n \in \mathcal{N} \tag{51}
\end{equation*}
$$

\]

where $\lfloor\alpha\rceil_{b}$ represents the projection of $\alpha \in[0,2 \pi]$ into $\mathcal{B}$ defined by

$$
\begin{equation*}
\lfloor\alpha\rceil_{b}=\nu_{\alpha} \frac{2 \pi}{2^{b}} \tag{52}
\end{equation*}
$$

with

$$
\begin{equation*}
\nu_{\alpha} \triangleq \arg \min _{\nu=0,1, \ldots, 2^{b}}\left|\nu \frac{2 \pi}{2^{b}}-\alpha\right| \tag{53}
\end{equation*}
$$

which can be readily found, because we have $\nu_{\alpha} \in\{\nu, \nu+1\}$ for $\alpha \in\left[\nu \frac{2 \pi}{2^{b}},(\nu+1) \frac{2 \pi}{2^{b}}\right]$. We also reset $\nu_{\alpha}=0$, when the optimal solution of (53) is $2^{b}$.

## C. Scalable path-following algorithms and their convegence

The pseudo code of the SVD-based iteration (27) (SVDfree iteration (35), resp.) for generating $X^{(\kappa+1)}$ and the iteration (51) for generating $\theta^{(\kappa+1)}$ is provided by Algorithm 1 (Algorithm 2, resp.). It follows from (27) and (37) that

$$
\begin{equation*}
f\left(\left(\theta^{(\kappa+1)}, X^{(\kappa+1)}\right)>f\left(\theta^{(\kappa)}, X^{(\kappa)}\right)\right. \tag{54}
\end{equation*}
$$

i.e. both of them are path-following computational procedures, which iteratively improve the feasible points. As such, the sequence $\left\{\left(\theta^{(\kappa)}, X^{(\kappa)}\right)\right\}$ converges to a limit point $(\bar{\theta}, \bar{X})$ according to the Cauchy theorem.
Algorithm 1 SVD-based sum-rate capacity (SVD-based SRC)
path-following algorithm to solve the problem (11).
Initialization. Randomly generate $P_{k}^{(0)}$ satisfying
$\sum_{k=1}^{K}\left\langle\left[P_{k}^{(0)}\right]^{2}\right\rangle \leq P$. Set $X^{(0)} \triangleq\left(\left[P_{1}^{(0)}\right]^{2}, \ldots,\left[P_{K}^{(0)}\right]^{2}\right)$.
Generate a feasible point $\theta^{(0)}$. Set $\kappa=0$.
Repeat until convergence of the objective in (11):
Generate $X^{(\kappa+1)}$ by (23)-(26), and $\theta^{(\kappa+1)}$ by (51). Reset
$\kappa:=\kappa+1$.
Output $\left(X^{(\kappa)}, \theta^{(\kappa)}\right)$ and the achieved sum-rate capacity
$f\left(\theta^{(\kappa)}, X^{(\kappa)}\right)$.

> | Algorithm 2 SVD-free sum-rate capacity (SVD-free SRC) |
| :--- |
| path-following algorithm to solve the problem (11). |
| 1: Initialization. Randomly generate $P_{k}^{(0)}$ satisfying |
| $\sum_{k=1}^{K}\left\langle\left[P_{k}^{(0)}\right]^{2}\right\rangle \leq P$. Set $X^{(0)} \triangleq\left(\left[P_{1}^{(0)}\right]^{2}, \ldots,\left[P_{K}^{(0)}\right]^{2}\right)$. |
|  |
| Generate a feasible point $\theta^{(0)}$. Set $\kappa=0$. |
| 2: Repeat until convergence of the objective in (11): |
| Generate $P^{(\kappa+1)}$ by (35), $X^{(\kappa+1)}$ by (30), and $\theta^{(\kappa+1)}$ |
| by $(51)$. Reset $\kappa:=\kappa+1$. |
| 3: Output $\left(X^{(\kappa)}, \theta^{(\kappa)}\right)$ and the achieved sum-rate capacity |
|  |
| $f\left(\theta^{(\kappa)}, X^{(\kappa)}\right)$. |

## III. MAX-MIN RATE OPTIMIZATION

In this section, the transmit signal $\boldsymbol{x}$ in (5) is

$$
\begin{equation*}
\boldsymbol{x}=\sum_{k=1}^{K} \mathbf{P}_{k} s_{k} \tag{55}
\end{equation*}
$$

where $s_{k} \in \mathbb{C}^{d}$ with $d \leq N_{r}$ and $\mathbb{E}\left(\left\|s_{k}\right\|^{2}\right)=1$ encodes the information stream intended for UE $k$, which is beamformed by $\mathbf{P}_{k} \in \mathbb{C}^{N_{t} \times d}$. For $\mathbf{P} \triangleq\left(\mathbf{P}_{1}, \ldots, \mathbf{P}_{K}\right)$, the rate at $\mathrm{UE} k$ is $r_{k}(\boldsymbol{\theta}, \mathbf{P}) \triangleq \ln \left|I_{N_{r}}+\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right]^{2}\left(\sigma I_{N_{r}}+\sum_{i \neq k}^{K}\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{i}\right]^{2}\right)^{-1}\right|$.

Given the power budget $P$, we are interested in the following problem of max-min rate optimization

$$
\begin{array}{r}
\max _{\boldsymbol{\theta}, \mathbf{P}} \min _{k=1, \ldots, K} r_{k}(\boldsymbol{\theta}, \mathbf{P}) \quad \text { s.t. } \\
\sum_{k=1}^{K}\left\langle\left[\mathbf{P}_{k}\right]^{2}\right\rangle \leq P . \tag{57b}
\end{array}
$$

Our previous work [4] provides a convex-solver based algorithm for solving (57) for $d=N_{r}=1$ and $b=\infty$, under which the variable $\vartheta \triangleq e^{\jmath \boldsymbol{\theta}}$ in (57) is also continuous with its entries satisfying the unit modulus constraint, so they can be handled by using an exact penalty based method. The computational complexity of alternating iterations in $\mathbf{P}$ is $\mathcal{O}\left(\left(K N_{t}\right)^{3}\right)$ while that of alternating iterations in $\boldsymbol{\theta}$ is $\mathcal{O}\left(N^{3}\right)$. As mentioned in the Introduction, the non-smoothness of the objective function in (57) does not add an additional computational difficulty for convex-solver based algorithms, but it is still a hurdle for the development of scalable algorithms. Instead of the non-smooth objective function $\min _{k=1, \ldots, K} r_{k}$ in (57), our recent treatises [5], [15], [16] used the smooth objective function $\left(\prod_{k=1}^{K} r_{k}\right)^{1 / K}$ of the rate functions' geometric mean (GM-rate), whose maximization leads to improved rate-fairness for the users. By exploiting the smoothness of the latter, the scalable algorithms have been developed for its maximization in [5], [15], [16].

Given the discrete constraint (4) for the PREs' $b$-bit resolution, (57) represents a computationally challenging problem of large scale mixed discrete-continuous optimization, for which an exact penalty based method for its solution unlikely exists. Moreover, the convex-solver based approach is hardly applicable to discrete problems.

To develop scalable algorithms for addressing (57), we conceive the following surrogate max-min problem
$\max _{\boldsymbol{\theta}, \mathbf{P}} \min _{k \in \mathcal{K}} \ln \left|I_{N_{r}}+\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right]^{2}\left(c \sigma I_{N_{r}}+c \sum_{i \neq k}^{K}\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{i}\right]^{2}\right)^{-1}\right|$
s.t. $(4),(57 b)$.
for $c>0$. In fact, for $N_{r}=1$,

$$
r_{k}(\boldsymbol{\theta}, \mathbf{P})=\ln \left(1+\frac{\left|\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right|^{2}}{\sigma+\sum_{i \neq k}^{K}\left|\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{i}\right|^{2}}\right),
$$

so
$(57) \Leftrightarrow \max _{\boldsymbol{\theta}, \mathbf{P}} \min _{k \in \mathcal{K}} \frac{\left|\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right|^{2}}{\sigma+\sum_{i \neq k}^{K}\left|\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{i}\right|^{2}}$
s.t. $\quad(4),(57 b)$
$\Leftrightarrow \quad \max _{\boldsymbol{\theta}, \mathbf{P}} \min _{k \in \mathcal{K}} \frac{\left|\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right|^{2}}{c\left(\sigma+\sum_{i \neq k}^{K}\left|\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{i}\right|^{2}\right)}$

$$
\begin{array}{r}
\text { s.t. }(4),(57 b) \\
\max _{\boldsymbol{\theta}, \mathbf{P}} \min _{k \in \mathcal{K}} \ln \left(1+\frac{\left|\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right|^{2}}{c\left(\sigma+\sum_{i \neq k}^{K}\left|\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{i}\right|^{2}\right)}\right) \\
\text { s.t. } \tag{61}
\end{array}
$$

i.e. (57) is equivalent to (58).

Let us define

$$
\begin{array}{r}
\Gamma_{c}(\boldsymbol{\theta}, \mathbf{P}) \triangleq \sum_{k=1}^{K}\left[I_{N_{r}}-\left(\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right)^{H}\left(\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right]^{2}+c \sigma I_{N_{r}}\right.\right. \\
+  \tag{62}\\
\left.\left.+\sum_{i \neq k}^{K}\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{i}\right]^{2}\right)^{-1} \mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right] .
\end{array}
$$

Then one has

$$
\begin{align*}
f_{M M}(\boldsymbol{\theta}, \mathbf{P}) \triangleq & \max _{k \in \mathcal{K}} \ln \mid\left(I_{N_{r}}+\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right]^{2}\left(c \sigma I_{N_{r}}\right.\right. \\
& \left.\left.+c \sum_{i \neq k}^{K}\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{i}\right]^{2}\right)^{-1}\right)^{-1} \mid  \tag{63}\\
= & \max _{k \in \mathcal{K}} \ln \mid I_{N_{r}}-\left(\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right)^{H}\left(\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right]^{2}\right. \\
& \left.+c \sigma I_{N_{r}}+c \sum_{i \neq k}^{K}\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{i}\right]^{2}\right)^{-1} \mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k} \mid \\
\leq & \ln \left|\Gamma_{c}(\boldsymbol{\theta}, \mathbf{P})\right|  \tag{64}\\
\leq & \left.\frac{1}{K} \sum_{k \in \mathcal{K}} \ln \right\rvert\, I_{N_{r}}-\left(\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right)^{H}\left(\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right]^{2}\right.  \tag{65}\\
& \left.+c \sigma I_{N_{r}}+c \sum_{i \neq k}^{K}\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{i}\right]^{2}\right)^{-1} \mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k} \mid \\
& +\ln K  \tag{66}\\
= & \left.\frac{1}{K} \sum_{k \in \mathcal{K}} \ln \right\rvert\,\left(I_{N_{r}}+\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right]^{2}\left(c \sigma I_{N_{r}}\right.\right. \\
& \left.\left.\left.+c \sum_{i \neq k}^{K}\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{i}\right]^{2}\right)\right)^{-1}\right)^{-1} \mid+\ln K  \tag{67}\\
\leq & f_{M M}(\boldsymbol{\theta}, \mathbf{P})+\ln K . \tag{68}
\end{align*}
$$

Note that $\ln K$ in (68) becomes small compared to $f_{M M}(\boldsymbol{\theta}, \mathbf{P})$, as $c$ becomes smaller. Thus, with $c$ smaller, the smooth function $\ln \left|\Gamma_{c}(\boldsymbol{\theta}, \mathbf{P})\right|$ closely approximates the nonsmooth function $f_{M M}(\boldsymbol{\theta}, \mathbf{P})$. Furthermore, we have

$$
\begin{align*}
-f_{M M}(\boldsymbol{\theta}, \mathbf{P})= & -\max _{k \in \mathcal{K}}\left[-\ln \mid I_{N_{r}}+\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right]^{2}\right. \\
& \left.\times\left(c \sigma I_{N_{r}}+c \sum_{i \neq k}^{K}\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{i}\right]^{2}\right)^{-1} \mid\right]  \tag{69}\\
= & \min _{k \in \mathcal{K}}\left[\ln \mid I_{N_{r}}+\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{k}\right]^{2}\left(c \sigma I_{N_{r}}\right.\right. \\
& \left.\left.+c \sum_{i \neq k}^{K}\left[\mathcal{H}_{k}(\boldsymbol{\theta}) \mathbf{P}_{i}\right]^{2}\right)^{-1} \mid\right] \tag{70}
\end{align*}
$$

so the non-smooth objective function in (58) is closely approximated by the function $-\ln \left|\Gamma_{c}(\boldsymbol{\theta}, \mathbf{P})\right|=\ln \left|\Gamma_{c}(\boldsymbol{\theta}, \mathbf{P})\right|^{-1}$. We thus propose to consider the following problem having a smooth objective function, which is called a soft-min objective function, to address $(61) /(57)$ :

$$
\begin{equation*}
\max _{\boldsymbol{\theta}, \mathbf{P}} f_{c}(\boldsymbol{\theta}, \mathbf{P}) \triangleq \ln \left|\Gamma_{c}(\boldsymbol{\theta}, \mathbf{P})\right|^{-1} \quad \text { s.t. } \quad(4),(57 b) . \tag{71}
\end{equation*}
$$

Initialized by $\left(\theta^{(0)}, P^{(0)}\right)$ feasible for (71), let $\left(\theta^{(\kappa)}, P^{(\kappa)}\right)$ be a feasible point for (71) that is found from the $(\kappa-1)$-th iteration.

## A. Beamforming iteration

To generate a feasible $P^{(\kappa+1)}$ so that

$$
\begin{equation*}
f_{c}\left(\theta^{(\kappa)}, P^{(\kappa+1)}\right)>f_{c}\left(\theta^{(\kappa)}, P^{(\kappa)}\right) \tag{72}
\end{equation*}
$$

we address the following problem

$$
\begin{equation*}
\max _{\mathbf{P}} f_{b}^{(\kappa)}(\mathbf{P}) \triangleq \ln \left|\Gamma_{b}^{(\kappa)}(\mathbf{P})\right|^{-1} \quad \text { s.t. } \quad(57 b) \tag{73}
\end{equation*}
$$

in conjunction with

$$
\begin{align*}
\Gamma_{b}^{(\kappa)}(\mathbf{P}) \triangleq & \Gamma_{c}\left(\theta^{(\kappa)}, \mathbf{P}\right) \\
= & \sum_{k=1}^{K}\left[I_{N_{r}}-\left(\mathcal{H}_{k}^{(\kappa)} \mathbf{P}_{k}\right)^{H}\left(\left[\mathcal{H}_{k}^{(\kappa)} \mathbf{P}_{k}\right]^{2}\right.\right. \\
& \left.\left.+c \sigma I_{N_{r}}+c \sum_{i \neq k}^{K}\left[\mathcal{H}_{k}^{(\kappa)} \mathbf{P}_{i}\right]^{2}\right)^{-1} \mathcal{H}_{k}^{(\kappa)} \mathbf{P}_{k}\right], 7 \tag{74}
\end{align*}
$$

where $\mathcal{H}_{k}^{(\kappa)} \triangleq \mathcal{H}_{k}\left(\theta^{(\kappa)}\right), k=1, \ldots, K$. Applying the inequality (108) for

$$
\begin{gather*}
\bar{X}_{k} \triangleq \mathcal{H}_{k}^{(\kappa)} P_{k}^{(\kappa)}, \quad k \in \mathcal{K} \\
\bar{Y}_{k} \triangleq\left[\mathcal{H}_{k}^{(\kappa)} P_{k}^{(\kappa)}\right]^{2}+c \sigma I_{N_{r}}+c \sum_{i \neq k}^{K}\left[\mathcal{H}_{k}^{(\kappa)} P_{i}^{(\kappa)}\right]^{2}, k \in \mathcal{K} \tag{75}
\end{gather*}
$$

yields the following tight minorant of $f_{b}^{(\kappa)}(\mathbf{P})$ :

$$
\begin{align*}
& \tilde{f}_{b}^{(\kappa)}(\mathbf{P}) \triangleq a^{(\kappa)}+2 \sum_{k=1}^{K} \Re\left\{\left\langle\mathcal{A}_{k} \mathbf{P}_{k}\right\rangle\right\}-\sum_{k=1}^{K}\left\langle\mathcal{B}_{k},\left(\left[\mathcal{H}_{k}^{(\kappa)} \mathbf{P}_{k}\right]^{2}\right.\right. \\
&\left.\left.+c \sum_{i \neq k}^{K}\left[\mathcal{H}_{k}^{(\kappa)} \mathbf{P}_{i}\right]^{2}\right)\right\rangle  \tag{76}\\
&= a^{(\kappa)}+2 \sum_{k=1}^{K} \Re\left\{\left\langle\mathcal{A}_{k} \mathbf{P}_{k}\right\rangle\right\}-\sum_{k=1}^{K}\left\langle\mathcal{C}_{k},\left[\mathbf{P}_{k}\right]^{2}\right\rangle \tag{77}
\end{align*}
$$

where we have

$$
\begin{gather*}
a^{(\kappa)} \triangleq \ln \left|\Gamma_{b}^{(\kappa)}\left(P^{(\kappa)}\right)\right|^{-1}-\sum_{k=1}^{K}\left\langle\left(\Gamma_{b}^{(\kappa)}(\bar{X}, \bar{Y})\right)^{-1}\right. \\
\left.\bar{X}_{k}^{H} \bar{Y}_{k}^{-1} \bar{X}_{k}\right\rangle-c \sigma \sum_{k=1}^{K}\left\langle\mathcal{B}_{k}\right\rangle  \tag{78}\\
\mathcal{A}_{k} \triangleq\left(\Gamma_{b}^{(\kappa)}(\bar{X}, \bar{Y})\right)^{-1} \bar{X}_{k}^{H} \bar{Y}_{k}^{-1} \mathcal{H}_{k}^{(\kappa)} \\
\mathcal{B}_{k} \triangleq \bar{Y}_{k}^{-1} \bar{X}_{k}\left(\Gamma_{b}^{(\kappa)}(\bar{X}, \bar{Y})\right)^{-1} \bar{X}_{k}^{H} \bar{Y}_{k}^{-1}
\end{gather*}
$$

and
$\mathbb{C}^{N_{t} \times N_{t}} \ni \mathcal{C}_{k} \triangleq\left(\mathcal{H}_{k}^{(\kappa)}\right)^{H} \mathcal{B}_{k} \mathcal{H}_{k}^{(\kappa)}+c \sum_{i \neq k}\left(\mathcal{H}_{i}^{(\kappa)}\right)^{H} \mathcal{B}_{i} \mathcal{H}_{i}^{(\kappa)}$,
$k \in \mathcal{K}$

We thus solve the following problem of tight minorant maximization of (73) to generate $P^{(\kappa+1)}$ verifying (72)

$$
\begin{equation*}
\max _{\mathbf{P}_{k}} \tilde{f}_{b}^{(\kappa)}(\mathbf{P}) \quad \text { s.t. } \quad(57 b) \tag{80}
\end{equation*}
$$

which admits the closed-form solution of

$$
P_{k}^{(\kappa+1)}= \begin{cases}\mathcal{C}_{k}^{-1} \mathcal{A}_{k}^{H} & \text { if } \sum_{k \in \mathcal{K}}\left\langle\left[\mathcal{C}_{k}^{-1} \mathcal{A}_{k}^{H}\right]^{2}\right\rangle \leq P  \tag{81}\\ \left(\mathcal{C}_{k}+\mu I_{N_{t}}\right)^{-1} \mathcal{A}_{k}^{H} & \text { otherwise }\end{cases}
$$

where $\mu>0$ is found by bisection, so that

$$
\sum_{k=1}^{K}\left\langle\left[\left(\mathcal{C}_{k}+\mu I_{N_{t}}\right)^{-1} \mathcal{A}_{k}^{H}\right]^{2}\right\rangle=P
$$

## B. PREs iteration

To generate a feasible $\theta^{(\kappa+1)}$ sothat

$$
\begin{equation*}
f_{c}\left(\theta^{(\kappa+1)}, P^{(\kappa+1)}\right)>f_{c}\left(\theta^{(\kappa)}, P^{(\kappa+1)}\right) \tag{82}
\end{equation*}
$$

we address the following problem

$$
\begin{equation*}
\max _{\boldsymbol{\theta}} f_{p}^{(\kappa)}(\boldsymbol{\theta}) \triangleq \ln \left|\Gamma_{p}^{(\kappa)}(\boldsymbol{\theta})\right|^{-1} \quad \text { s.t. } \quad \text { (4) } \tag{83}
\end{equation*}
$$

with

$$
\begin{align*}
\Gamma_{p}^{(\kappa)}(\boldsymbol{\theta}) \triangleq & \Gamma_{c}\left(\boldsymbol{\theta}, P^{(\kappa+1)}\right) \\
= & \sum_{k=1}^{K}\left[I_{N_{r}}-\left(\mathcal{H}_{k}(\boldsymbol{\theta}) P_{k}^{(\kappa+1)}\right)^{H}\left(\left[\mathcal{H}_{k}(\boldsymbol{\theta}) P_{k}^{(\kappa+1)}\right]^{2}\right.\right. \\
& \left.\left.+c \sigma I_{N_{r}}+c \sum_{i \neq k}^{K}\left[\mathcal{H}_{k}(\boldsymbol{\theta}) P_{i}^{(\kappa+1)}\right]^{2}\right)^{-1} \mathcal{H}_{k}(\boldsymbol{\theta}) P_{k}^{(\kappa+1)}\right] . \tag{84}
\end{align*}
$$

Applying the inequality (108) for

$$
\bar{X}_{k} \triangleq \mathcal{H}_{k}^{(\kappa)} P_{k}^{(\kappa+1)}, k \in \mathcal{K}
$$

$$
\begin{equation*}
\bar{Y}_{k} \triangleq\left[\mathcal{H}_{k}^{(\kappa)} P_{k}^{(\kappa+1)}\right]^{2}+c \sigma I_{N_{r}}^{n}+c \sum_{i \neq k}^{K}\left[\mathcal{H}_{k}^{(\kappa)} P_{i}^{(\kappa+1)}\right]^{2} \tag{85}
\end{equation*}
$$

yields the following tight minorant of $f_{p}^{(\kappa)}(\boldsymbol{\theta})$ :

$$
\begin{align*}
\tilde{f}_{p}^{(\kappa)}(\boldsymbol{\theta}) \triangleq & \tilde{a}^{(\kappa)}+2 \sum_{k=1}^{K} \Re\left\{\left\langle\tilde{\mathcal{A}}_{k} \mathcal{H}_{k}(\boldsymbol{\theta})\right\rangle\right\} \\
& -\sum_{k=1}^{K}\left\langle\tilde{\mathcal{B}}_{k}, \mathcal{H}_{k}(\boldsymbol{\theta})\left[P_{k}^{(\kappa+1)}\right]^{2}\left(\mathcal{H}_{k}(\boldsymbol{\theta})\right)^{H}\right. \\
& \left.+c \sum_{i \neq k}^{K} \mathcal{H}_{k}(\boldsymbol{\theta})\left[P_{i}^{(\kappa+1)}\right]^{2}\left(\mathcal{H}_{k}(\boldsymbol{\theta})\right)^{H}\right\rangle  \tag{86}\\
= & \tilde{a}^{(\kappa)}+2 \sum_{k=1}^{K} \Re\left\{\left\langle\tilde{\mathcal{A}}_{k} \mathcal{H}_{k}(\boldsymbol{\theta})\right\rangle\right\} \\
& \quad-\sum_{k=1}^{K}\left\langle\tilde{\mathcal{B}}_{k}, \mathcal{H}_{k}(\boldsymbol{\theta}) \Psi_{k}^{(\kappa+1)}\left(\mathcal{H}_{k}(\boldsymbol{\theta})\right)^{H}\right\rangle \tag{87}
\end{align*}
$$

where

$$
\begin{gather*}
\tilde{a}^{(\kappa)} \triangleq \ln \left|\Gamma_{p}^{(\kappa)}\left(\theta^{(\kappa)}\right)\right|^{-1}-\sum_{k=1}^{K}\left\langle\left(\Gamma_{p}^{(\kappa)}(\bar{X}, \bar{Y})\right)^{-1} \bar{X}_{k}^{H} \bar{Y}_{k}^{-1} \bar{X}_{k}\right\rangle \\
-c \sigma \sum_{k=1}^{K}\left\langle\tilde{\mathcal{B}}_{k}\right\rangle \\
\tilde{\mathcal{A}}_{k} \triangleq P_{k}^{(\kappa+1)}\left(\Gamma_{p}^{(\kappa)}(\bar{X}, \bar{Y})\right)^{-1} \bar{X}_{k}^{H} \bar{Y}_{k}^{-1} \\
\mathcal{B}_{k} \triangleq \bar{Y}_{k}^{-1} \bar{X}_{k}\left(\Gamma_{p}^{(\kappa)}(\bar{X}, \bar{Y})\right)^{-1} \bar{X}_{k}^{H} \bar{Y}_{k}^{-1} \\
\Psi_{k}^{(\kappa+1)} \triangleq\left[P_{k}^{(\kappa+1)}\right]^{2}+c \sum_{i \neq k}\left[P_{i}^{(\kappa+1)}\right]^{2} \tag{88}
\end{gather*}
$$

Upon recalling (42), we can arrive at

$$
\begin{equation*}
\left\langle\tilde{\mathcal{A}}_{k} \mathcal{H}_{k}(\boldsymbol{\theta})\right\rangle=\alpha_{k, 1}^{(\kappa+1)}+\sum_{n=1}^{N} \tilde{b}_{k, 1}^{(\kappa+1)}(n) e^{\jmath \boldsymbol{\theta}_{n}} \tag{89}
\end{equation*}
$$

in conjunction with

$$
\begin{equation*}
\alpha_{k, 1}^{(\kappa+1)} \triangleq\left\langle\tilde{\mathcal{A}}_{k} \tilde{H}_{B, k}\right\rangle, k \in \mathcal{K} ; \tilde{b}_{k, 1}^{(\kappa+1)}(n) \triangleq\left\langle\tilde{\mathcal{A}}_{k} \mathcal{H}_{k, n}\right\rangle, n \in \mathcal{N}, \tag{90}
\end{equation*}
$$

and

$$
\begin{align*}
\left\langle\tilde{\mathcal{B}}_{k}, \mathcal{H}_{k}(\boldsymbol{\theta}) \Psi_{k}^{(\kappa+1)}\left(\mathcal{H}_{k}(\boldsymbol{\theta})\right)^{H}\right\rangle= & \alpha_{k, 2}^{(\kappa+1)}+\left(e^{\jmath \boldsymbol{\theta}}\right)^{H} \Phi_{k}^{(\kappa+1)} e^{\jmath \boldsymbol{\theta}} \\
& +2 \sum_{n=1}^{N} \Re\left\{\tilde{b}_{k, 2}^{(\kappa+1)}(n) e^{\jmath \boldsymbol{\theta}_{n}}\right\} \tag{91}
\end{align*}
$$

with

$$
\begin{gather*}
\alpha_{k, 2}^{(\kappa+1)} \triangleq\left\langle\tilde{\mathcal{B}}_{k}\left(\tilde{H}_{B, k}\right) \Psi_{k}^{(\kappa+1)} \tilde{H}_{B, k}^{H}\right\rangle, \\
\tilde{b}_{k, 2}^{(\kappa+1)}(n) \stackrel{\left.\tilde{\mathcal{B}}_{k}\left(\tilde{H}_{B, k}\right) \Psi_{k}^{(\kappa+1)} \mathcal{H}_{k, n}^{H}\right\rangle, n=1, \ldots, N,}{\Phi_{k}^{(\kappa+1)}\left(n^{\prime}, n\right) \triangleq\left\langle\tilde{\mathcal{B}}_{k} \mathcal{H}_{k, n} \Psi_{k}^{(\kappa+1)} \mathcal{H}_{k, n^{\prime}}^{H}\right\rangle,\left(n^{\prime}, n\right) \in \mathcal{N} \times \mathcal{N},}
\end{gather*}
$$

Therefore,

$$
\begin{array}{r}
\tilde{f}_{p}^{(\kappa)}(\boldsymbol{\theta})=\tilde{a}^{(\kappa+1)}+2 \sum_{n=1}^{N} \Re\left\{\tilde{b}^{(\kappa+1)}(n) e^{\jmath \boldsymbol{\theta}_{n}}\right\} \\
-\left(e^{\jmath \boldsymbol{\theta}}\right)^{H} \Phi^{(\kappa+1)} e^{\jmath \boldsymbol{\theta}} \tag{93}
\end{array}
$$

with

$$
\begin{gather*}
\tilde{a}^{(\kappa+1) \triangleq} \triangleq \tilde{a}^{(\kappa)}+\sum_{k=1}^{K}\left[2 \Re\left\{\alpha_{k, 1}^{(\kappa+1)}\right\}-\alpha_{k, 2}^{(\kappa+1)}\right] \\
\tilde{b}^{(\kappa+1)}(n) \triangleq \sum_{k=1}^{K}\left[\tilde{b}_{k, 1}^{(\kappa+1)}(n)-\tilde{b}_{k, 2}^{(\kappa+1)}(n)\right], n \in \mathcal{N} \\
\Phi^{(\kappa+1)} \triangleq \sum_{k=1}^{K} \Phi_{k}^{(\kappa+1)} \tag{94}
\end{gather*}
$$

Furthermore, a tight minorant of $\tilde{f}_{p}^{(\kappa)}(\boldsymbol{\theta})$ and $f_{p}^{(\kappa)}(\boldsymbol{\theta})$ is

$$
\begin{aligned}
\tilde{\tilde{f}}_{p}^{(\kappa)}(\boldsymbol{\theta}) \triangleq & \tilde{a}^{(\kappa+1)}+2 \Re\left\{\sum _ { n = 1 } ^ { N } \left(\tilde{b}^{(\kappa+1)}(n)-\sum_{n^{\prime}=1}^{N} e^{-\jmath \theta_{n^{\prime}}^{(\kappa)}}\right.\right. \\
& \left.\left.\times \Phi^{(\kappa+1)}\left(n^{\prime}, n\right)+\lambda_{\max }\left(\Phi^{(\kappa+1)}\right) e^{-\jmath \theta_{n}^{(\kappa)}}\right) e^{\jmath \boldsymbol{\theta}_{n}}\right\} \\
& -\left(e^{\jmath \theta^{(\kappa)}}\right)^{H} \Phi^{(\kappa+1)} e^{\jmath \theta^{(\kappa)}}-2 \lambda_{\max }\left(\Phi^{(\kappa+1)}\right) N(95)
\end{aligned}
$$

We thus solve the following discrete problem of tight minorant maximization for (83) to generate $\theta^{(\kappa+1)}$ verifying (82):

$$
\begin{equation*}
\max _{\boldsymbol{\theta} \in \mathcal{B}^{N}} \tilde{\tilde{\varphi}}_{\sigma}^{(\kappa)}(\boldsymbol{\theta}) \tag{96}
\end{equation*}
$$

which admits the closed-form solution of

$$
\begin{align*}
\theta_{n}^{(\kappa+1)}= & 2 \pi-\left\lfloor\angle \left(\tilde{b}^{(\kappa+1)}(n)-\sum_{m=1}^{N} e^{-\jmath \theta_{m}^{(\kappa)}} \Phi^{(\kappa+1)}(m, n)\right.\right. \\
& \left.\left.+\lambda_{\max }\left(\Phi^{(\kappa+1)}\right) e^{-\jmath \theta_{n}^{(\kappa)}}\right)\right\rangle_{b}, n \in \mathcal{N} \tag{97}
\end{align*}
$$

## C. Soft max-min algorithm and its convergence

Algorithm 3 provides the pseudo-code for solving the problem (71) based on iterating (81) and (97). It follows from (72) and (82) that

$$
f_{c}\left(\theta^{(\kappa+1)}, P^{(\kappa+1)}\right)>f_{c}\left(\theta^{(\kappa)}, P^{(\kappa)}\right)
$$

i.e. Algorithm 3 provides a path-following procedure, which iteratively improves feasible points. As such, the sequence $\left\{\left(\theta^{(\kappa)}, P^{(\kappa)}\right)\right\}$ converges to a limit point $(\bar{\theta}, \bar{P})$ by the Cauchy theorem.

```
Algorithm 3 Soft max-min algorithm to solve problem (71).
    Initialization. Generate a feasible point \(\left(P^{(0)}, \theta^{(0)}\right)\) for
    problem (71). Set \(\kappa=0\).
    : Repeat until convergence of the objective in (71):
    Generate \(P^{(\kappa+1)}\) by (81), and \(\theta^{(\kappa+1)}\) by (97). Reset
    \(\kappa:=\kappa+1\).
    Output \(\left(P^{(\kappa)}, \theta^{(\kappa)}\right)\) and the achieved individual UE rates
    \(r_{k}\left(\theta^{(\kappa)}, P^{(\kappa)}\right), k=1, \ldots, K\).
```


## IV. Simulation Results

Unless otherwise specified, we assume having $N_{t}=10$ downlink transmit-antennas at the BS, $d=N_{r}=2, N=100$ PREs at the RIS, $P=10 \mathrm{dBm}$ transmit power budget, and $b=3$ bit-resolution of quantized PREs. The noise power is set to $\sigma=-114 \mathrm{dBm}$, i.e. the noise power spectral density is $-174 \mathrm{dBm} / \mathrm{Hz}$ over the transmission bandwidth of 1 MHz . The convergence tolerance of the proposed algorithms is set to $10^{-3}$. The antenna gains of the AP $\left(G_{\mathrm{AP}}\right)$ and the RIS's elements $\left(G_{\text {RIS }}\right)$ are set to 5 dBi . The AP and RIS are deployed at the coordinates of $(20,0,25)$ and $(0,30,40)$ in the threedimensional (3D) space, respectively. We set $K=10$ UEs, which are randomly distributed in a $(120 \times 120)$ area right of the AP and RIS. The spatial correlation matrix, which models the correlation between the RIS elements with respect to the ${\underset{\sim}{\alpha}}^{\text {users, }}$, is given by $\left[R_{R, k}\right]_{n, n^{\prime}}=e^{j \pi\left(n-n^{\prime}\right) \sin \tilde{\phi}_{k} \sin \tilde{\theta}_{k}}$, where $\tilde{\phi}_{k}$ and $\tilde{\theta}_{k}$ represent the azimuth and elevation angle of UE $k$, respectively [21], [32].

We simulate a pair of practical scenarios. The first scenario assumes the availability of a direct link between the BS and UEs, while the second scenario assumes that the direct transmission path between the BS and UEs is blocked by some obstruction. We refer to them as Scenario 1 and Scenario 2, respectively. Due to the absence of the direct path in Scenario 2 , the distances between the nodes have to be kept lower, i.e., the UEs are randomly placed in a $(60 \times 60)$ area to the right of the BS and RIS.

## A. Results for sum-rate capacity optimization

The SVD-based and SVD-free sum-rate capacity optimization Algorithms 1 and 2 conceived for solving the problem (11) are represented as "SVD-based SRC" and "SVD-free SRC".

Fig. 2 shows the convergence of SVD-based SRC and SVD-free SRC at the transmit power budget $P=0 \mathrm{dBm}$.

Observe that both algorithms converge monotonically. In addition to observing the convergence performance with RIS $(b=\infty)$, Fig. 2 also shows the convergence performance for the RIS-less case, i.e., without RIS, which implies that communication only takes place via the direct path between the BS and UEs. The sum-rate capacity slightly improves with the RIS's assistance and it takes more iterations to converge. In addition, we can observe that the SVD-based SRC converges more promptly than SVD-free SRC, which does not rely on SVD.
Table II shows that, on average, SVD-based SRC and SVD-free SRC require 37.8 and 72.9 iterations for convergence, respectively. Furthermore, the covariance iterations in SVD-based SRC are computationally more efficient than their counterparts in SVD-free SRC. This shows that SVDbased SRC may have a computational advantage over SVDfree SRC. Note that overall, both of them are computationally efficient, thanks to iterating by evaluating closed-form expressions.

Fig. 3 plots the sum-rate capacity versus the transmit power budget $P$ of both SVD-based SRC and SVD-free SRC, while using $b=3$ bit-resolution of quantized PREs. Fig. 3 also plots the sum-rate capacity of the RIS-less case, which shows that the sum-rate capacity of the RIS-less case and RISaided case $(b=3)$ is close to each other, especially at higher power budgets. This is because under Scenario 1, the RIS only offers a modest advantage due to the availability of the direct path between the BS and UEs. Fig. 3 shows that both algorithms improve the sum-rate capacity vs. the power budget $P$. Both algorithms perform similarly at lower power budgets, but SVD-based SRC outperforms SVD-free SRC at higher power budgets. We observe that by adjusting the convergence tolerance to $10^{-4}$, SVD-free SRC starts performing closer to SVD-based SRC. However, we decide to use the convergence tolerance of $10^{-3}$ in our simulations because $10^{-4}$ requires a very large number of iterations for convergence and the resultant improvement in the sum-rate capacity is negligible.

Figures 4-7 consider Scenario 2, which assumes that the direct transmission path between the BS and UEs is blocked by some obstruction. Fig. 4 plots the sum-rate capacity versus the transmit power budget $P$ by SVD-based SRC and SVDfree SRC. For comparison, Fig. 4 also plots the sum-rate capacity without PRE optimization, which assumes having some random phase-shifts $\boldsymbol{\theta}$ for PREs. We can observe the advantage of the proposed SVD-based SRC and SVD-free SRC, which employ joint optimization of $\boldsymbol{X}$ and $\boldsymbol{\theta}$ over the "without PRE optimization" scenario.
Fig. 4 shows that under Scenario 2, SVD-free SRC slightly outperforms SVD-based SRC at higher power budgets. This observation is different from the one that we had under Scenario 1 and it can be explained as follows. Under Scenario 1, the RIS only offers a minor advantage because there is a direct path between the BS and UEs, as demonstrated in Fig. 3. Therefore, we may conclude that under Scenario 1, the problem (11) is effectively about optimizing the covariance $\boldsymbol{X}$. The optimization of $\boldsymbol{X}$ alone in (13) consitutes a convex problem and SVD-based SRC offers the globally optimal solution. That is why SVD-based SRC was seen to outperform


Fig. 2: Convergence of SVD-based SRC and SVD-free SRC.


Fig. 3: Sum-rate capacity versus transmit power budget $P$ under Scenario 1.

TABLE II: Complexity of SVD-based SRC and SVD-free SRC for $N$ PREs, $N_{r}$ receive antenna elements and $K$ UEs.

|  | SVD-based Alg. 1 |  | SVD-free Alg. 2 |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Covariance iteration | PREs iteration | Covariance iteratiion | PREs iteration |
| Computational Complexity | $\mathcal{O}\left(N_{r} K\right)$ | $\mathcal{O}(N)$ | $\mathcal{O}\left(N_{r} \log _{2}\left(N_{r}\right) K\right)$ | $\mathcal{O}(N)$ |
| Average \# of iterations for convergence | 37.8 |  | 72.9 |  |



Fig. 4: Sum-rate capacity versus transmit power budget $P$ under Scenario 2.

SVD-free SRC under Scenario 1. However, under Scenario 2, where we totally rely on the RIS-assisted path, RIS promises a clear advantage. Thus, jointly optimizing the covariance $\boldsymbol{X}$ and phase-shifts $\boldsymbol{\theta}$ is important, as demonstrated by Fig. 4. Since, the joint optimization of $\boldsymbol{X}$ and $\boldsymbol{\theta}$ in (11) is a nonconvex problem, both SVD-based SRC and SVD-free SRC can only promise to find a locally optimal solution at best and achieve similar performance, as shown in Fig. 4.

Fig. 5 plots the sum-rate capacity versus the bit-resolution $b$ of PREs. Two different values of the number of RIS elements $N=\{100,150\}$ are considered. Fig. 5 shows that the sum-rate capacity increases upon increasing $N$ due to the increase in


Fig. 5: Sum-rate capacity versus quantized PREs' resolution under Scenario 2.
the number of resources. Observer that the performance gap between the sum-rate capacity of 3-bit quantized PREs and $\infty$-resolution PREs is quite small.

Fig. 6 plots the sum-rate capacity versus the number of transmit antennas $N_{t}$ at the BS for both SVD-based SRC and SVD-free SRC under Scenario 2, where $N_{r}=\{1,2\}$ are considered at the UE. Fig. 6 shows that the sum-rate capacity increases with $N_{t}$ and $N_{r}$ due to the increase in the number of resources. In addition, we can observe that the performance advantage of employing $N_{r}=2$ antennas over single-antenna UEs increases with the increase in $N_{t}$. Fig. 7 plots the sumrate capacity versus the number of UEs $K$. Observe that the


Fig. 6: Sum-rate capacity versus number of BS antennas $N_{t}$ under Scenario 2.
proposed algorithms accommodate an increased number of UEs and the sum-rate capacity increases with the increase in $K$.

## B. Results for max-min rate optimization

In this subsection, we characterize the performance of the max-min rate optimization Alg. 3, which solves the problem (71) and it is represented by the label "Soft max-min". The problem (71) is based on function $\Gamma_{c}$, which is defined in (62) and depends on the value of $c$. In order to choose the best value of $c$, we observe the minimum UE rate by solving problem (71) for varying values of simulation parameters. We select $c=0.1$, because it overall achieves better minimum UE rate and quicker convergence than the other values over a wide range of simulation parameters.

Fig. 8 shows the minimum UE rate versus the Soft max$\min$ iterations for $c=\{0.05,0.1\}$ and $P=0 \mathrm{dBm}$. We only consider $c=0.05$ and $c=0.1$ in Fig. 8, because we find them better than other values of $c$ both in terms of convergence and throughput. The results of Fig. 8 consider (i) Scenario 1 with RIS $(b=\infty)$, (ii) Scenario 1 with RIS-less case, and (iii) Scenario 2 with RIS $(b=\infty)$. Fig. 8 shows that the minimum UE-rate converges monotonically in all the cases. We observe that although the minimum UE rate of $c=0.05$ is slightly better than that of $c=0.1$ under Scenario 1, we observe the clear supremacy of the latter under Scenario 2.

Fig. 9 shows the ratio of the maximum UE rate to the minimum UE rate, which is a measure of rate-fairness among the UEs, versus the number of iterations in Alg. 3 for $c=0.1$ and $P=0 \mathrm{dBm}$. Fig. 9 shows that the ratio is smaller for Scenario 1 than that for Scenario 2, because the former has the direct link between the BS and UEs and this is helpful for achieving a higher minimum UE rate and lower deviation among the UEs rates. Fig. 9 also shows that the Soft max-min achieves quite a small deviation among the UE rates, where the ratio of the maximum UE rate to the minimum UE rate is in the range of $(1.5,2)$.


Fig. 7: Sum-rate capacity versus quantized PREs' resolution under Scenario 2.

Fig. 10 considers the RIS-less case of Scenario 1 and compares the minimum UE rate of the proposed Soft maxmin and that of the convex solver based approach. More particularly, by using off-the-shelf convex solvers, we solve the (i) max-min rate optimization problem (57) and (ii) problem (71) under the RIS-less case. These problems are non-convex and we use the inequalities (101) and (108) to develop iterative convex approximation procedures for solving (57) and (71), respectively. Fig. 10 shows that Soft max-min and the solution of problem (71) using a convex-solver based approach yield similar minimum user-rates. However, solving the max-min rate optimization problem of (57) using a convex-solver based approach yields a higher minimum user-rate. This is expected, because our proposed Soft max-min does not explicitly solve the max-min rate optimization problem. Therefore, we cannot expect it to yield the same minimum UE rate as that achieved by explicitly solving the max-min rate optimization problem. Nonetheless, the proposed Soft max-min optimization is beneficial because it is computationally efficient compared to the convex solver based approaches, as shown in Table III. This is because our proposed Soft max-min iterates by evaluating closed-form expressions to generate feasible points. Secondly, the achievable minimum UE rate of Soft max-min is not far from that of the max-min rate optimization of (57), just $16.3 \%$ lower at $P=12 \mathrm{dBm}$, for example. Further features of our proposed Soft max-min can be seen from Fig. 11, which plots the individual UE rates at $P=12 \mathrm{dBm}$. We can observe that only three out of $K=10$ UEs are slightly behind in terms of achievable rate, when compared to the max-min rate optimization of (57).

Fig. 12 plots the ratio of the maximum UE rate to the minimum UE rate versus $P$ under Scenario 2. Three different quantized PREs associated with $b=\{2,3, \infty\}$, are considered. We can observe that this rate-ratio, which reflects the spread of the UE rates, decreases upon increasing $b$. A benefit of our proposed Soft max-min is that the performance gap between 2-bit quantized PREs and $\infty$-resolution PREs is very small. The rate-ratio also decreases with the increase in $P$ due to the


Fig. 8: The achievable minimum UE rate versus the number of Soft max-min iterations.


Fig. 10: Comparison of the proposed Soft max-min and of the convex solver based approach.


Fig. 9: Ratio of maximum UE rate to minimum UE rate versus the number of Soft max-min iterations.


Fig. 11: UEs rate distribution of the Soft max-min and of the convex solver based approach.

TABLE III: Computational complexity comparison of Soft max-min and of the convex solver based approaches for a RIS-less case.

|  | Soft max-min under <br> RIS-less case | Convex solver approach to <br> solve (57) under RIS-less <br> case | Convex solver approach to <br> solve (71) under RIS-less <br> case |
| :--- | :--- | :--- | :--- |
| Computational Complexity | $\mathcal{O}\left(N_{t} \log _{2}\left(N_{t}\right) K\right)$ | $\mathcal{O}\left(\left(N_{t} N_{r} K\right)^{3}\right)$ | $\mathcal{O}\left(\left(N_{t} N_{r} K\right)^{3}\right)$ |
| Average \# of iterations for convergence | 43.8 | 18.2 | 43.8 |
| Average computation time per iteration | 0.017 sec | 1.104 sec | 1 sec |

increase in power budget. It is noteworthy that the rate-ratio becomes even lower than 1.3 at $P=20 \mathrm{dBm}$.

Fig. 13 plots the minimum UE rate versus the number of transmit antennas $N_{t}$ at the BS for $N_{r}=\{1,2\}$ in Scenario 2. Fig. 13 shows that the minimum UE rate increases with the increase in $N_{t}, N_{r}$, or $b$, due to the increase in the number of resources. We can observe that the performance gap between the single-antenna and two-antenna UEs reduces with the increase of $N_{t}$ for both $b=3$ bit-resolution or $\infty$ resolution PREs.

Fig. 14 plots the achievable minimum rate under the bitresolution $b$ of PREs in Scenario 2. Three different values of the number of RIS elements $N=\{100,150,200\}$ are considered. Fig. 14 shows that the minimum rate increases with $N$. However, the improvement in the achievable minimum rate becomes marginal upon increasing $N$ from 150 to 200 compared to that when we increase $N$ from 100 to 150 . Fig. 14 shows that the quantized PREs designed by the proposed Soft max-min is very efficient because the minimum UE rate of $b=4$ bit-resolution is not far from that of $\infty$-resolution


Fig. 12: Ratio of maximum to minimum UE rate versus $P$ under Scenario 2.


Fig. 14: Minimum UE rate by Soft max-min versus PREs' resolution under Scenario 2.

PREs.
Fig. 15 plots the minimum UE rate versus the number of UEs $K$. We can observe that the minimum UE rate decreases with the increase in $K$. This is because as we increase $K$, the competition among the UEs increases for the limited resources, i.e., under fixed values of $P$ and $N_{t}$. For comparison, Fig. 15 also plots the minimum UE rate without PRE optimization. We can clearly observe the advantage of the proposed Soft max-min, which employs joint beamforming and PREs optimization over that "without PRE optimization" case.

## V. Conclusions

Determining the capacity and maximizing the users' minimum rate in RIS-aided BCs have been regarded as computationally intractable problems due to their large-scale mixed discrete-continuous nature. This paper has demonstrated that both of these challenges can be efficiently addressed using our


Fig. 13: Minimum UE rate by Alg. 3 versus $N_{t}$ under Scenario 2.


Fig. 15: Minimum UE rate by Soft max-min versus $K$ under Scenario 2.
scalable path-following algorithms, opening up new avenues for exploring large-scale RIS-aided BCs. Their extensions to scenarios based on channel statistics only for the sake of avoiding the potential bottleneck caused by the channel overhead required for channel estimation in large scale networks are of great interest and are under current study.

## Appendix: Matrix inequalities

Theorem 1: [33, Th.2] For the $A \succ 0$ the function $\ln \mid A+$ $H \boldsymbol{X}^{-1} H^{H} \mid$ is convex in $\boldsymbol{X} \succ 0$.

Theorem 2: [18] The matrix-valued function $\boldsymbol{X}^{H} \mathbf{Y}^{-1} \boldsymbol{X}$ is convex over the domain $\{(\boldsymbol{X}, \mathbf{Y}): \mathbf{Y} \succ 0\}$, i.e. the following matrix inequality holds for all $\alpha \geq 0$ and $\beta \geq 0$ with $\alpha+\beta=$ 1 , and $\boldsymbol{X}_{1}, \boldsymbol{X}_{2}, \mathbf{Y}_{1} \succ 0$ and $\mathbf{Y}_{2} \succ 0$

$$
\begin{align*}
\left(\alpha \boldsymbol{X}_{1}+\beta \boldsymbol{X}_{2}\right)^{H} & \left(\alpha \mathbf{Y}_{1}+\beta \mathbf{Y}_{2}\right)^{-1}\left(\alpha \boldsymbol{X}_{1}+\beta \boldsymbol{X}_{2}\right) \\
& \preceq  \tag{98}\\
& \alpha \boldsymbol{X}_{1}^{H} \mathbf{Y}_{1}^{-1} \boldsymbol{X}_{1}+\beta \boldsymbol{X}_{2}^{H} \mathbf{Y}_{2}^{-1} \boldsymbol{X}_{2}
\end{align*}
$$

Theorem 3: For the $A \succ 0$ function $\ln \left|A+\sum_{i=1}^{n} H_{i} \boldsymbol{X}_{i}^{-1} H_{i}^{H}\right|$ is convex in $\boldsymbol{X}_{i} \succ 0, i=1,2, \ldots, n$, so the following inequalities hold for all $\boldsymbol{X}_{i} \succ 0$ and $\bar{X}_{i} \succ 0, i=1, \ldots, n$ :

$$
\begin{array}{r}
\ln \left|A+\sum_{i=1}^{n} H_{i} \boldsymbol{X}_{i}^{-1} H_{i}^{H}\right| \geq \\
\ln \left|A+\sum_{i=1}^{n} H_{i} \bar{X}_{i}^{-1} H_{i}^{H}\right| \\
+\sum_{i=1}^{n}\left\langle\bar{X}_{i}^{-1} H_{i}^{H}\left(A+\sum_{i=1}^{n} H_{i} \bar{X}_{i}^{-1} H_{i}^{H}\right)^{-1}\right. \\
\left.\times H_{i} \bar{X}_{i}^{-1}, \boldsymbol{X}_{i}-\bar{X}_{i}\right\rangle \tag{99}
\end{array}
$$

## Proof: Rewrite

$$
\begin{gathered}
\ln \left|A+\sum_{i=1}^{n} H_{i} \boldsymbol{X}_{i}^{-1} H_{i}^{H}\right|=\ln \left|A+H \boldsymbol{X}^{-1} H^{H}\right|, \\
H=\left[\begin{array}{lll}
H_{1} & H_{2} & \ldots \\
\boldsymbol{X}=\operatorname{diag}\left[\boldsymbol{X}_{i}\right]_{i=1,2, \ldots, n}
\end{array}\right]
\end{gathered}
$$

which is convex in $\boldsymbol{X}$ according to Theorem 1.
By resetting $\boldsymbol{X}_{i}^{-1} \leftarrow \boldsymbol{X}_{i}$ and $\bar{X}_{i} \leftarrow \bar{X}_{i}$ in (99), we obtain the following inequality for all $\boldsymbol{X}_{i} \succ 0$ and $\bar{X}_{i} \succ 0, i=$ $1, \ldots, n$ :

$$
\begin{align*}
& \ln \left|A+\sum_{i=1}^{n} H_{i} \boldsymbol{X}_{i} H_{i}^{H}\right| \geq \\
& \ln \left|A+\sum_{i=1}^{n} H_{i} \bar{X}_{i} H_{i}^{H}\right| \\
&+\sum_{i=1}^{n}\left\langle\bar{X}_{i} H_{i}^{H}\left(A+\sum_{i=1}^{n} H_{i} \bar{X}_{i} H_{i}^{H}\right)^{-1}\right. \\
&\left.\times H_{i} \bar{X}_{i}, \boldsymbol{X}_{i}^{-1}-\bar{X}_{i}^{-1}\right\rangle \tag{100}
\end{align*}
$$

Another inequality is for all $\mathbf{V}$ and $\bar{V}$ of size $n \times m$ and $\mathbf{Y} \succ 0$ and $\bar{Y} \succ 0$ of size $n \times n$ [34], [35]:

$$
\begin{align*}
\ln \left|I_{n}+[\mathbf{V}]^{2}(\mathbf{Y})^{-1}\right| \geq & \ln \left|I_{n}+[\bar{V}]^{2}(\bar{Y})^{-1}\right|-\left\langle[\bar{V}]^{2}(\bar{Y})^{-1}\right\rangle \\
& +2 \Re\left\{\left\langle\bar{V}^{H}(\bar{Y})^{-1} \mathbf{V}\right\rangle\right\} \\
& -\left\langle(\bar{Y})^{-1}-\left(\bar{Y}+[\bar{V}]^{2}\right)^{-1},[\mathbf{V}]^{2}+\mathbf{Y}\right\rangle \tag{101}
\end{align*}
$$

Considering both sides of (101) as functions of the variables ( $\mathbf{V}, \mathbf{Y}$ ), they match at $(\bar{V}, \bar{Y})$, i.e. the function defined by the right-hand-side (RHS), which is concave quadratic because $(\bar{Y})^{-1}-\left(\bar{Y}+[\bar{V}]^{2}\right)^{-1} \succeq 0$, provides a tight minorant of the log-determinant function defined by the left-hand-side (LHS) at $(\bar{V}, \bar{Y})$.

A particular case of (101) is the following inequality for all $\mathbf{V} \in \mathbb{C}^{n \times m}$ and $\bar{V} \in \mathbb{C}^{n \times m}$ and $\sigma>0$ :

$$
\begin{align*}
\ln \left|I_{n}+[\mathbf{V}]^{2} / \sigma\right| \geq & \ln \left|I_{n}+[\bar{V}]^{2} / \sigma\right|-\frac{1}{\sigma}\left\langle[\bar{V}]^{2}\right\rangle \\
& +\frac{2}{\sigma} \Re\left\{\left\langle\bar{V}^{H} \mathbf{V}\right\rangle\right\}-\left\langle\sigma^{-1} I_{n}\right. \\
& \left.-\left(\sigma I_{n}+[\bar{V}]^{2}\right)^{-1},[\mathbf{V}]^{2}+\sigma I_{n}\right\rangle \tag{102}
\end{align*}
$$

For $\boldsymbol{X} \triangleq\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{K}\right)$ and $\mathbf{Y} \triangleq\left(\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{K}\right)$ with $\boldsymbol{X}_{k} \in$ $\mathbb{C}^{n \times m}$ and $0 \prec \mathbf{Y}_{k} \in \mathbb{C}^{n \times n}, k=1, \ldots, K$, consider the function

$$
\begin{equation*}
\psi(\boldsymbol{X}, \mathbf{Y}) \triangleq \ln |\Gamma(\boldsymbol{X}, \mathbf{Y})| \tag{103}
\end{equation*}
$$

in conjunction

$$
\begin{equation*}
\Gamma(\boldsymbol{X}, \mathbf{Y}) \triangleq \sum_{k=1}^{K}\left(I_{m}-\boldsymbol{X}_{k}^{H} \mathbf{Y}_{k}^{-1} \boldsymbol{X}_{k}\right) \tag{104}
\end{equation*}
$$

in the domain

$$
\begin{equation*}
\left\{\left[\boldsymbol{X}_{k}\right]^{2} \prec \mathbf{Y}_{k}, k=1, \ldots, K\right\} \tag{105}
\end{equation*}
$$

Theorem 4: In the domain constrained by (105), the function $\psi(\boldsymbol{X}, \mathbf{Y})$ is concave with its differential at a point $(\bar{X}, \bar{Y})$ given by

$$
\begin{array}{r}
\langle\psi(\bar{X}, \bar{Y}),(\boldsymbol{X}, \mathbf{Y})-(\bar{X}, \bar{Y})\rangle= \\
\left\langle\Gamma ^ { - 1 } ( \overline { X } , \overline { Y } ) \sum _ { k = 1 } ^ { K } \left(-\bar{X}_{k}^{H} \bar{Y}_{k}^{-1} \boldsymbol{X}_{k}-\boldsymbol{X}_{k}^{H} \bar{Y}^{-1} \bar{X}_{k}\right.\right. \\
\left.\left.+\bar{X}_{k}^{H} \bar{Y}_{k}^{-1} \bar{X}_{k}+\bar{X}_{k}^{H} \bar{Y}_{k}^{-1} \mathbf{Y}_{k} \bar{Y}_{k}^{-1} \bar{X}_{k}\right)\right\rangle \tag{106}
\end{array}
$$

Thus, the following inequality holds for all $(\boldsymbol{X}, \mathbf{Y})$ and ( $\bar{X}, \bar{Y}$ ) in the domain constrained by (105):

$$
\begin{align*}
\ln |\Gamma(\boldsymbol{X}, \mathbf{Y})| \leq & \ln |\Gamma(\bar{X}, \bar{Y})|+\sum_{k=1}^{K}\left\langle\Gamma^{-1}(\bar{X}, \bar{Y}) \bar{X}_{k}^{H} \bar{Y}_{k}^{-1} \bar{X}_{k}\right\rangle \\
& -2 \sum_{k=1}^{K} \Re\left\{\left\langle\Gamma^{-1}(\bar{X}, \bar{Y}) \bar{X}_{k}^{H} \bar{Y}_{k}^{-1} \boldsymbol{X}_{k}\right\rangle\right\} \\
& +\sum_{k=1}^{K}\left\langle\bar{Y}_{k}^{-1} \bar{X}_{k} \Gamma^{-1}(\bar{X}, \bar{Y}) \bar{X}_{k}^{H} \bar{Y}_{k}^{-1} \mathbf{Y}_{k}\right\rangle \tag{107}
\end{align*}
$$

or equivalently,

$$
\begin{align*}
\ln |\Gamma(\boldsymbol{X}, \mathbf{Y})|^{-1} \geq & \ln |\Gamma(\bar{X}, \bar{Y})|^{-1}-\sum_{k=1}^{K}\left\langle\Gamma^{-1}(\bar{X}, \bar{Y}) \bar{X}_{k}^{H} \bar{Y}_{k}^{-1}\right. \\
& \left.\times \bar{X}_{k}\right\rangle+2 \sum_{k=1}^{K} \Re\left\{\left\langle\Gamma^{-1}(\bar{X}, \bar{Y}) \bar{X}_{k}^{H} \bar{Y}_{k}^{-1} \boldsymbol{X}_{k}\right\rangle\right\} \\
& -\sum_{k=1}^{K}\left\langle\bar{Y}_{k}^{-1} \bar{X}_{k} \Gamma^{-1}(\bar{X}, \bar{Y}) \bar{X}_{k}^{H} \bar{Y}_{k}^{-1} \mathbf{Y}_{k}\right\rangle \tag{108}
\end{align*}
$$

Proof: By Theorem 2, we have:

$$
\Gamma\left(\alpha \boldsymbol{X}+\beta \bar{X}, \alpha \mathbf{Y}+\beta \bar{Y}_{2}\right) \preceq \alpha \Gamma(\boldsymbol{X}, \mathbf{Y})+\beta \Gamma(\bar{X}, \bar{Y})
$$

for all $(\boldsymbol{X}, \mathbf{Y})$ and $(\bar{X}, \bar{Y})$ in the domain constrained by (105) and $\alpha \geq 0$ and $\beta \geq 0$ with $\alpha+\beta=1$. Therefore,

$$
\begin{align*}
\ln \left|\Gamma\left(\alpha \boldsymbol{X}+\beta \bar{X}, \alpha \mathbf{Y}+\beta \bar{Y}_{2}\right)\right| & \leq \\
\ln |\alpha \Gamma(\boldsymbol{X}, \mathbf{Y})+\beta \Gamma(\bar{X}, \bar{Y})| & \leq  \tag{109}\\
\alpha \ln |\Gamma(\boldsymbol{X}, \mathbf{Y})|+\beta \ln |\Gamma(\bar{X}, \bar{Y})|, & \tag{110}
\end{align*}
$$

where the second inequality follows from the concavity of the function lndet. This shows the concavity of the logdeterminant function. Then (107) is a fundamental property of concave functions [14].
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