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Abstract
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School of Engineering

Doctor of Philosophy

Towards a Stable, Flexible and Efficient Computational Fluid Dynamics Toolkit for
Re-entry Vehicle Design Optimisation - Development, Characterisation and Initial

Findings

by Thomas Jack Greenslade

The simulation of hypersonic plasma flow is of critical importance to the design, op-
timisation and construction of re-entry spacecraft. Tools for conducting such simula-
tions must be capable of modelling various kinds of thermochemical non-equilibrium,
as well as a high degree of shock resolution and high accuracy post-shock flow char-
acteristics. The development and characterisation of a new toolkit designed for such
problems is presented herein; OP2A. The OP2A toolkit is capable of dealing with the
complex phenomena arising in re-entry flows and the high accuracy shock resolution
required to accurately and precisely simulate post-shock flows. Additionally, OP2A is
designed to facilitate the optimisation of space vehicle design through fluid simulation.
It does so by prioritising rapid mesh generation and the seamless modification of phys-
ical simulation elements and models, to allow for rapid testing of various simulation
configurations. In order to achieve this, emphasis has been placed upon the efficiency,
flexibility and stability of OP2A, and certain numerical aspects have been chosen to fa-
cilitate rapid grid generation. OP2A can resolve simulated quantities to second order
accuracy in both space and time. In addition, OP2A is able to simulate the chemistry
of various gas compositions, allowing for the simulation of multiple atmospheres. This
work documents the theoretical and numerical implementations within OP2A, and de-
tails the more notable computational aspects designed to facilitate spacecraft optimisa-
tion simulations. OP2A’s thermochemical modelling capabilities have been thoroughly
evaluated and the results are presented herein. OP2A has also been used to simulate
several results of interest to re-entry simulation, detailing the effects of thermochemi-
cal non-equilibrium upon plasma flows about a spacecraft. These results are presented
and discussed in terms of their significance to re-entry problems and within the context
of the surrounding literature. The direction of the future development of OP2A is also
discussed, including details of both numerical and computational expansions.
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Definitions and Abbreviations

a Speed of sound (m s−1)
cp Specific heat at constant pressure (J K−1 mol−1)

cv Specific heat at constant volume (J K−1 kg−1)

D Diffusion coefficient (ms−1)

E Total energy (J m−3)
e Specific energy (J kg−1 m−3)
g Degeneracy
H Total enthlapy (J m−3)
h Specific enthlapy (J kg−1)
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J Species diffusion rate (kg m−1 s−1

Kn Knudsen number
kB Boltzmann constant (1.380 × 10−23 J K−1)

Ke Equilibrium constant
k f /b Chemical reaction rates (kg s−1)

L Characteristic length scale (m)
Le Lewis number
M Mach number
Ms Molecular mass of species s (kg mol−1)

m Mass (kg)
N Number
NA Avogadro’s number (6.022 × 1023)

n Number density (m−3)

p Pressure (Pa)
Q Charge (C)
q Heat flux (W m−1)

Rs Specific gas constant (J K−1 kg−1)

Ru Universal gas constant (8.314 J K−1mol−1)

T Temperature (K)
TP Park temperature (K)
u⃗ Advective velocity (m s−1)

v⃗ Diffusive velocity (m s−1)



xxiv DEFINITIONS AND ABBREVIATIONS

w Source/Sink terms
Ys Molar fraction of species s
αthermal Thermal diffusivity (m2 s−1)

γS Molar concentration of species s (mol kg−1)

δi,j Kronecker delta
ε0 Free space permittivity (8.85418782 × 10−12 A2 s4 m−3 kg−1)

λ Mean free path (m)
λD Debye length (cm)
κ Thermal conductivity (W m−1 K−1)

µ Viscosity (Pa s)
ρ Mass density (kg m−3)

σ Collision cross section (m2)

τ Viscous stress
θ Characteristic temperature (K)
ωp Plasma frequency (rad s−1)

Subscripts
p Participants in a chemical reaction
r Chemical reactions
s Chemical species

Energies and Temperatures
e Free electron
el Bound electronic
r Rotational
t Translational
v Vibrational

Acronyms
AMR Adaptive Mesh Refinement
CFD Computational fluid dynamics
DLR German Aerospace Center

(Deutsches Zentrum fur Luft- und Raumfahrt)
DPLR Data-Parallel Line Relaxation
DSMC Direct Simulation Monte-Carlo
EAST Electric Arc Shock Tube
ESA European Space Agency
HALO3D High-Altitude Low-Orbit 3D
HTF Hypersonic Tunnel Facility



DEFINITIONS AND ABBREVIATIONS xxv

IRS Institut für Raumfahrtsysteme
ISS International Space Agency
JAXA Japan Aerospace Exploration Agency
LAURA Langley Aerothermodynamic Upwind Relaxation Algorithm
LeMANS Le Michigan Aerothermodynamic Navier Stokes Solver
OOP Object Oriented Programming
MEESST Magnetohydrodynamic Enhanced Entry System

for Space Transportation
MHD Magnetohydrodynamic
NASA National Aeronautics and Space Administration
SSD Shock Stand-off Distance
TPS Thermal protection system
VKI von Karman Institute for Fluid Dynamics.





1

1

Introduction

”I don’t know what you could say about a day in which you have seen four beautiful
sunsets.”

– John Glenn

1.1 Motivation

1.1.1 Opportunities of Crewed Spaceflight

Crewed spaceflight is at once an inspirational and practical endeavour; with the capac-
ity to ignite the imagination as well as provide opportunities for scientific research and
novel manufacturing techniques.

The international space station has provided the foremost platform for such research
and development. This has included attempts to detect dark matter outside the con-
fines of Earth’s atmosphere, as documented by Aguilar et al. (2013). Biomedical re-
searchers have also utilised the results of several space stations to investigate the effects
of low gravity on the human body, and to study the behaviour of organisms which can
exist in space; as publicised by Buckey (2006) and Kawaguchi et al. (2020) respectively.

Various manufacturers have invested in off-Earth manufacturing techniques. The Japan
Aerospace Exploration Agency (JAXA) have utilised the microgravity environment
aboard the ISS to develop protein crystals possessing superior regularity compared
to their terrestrially produced alternatives, as presented by Takahashi et al. (2013). Sev-
eral commercial companies are currently pursuing the production of high bandwidth
ZBLAN fibreoptic cables aboard the ISS in order to reduce imperfections within the
cabling. Reduction of such imperfections has been projected to yield bandwidth in-
creases of up to an order of magnitude according to Starodubov et al. (2014). Looking
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forward, another vitally important application of off-Earth manufacturing may be the
growth of human transplantable organs in space. Organs grown on Earth risk collaps-
ing before completion due to gravitational effects. Growing in a microgravity environ-
ment removes this risk, and has been recently tested by NASA’s BioFabrication Facility
which operated aboard the ISS between 2019 and 2020 before being returned to Earth,
as Prater et al. (2019) describes in detail.

Besides this, crewed spaceflight offers the potential for even more interesting avenues
in the future, from space tourism in the short term, to extraterrestrial resource gathering
in the long term, suggested by Mueller (2019) among others. In order for this poten-
tial to be realised, it is necessary that spaceflight transitions from a perilous pioneers
pursuit to a mature and reliable practice.

In order to facilitate this it is necessary for spaceflight to become safer and more reliable
than it is today. Spaceflight must become as routine as air travel if it is to reach its
full potential. As such, the safety and reliability of all aspects of spaceflight must be
improved, beginning at the design stage of spacecraft development.

1.1.2 Perils of Spaceflight

Within a typical high altitude spaceflight, the most significant challenges occur within
the re-entry phase. The challenges of re-entry are manifold, and include withstanding
the stresses and strains of high speed entry as well as dealing with communications
blackout and mitigating incoming heat fluxes. The latter challenge occurs due to the
layer of high temperature (105 K) non-equilibrium plasma which forms between the re-
entry shock and the vehicle. It is the challenges these non-equilibrium re-entry flows
pose to space vehicle design which are the main concern of this thesis.

All re-entry challenges are caused by the upper hypersonic (Mach 10+) velocities that
re-entry vehicles achieve. These velocities range up to the fastest re-entry speed to date
of 12.9 kms−1 (∼ Mach 35) achieved by the Stardust re-entry capsule in 2006 as reported
by Desai et al. (2008). Speeds reached are more typically between 7 and 11 kms−1 as
indicated by Table 1.1.

TABLE 1.1: Synopsis of common re-entry velocities.

Mission Maximum speed (kms−1)
Apollo 13 7.5
Apollo 11 10.7
Apollo 10 11.1

Space Shuttle 7.8
Stardust 12.9
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These velocities not only produce the expected mechanical strains associated with any
high speed movement in atmosphere, but also complicate other aspects of flight. Tra-
jectory deviations in particular become far more problematic simply due to the large
changes in landing location for only a small angular deviation lasting little time. How-
ever, there is further complication; when the vehicle achieves these speeds they gener-
ate strong shock waves. These shock waves cause significant heating of the air between
the shock and the vehicle. During the re-entry process, temperatures behind the shock
can reach over 10000 K at the stagnation point.

These temperatures cause the atmosphere behind the shock to ionise into a high tem-
perature re-entry plasma. With flows at thousands of Kelvin impinging upon the ve-
hicle, it is obvious that there need to be efforts to mitigate these heat loads, in order to
avoid damaging the vehicle forebody. The most common heat flux mitigation method
is that of the ablative heat shield, which evaporates over the course of re-entry, carry-
ing heat with it and thus protecting the vital parts of the vehicle. The key drawback to
ablative heat shields is their mass, they can account for a large percentage of the total
vehicle mass, as described by Table 1.2.

TABLE 1.2: Synopsis of typical heat shield mass percentages, sources: Pezzella (2013).

Capsule Total Mass (kg) Heat Shield Mass (kg) %
Galileo 337 152 45.1

Hayabusa 16.3 10.3 63.2
Stardust 45.8 10.1 22
Genesis 210 37.8 18

Another problem associated with the plasma layer surrounding re-entry vehicles is that
of radio blackout. Radio blackout is a period of re-entry, during which communications
with ground stations is impossible. This occurs as a side effect of the aforementioned
intense heating occurring behind the shock. Upon heating to such degrees, the gas
behind the shock begins to ionise, becoming a plasma consisting of positive ions and
free electrons. Once a layer of this plasma has formed about the vehicle, electromag-
netic signals are impeded by the free electrons based upon the signal’s frequency as
compared to the plasma frequency,

ωp =

√︄
neQ2

e
ε0me

, (1.1)

where ne is the electron number density, Qe electron charge, me electron mass, and
ε0 the permittivity of free space. Any signals with frequencies below the plasma fre-
quency will be impeded or outright blocked. Such signals include many of those used
for high speed communications and telemetry with spacecraft. The blackout periods
experienced by a selection of re-entry capsules are presented in Table 1.3.
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TABLE 1.3: Synopsis of common radio blackout periods.

Capsule Radio Blackout Period (s)
Apollo 13 > 360

Mars Pathfinder 30
Space Shuttle 720

Mars Pathfinder 30

Any loss of communications could prove disastrous as astronauts on board have re-
duced knowledge of their exact position and trajectory during this time, and ground
crews remain unable to communicate with them. During this time, if there were to be
an error in the inbound trajectory, the vehicle would have veered hundreds of kilome-
ters off course due to the extremely high velocity of the craft.

Efforts are currently underway to design and test alternative thermal protection sys-
tems (TPS) as well as methods of mitigating radio blackout. In 2020 the European Space
Agency (ESA) initiated a project to research possibility of utilising on-board magnetic
fields to redirect plasma flows, and therefore heat fluxes. The Magnetohydrodynamic
Enhanced Entry System for Space Transportation (MEESST) project, first presented by
Bögel et al. (2021), is exploring the use of on-board superconducting magnets to alter
the local magnetic field about the vehicle for greater heat flux control. If successfully
developed, magnetic heat load control would mitigate the need for such large amounts
of ablative heat shielding. Additionally, such tools would also allow plasma to be redi-
rected so as to create a window for radio signal transmission as has been suggested by
Kim et al. (2008).

As these are some of the most challenging aspects of high altitude spaceflight, any
improvements in these capabilities would provide a boon for the forward development
of spaceflight. This means utilising both numerical and experimental tools to improve
re-entry capsule design so as to avoid these problems where possible, and mitigate
their extremes where not.

The design procedure for re-entry capsules is informed directly and indirectly by re-
search into re-entry conditions. With direct research focusing on the specific interac-
tions of vehicles with re-entry flows, whilst indirect research studies the more general
properties of these flows. Such research cannot be limited to studies of the behaviour
of equilibrium flows, as the speeds and temperatures involved ensure that thermo-
chemical non-equilibrium flows are common, and their effects significant. These non-
equilibria are significant as the behaviour of the flows about the vehicle is sensitive to
the exact nature of this non-equilibrium, with non-equilibria altering features such as
temperature and density profiles. This in turn means that the mechanisms behind ra-
dio blackout and heat load deposition are also sensitive to the multiple temperatures
which occur in non-equilibrium plasma flows, as well as the chemical composition of
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the plasma and how it changes over the course of the flight. Hence, a better understand-
ing of these non-equilibrium effects, both thermal and chemical, is crucial to optimising
the design of spacecraft in order to improve the safety and reliability of spaceflight.

1.2 Investigations of Re-entry Plasma Flows

In order to accurately model re-entry flows, there are a myriad of physical difficulties
to overcome, including varying flow regimes, thermochemical non-equilibria and elec-
tromagnetic effects. Firstly, the vehicle will descend through varying atmospheric pres-
sure moving from rarefied into continuum flows as described by the Knudsen number,

Kn =
λ

L
, (1.2)

where λ is the mean free path of the gas and L is the characteristic length of the vehicle.
The Knudsen number determines the nature of flow as described by Equation 1.3.

Kn =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

< 0.01 =⇒ Continuum flow,

0.01 − 0.1 =⇒ Slip flow,

0.1 − 1.0 =⇒ Transitional flow,

> 1.0 =⇒ Free molecular flow.

(1.3)

As vehicles enter the atmosphere, they descend in altitude with the Knudsen num-
ber decreasing in parallel. Each of these flow regimes features markedly different be-
haviour and each needs to be understood, as well as these understandings bridged to-
gether to provide a complete description of re-entry. Furthermore, there are additional
complexities arising from turbulent boundary layer interactions, including boundary
layer transition, and instabilities occurring through the interaction of turbulent and
laminar flows.

The particular focus of this work are the thermal and chemical non-equilibria and the
significant effects that they have on the key aerothermodynamic quantities within the
continuum flow regime. These quantities include the deposited heat loads, plasma
frequency and shock stand-off distance.

1.2.1 Thermochemical Non-Equilibrium Flows

In an atmospheric plasma, there exist 5 distinct internal energy modes; translational Et,
rotational Er, vibrational Ev, bound electronic Eel , free electron Ee and another reser-
voir of energy contained within the formation enthlapy of chemical species Eh0. Within
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the plasma, all atoms posses translational and bound electronic energy; molecules fur-
ther possess rotational and vibrational; whilst electrons possess free electron energy
(simply their translational energy). Most chemical species possess some formational
energy, though others have a formational energy of zero. The distinction between trans-
lational energy for atoms/molecules, and free electron energy for electrons, exists due
to the mass difference between electrons and atoms, otherwise the two energy modes
are identical in mechanics. This mass difference leads to the motion of these particles
leading and lagging one another as originally described by the Born-Oppenheimer ap-
proximation, initially presented by Born and Oppenheimer (1927).

Under thermal equilibrium conditions, one temperature can describe the temperature
of the system; under a non-equilibrium condition, multiple temperatures are required.
Additionally rotational and vibrational temperatures can be assumed to be uniform be-
tween different molecule types, or can be described individually if large differences are
expected. Failure to properly observe the differences in temperature between modes
can lead to significant discrepancies between theory and reality, such as those noted
by Tam and Li (1989), additionally, discrepancies can be further reduced through the
application of more detailed models, such as those implemented by Furudate et al.
(2000). Because of the differences between models, it is highly valuable when investi-
gating non-equilibrium effects to be able to rapidly compare models as the individual
system requires.

Thermal non-equilibrium develops due to the way in which energy is deposited into
the fluid behind the shock. Said energy is deposited non-uniformly, predominantly into
the translational mode due to the closeness of translational energy levels. This energy
is then transferred between modes until equilibrium is reached. The time frame for
equilibrium to occur has been found by Boyd and Josyula (2011) to be of the order of
10−5 − 10−6 s, meaning that in most circumstances a state of thermal equilibrium can be
assumed. However, with velocities of the order of 104 ms−1 and characteristic lengths
of the order 10−2 m the plasma will have been swept downstream of the vehicle by
the time equilibrium has been achieved; hence the plasma directly about the vehicle’s
forebody exists in a continual state of thermal non-equilibrium.

A similar situation occurs for chemical non-equilibrium, with the chemical equilibrium
relaxation times of the order of 10−5 s and above (for Earth’s atmosphere). This means
that the plasma will have been swept downstream of the vehicle by the time any chem-
ical equilibrium is established. An added complication for establishing chemical equi-
librium, is that chemical reactions can depend upon different temperatures which are
in turn dependent upon the degree of thermal non-equilibrium present. This indi-
cates that chemical equilibrium cannot be established until thermal equilibrium has
stabilised.
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Thermal non-equilibrium causes additional complexity in processes with temperature
dependencies, especially relevant when attempting to predict heat loads impinging
upon a vehicle and the subsequent ablation. Whilst chemical non-equilibrium cre-
ates similar complexities depending upon the atmosphere involved, for example differ-
ing chemical compositions can cause differing electron densities, affecting the plasma
frequency and in turn radio blackout. Changes in chemical composition also affect
the temperature(s) of the flow, creating feedback between thermal and chemical non-
equilibrium. Both thermal and chemical non-equilibrium contribute to changes in the
features of the shock itself, for example shock stand-off distance. Understanding and
predicting the effects of these non-equilibria is crucial when undertaking and optimis-
ing the design of spacecraft in order to better overcome re-entry difficulties. This under-
standing can be furthered by both experimental and numerical means; the advantages,
drawbacks and synergies of these techniques will now be examined.

1.2.2 Experimental Explorations of Non-Equilibrium Flows

Experimental recreation of non-equilibrium flows allows for space capsule components
to be directly tested, contributing directly to the optimisation of space vehicles. There
exist multiple experimental facilities suitable for conducting hypersonic flow experi-
ments. Such facilities can be divided into distinct categories; conventional wind tun-
nels, shock-heated wind tunnels, shock tubes, arc-heated test facilities, and ballistic,
free-flight ranges. However, each of these facilities can only recreate a simulacrum of
re-entry flow with only certain flow parameters matched. An example of this is NASA’s
”Hypersonic Tunnel Facility” (HTF) which can create hypersonic flows with suitable
enthlapy levels. However the HTF can create such flows only up Mach 7, far short
of the needed velocities shown in Table 1.1. In addition, NASA operates the ”Electric
Arc Shock Tube” (EAST) facility, which is capable of generating flows for the investi-
gation of; nitrogen relaxation behaviour, radiative heating of the Galileo probe, and the
electrical conductivity of shock heated air, among the many uses catalogued by Grin-
stead et al. (2010). The last of these, the electrical conductivity of shock heated air, is
a key parameter for the understanding of magnetohydrodynamic effects in post-shock
plasma.

All of these facilities are however limited by the size of objects which can be tested
within them, often this size limit is quite small. For example, the SCIROCCO plasma
wind tunnel in Italy has a diameter limit of 600 mm for test objects, whilst its sibling
the GHIBLI tunnel has a size limit of 80 mm.

An additional limitation is that all types of facilities are only capable of operating con-
tinuously for a small fraction of the average re-entry time. The HTF can recreate Mach
7 flow for up to 180 seconds under its optimal conditions set. This compares poorly
against re-entry times which can run up to several minutes, with Apollo 13’s radio
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blackout period lasting 6 minutes as noted in Table 1.3. Lastly there are problems with
creating flows with ionisation levels that accurately mimic real re-entry flow. This re-
mains an ongoing area of concern as noted by Park (2013), with electron density levels
often differing significantly from predictions as presented by Yamada (2022) among
others.

In spite of these limitations, experimental facilities are still capable of producing data
which is both pertinent and exciting. An example of this being the experimental sim-
ulations of entry into the Neptunian atmosphere, which was performed in the PWK4
tunnel at IRS at the University of Stuttgart by Loehle et al. (2022).

However these limitations do mean that in order to perform comprehensive testing of
a re-entry vehicle component, it must be tested in multiple facilities. This compounds
another difficulty - the cost of these facilities. Typical yearly operating costs often reach
of millions of US$. There are a number of causes of these costs, one of which is the
extremely high power requirements during operations. This requirement necessitates
coordinating power requirements with local power suppliers; facilities often have their
own power substations to prevent negative effects to local power grids. The high costs
of these facilities means that they are limited in number. This coupled with the fact
that they can only operate for a limited portion of the day means that there is great
competition for experimental slots.

Due to these factors, it is clearly important to optimise the use of the available exper-
imental slots for testing components with the best chances of positive results. Hence,
numerical simulation is used to ascertain the most viable candidates prior to conduct-
ing any experimental testing. In turn, these optimised experimental results generate
data which can be used to improve the accuracy of numerical modelling in a positive
feedback loop. For example, the L3K arc heated wind tunnel at DLR Cologne is regu-
larly used to generate thermal response data relevant to thermal protection systems as
shown by Mungiguerra et al. (2022) and Kim et al. (2011) among many others. Similar
studies are regularly undertaken at VKI’s Plasmatron facility, including those of Helber
et al. (2012) and Lequang et al. (2009). The data produced by these facilities, as well as
many others, feeds directly into the improvement of numerical simulation techniques.

1.2.3 Numerical Simulation of Hypersonic Flows

The numerical simulation of hypersonic non-equilibrium plasma flows involves the
combination of specific CFD techniques with methods for the resolution of the afore-
mentioned thermochemical non-equilibrium.

The required CFD techniques must be able to resolve the sharp shocks associated with
hypersonic flows, and must have appropriate stability at high flow speeds. Due to the
additional complexity introduced by non-equilibrium, more computations are required
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when compared to non-hypersonic CFD, hence an even greater importance is placed
upon computational efficiency. Lastly, when considering simulations for the optimisa-
tion of spacecraft, flexibility of methods and rapid grid generation are key concerns.

The resolution of thermochemical non-equilibria requires several additions to standard
fluid dynamics models, in order to account for the changes to temperature and chemical
species concentrations. Thermal non-equilibrium requires the determination of multi-
ple temperatures and energies in order to evaluate the different energy modes and the
transfer of energy between them. Additionally, thermodynamic functions for the calcu-
lation of temperatures and pressure must be adjusted to account for the different energy
modes and any exchanges between them. The number and nature of energies, and the
exact thermodynamic functions vary depending upon the thermal model under consid-
eration. Chemical non-equilibrium requires the addition of individual species density
terms and calculations to account for the creation and destruction of various chemical
species. These chemical models can vary in complexity and functionality based on the
accuracy level required and the atmospheric composition. Additionally, the chemical
model chosen must be capable of utilising specific controlling temperatures as deter-
mined by the thermal non-equilibrium model; in this manner chemical modelling is de-
pendent upon thermal modelling. The resolution of flows in chemical non-equilibrium
places additional constraints upon the choice of CFD methods, as the timescales for
chemical reactions and standard CFD flows differ widely resulting in a stiff set of equa-
tions. This stiffness places restrictions upon the choices of numerical methods which
can converge flows within reasonable simulation times.

In addition to non-equilibrium modelling, electromagnetic modelling would be needed
in order to simulate the effects of applied electromagnetic fields upon the plasma flows
about the vehicle. Such modelling is necessary to test the methods such as magnetohy-
drodynamic (MHD) flow control. Additionally, radiative and ablative modelling tech-
niques are required to gain accurate knowledge of radiative and ablative heat loads.

These components combined can be used to simulate the performance of capsules and
their components in order to optimise their design prior to any experimental testing be-
ing required. Such simulations have been undertaken by a number of different parties.
A brief review of the history and progress of these simulations is now presented.

1.3 Review of Non-Equilibrium Modelling

Attempts to numerically model the non-equilibrium effects of high temperature re-
entry gases have been carried out for a number of purposes. These include modelling
heat loads impinging upon vehicle surfaces and accurate prediction of radiative heat
transfer rates during re-entry aerobraking. The limits of predictive modelling were
made apparent in the 1980s when observational data from Fire and Apollo missions
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was reviewed. Radiative heat fluxes were found to be lower than lab based experiments
as presented by Park (1985b). Thermal non-equilibrium effects are also thought to have
been behind discrepancies between expected and actual angles of attack for Apollo and
Space Shuttle missions as noted by Park (2013). These discrepancies had the potential
to be catastrophic, as they pushed their respective re-entry trajectories to the limits
of safe operation. Such discrepancies cannot be resolved without the application of
thermochemical non-equilibrium methods, which come in many varieties.

1.3.1 Non-Equilibrium Theoretical Models

Investigations into the effect of thermal non-equilibrium upon re-entry flows occurred
throughout the 1960s and 70s with groups at Imperial College London (Stollery et al.
(1964)), the University of Massachusetts (Bowen and Park (1971)) and NASA Ames
(Allen et al. (1962)). In 1963 Millikan and White (1963) at General electric published
the first method describing the mechanics of relaxation between the translational and
vibrational energy modes. This method was a specific application of earlier work by
Landau and Teller (1936), and provided the basis for energy exchange between two
energy modes.

Two Temperature Models

Major progress occurred in 1985 when Chul Park, then with NASA Ames, proposed
a two temperature model for fluids in thermochemical non-equilibrium in the publi-
cation of Park (1985a). This model built on the work of Millikan & White formalising
thermal relaxation relationships, and proposed a correction factor to one of their for-
mulae in order to better represent relaxation rates at temperatures above 10, 000 K. This
work also proposed a split between a translational-rotational temperature, Ttr, and a
vibrational-electronic-electron temperature, Tvee, and was the first to divide chemical
reactions according to their temperature dependence. This model was then expanded
with the addition of an intermediate temperature, between the two existing tempera-
ture values by Park (1988). This temperature, henceforth referred to as the Park tem-
perature was defined as

TP = TaP
tr TbP

vee, (1.4)

where a and b are tunable parameters. Park initially suggested values of 0.5 for both aP

& bP, with later adopters such as Casseau et al. (2016b) proposing values of aP = 0.7
and bP = 0.3. This Park temperature was utilised within this two-temperature model
as the controlling temperature for most Earth atmosphere reactions. Park’s first appli-
cation of this model, to weakly ionised N2 reduced the size of several discrepancies
between theory and the existing experimental data. This experimental data came pre-
dominantly from a series of shock tube studies conducted at the Avco Everett Research
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Laboratory. Whilst improvements were reported in several temperature predictions,
as well as spectra predictions, discrepancies remained. In particular, the vibrational
temperature estimations were deemed to be not in agreement with experiments, neces-
sitating further model improvements.

In spite of these limitations, Park’s two temperature model represented a significant
step forward. It was the first comprehensive multi temperature thermochemical model
to link thermal and chemical non-equilibrium and model their effects upon one another.
From this point in the late 1980s, thermochemical modelling progress accelerated. Sev-
eral models similar in form to Park’s were proposed and sought to improve upon the
predicted capabilities Park’s model offered.

A later model applied to non-equilibrium flows actually derived from an earlier source;
Marrone and Treanor (1963) utilised detailed modelling of vibrational energy levels to
describe chemical dissociation reactions. This was then utilised in conjunction with
multi-temperature modelling to produce what is commonly referred to as the Treanor
model (as can be seen in Degrez et al. (2009)). Treanor’s model is limited in the as-
sumption that chemical reactions do not inherently change the shape of the vibrational
energy distribution.

In 1995, Knab et al. (1995). extended the Treanor model to cover reaction types other
than dissociations. Knab’s model maintains the assumption that chemical reactions
do not affect the vibrational energy distribution, in common with the Treanor model.
Additionally, both models feature tunable parameters, which must be calibrated to the
flow under consideration.

At around the same time, Macheret et al. (1994) were adding greater depth to the mod-
elling of dissociation reactions. They introduce a split in dissociation regime based
upon the molecule’s vibrational energy level; high energy dissociation rates are gov-
erned by the vibrational temperature, whilst low energy dissociations are controlled by
translational temperature.

The Treanor and Knab models have been used to simulate re-entry flows in various
configurations as in the work of Allouche et al. (2014) and Gerlinger et al. (1997). The
Macheret model has similarly been used to simulate re-entry flows, including by Wan
et al. (2004) who investigated the possibility of generating energy using MHD methods
during re-entry.

In spite of these advancements, many thermochemical models used in re-entry inves-
tigations bear a close resemblance to Park’s original model. Indeed, Park’s model is
still used extensively today as in investigations of the OREX, FIRE-II and Hayabusa
capsules, as evinced by Gupta et al. (1997), Scalabrin and Boyd (2007) and Suzuki et al.
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(2014). This is likely due to both its simplicity and computational efficiency. Alter-
native methods based upon more fundamental physics quickly run into limitations of
computational resources.

New Park-type models are continually being developed with variations being made to
each. An example of such a variation is the treatment of unique vibrational temper-
atures for different molecular species, together with vibrational-vibrational relaxation
coupling. This approach was initially developed using a semi-classical formulation by
Rapp and Englander-Golden (1964). This treatment was of interest due to the strong
link between vibrational temperatures and dissociation rates and has been utilised in
hypersonic flow research such as that of Lee et al. (2020).

Recent development of a novel thermochemical model was presented by Macdonald
(2019) at the University of Illinois. They have implemented methods to combine en-
ergy modes into groupings based upon chemical species, and compute a reduced order
approximation to state-to-state chemistry. This approach constitutes a major departure
from Park-type models, replacing empirical data based models with ab initio modelling.
However, outside this approach, most models remain close to Park’s original model.
The main departure most novel models make is the exact nature of the temperature
split used.

Three Temperature Models

All aforementioned models still utilised a two temperature split of the same kind as
Park’s. However this two temperature split still resulted in discrepancies between nu-
merical and observed data, particularly at high pressures as Park himself noted Park
(2013) among others such as Chae et al. (2020).

Hence, there were concurrent efforts to investigate alternative temperature splits. Hol-
man and Boyd (2009) proposed a model featuring a split between a translational mode,
a rotational mode and a vibrational-electronic-electron mode. This work built upon an
earlier version utilising a two temperature split between translational and rotational
modes. Various improvements over two temperature models are noted for particulate
methods such as Direct Simulation Monte-Carlo (DSMC), including those noted by
Deschenes et al. (2011), Schwartzentruber and Boyd (2015) and Deschenes and Boyd
(2011). The behaviour of rotational temperatures has received impetus from the work
of Panesi et al. (2013), who demonstrated that relaxations between the translational
and rotational modes are comparable to those of translational-vibrational relaxations
at temperatures of the order of 105 K. Whilst such temperatures are not typically as-
sociated with re-entry flows, the relationship between these relaxation times warrants
further study in order to ascertain the temperature at which translational-rotational
relaxation times become significant.
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Another three temperature split was proposed by Kim et al. (2012), involving splitting
the temperatures between translational-rotational, vibrational and electronic-electron
modes. This use of a separate temperature for electrons allows for precise investigation
of radio blackout, which is dependent upon electron density and temperature values.
This three temperature model has been found by Clarey and Greendyke (2018) to yield
improved fidelity for a range of hypersonic re-entry flow conditions. In another exam-
ple, Clarey (2018) utilised this temperature split together with a translational-rotational,
vibrational-electronic & electron split to investigate non-equilibrium effects on slender
bodies. The three temperature models were again found to produce higher fidelity
results than the two temperature equivalent.

Four Temperature Models

A recent class of models to be considered are those which treat all or nearly all energy
modes separately. The most common four temperature model treats all modes indi-
vidually. This model has been utilised in re-entry simulations by Ozawa et al. (2011)
together with quantum kinetic models for excitation processes; this combination leads
to a substantial change in predicted ionisation rates.

The choice of exact temperature split is influenced by the computational efficiency re-
quired to complete simulations in a timely manner. Another factor which greatly af-
fects the convergence times of non-equilibrium simulations is how to deal with the
chemistry stiffness problem.

Chemical Non-Equilibrium Modelling Constraints

Whilst the implementation of thermal non-equilibrium modelling required minimal
constraints upon the overall CFD methods used, the same was not found to be true
of chemical non-equilibrium. The principal difficulty with chemical non-equilibrium
was found to be the timescales associated with chemical and CFD processes, which
differ wildly. This means that the resulting equation set describing the system is ex-
tremely stiff. This stiffness manifests as the chemical evolution requiring much smaller
time steps than the general CFD procedure when integrating using explicit methods. A
method of estimating the time steps required for accurate resolution of chemical kinet-
ics was performed by Chiang and Hoffmann (1989).

Solutions to chemistry stiffness can be grouped into three categories; fully implicit,
semi-implicit hybrid and under-relaxation. Under-relaxation methods are one of the
simplest methods to implement. Palmer presented an early under-relaxation approach
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in Palmer (1988). Such approaches involve treating the evolution of species mass frac-
tions, rather than their individual densities. The evolution of such fractions is deter-
mined at the larger CFD time step, and a damping performed in order to mitigate ex-
tremes of flux associated with the chemical modelling. This approach, whilst straight-
forward, comes with a major drawbacks. Namely control of the damping factor, which
must be determined in advance and is simulation dependent; a value of 0.0004 is pre-
sented in Palmer (1988) whilst a value of 0.01 is used in Palmer (1990). No extrapolation
is presented for the determination of this value, hence limiting the generalisability of
the method. It is likely for this reason that such methods have not seen widespread
adoption, with a comparison to arcjet flow by Babikian et al. (1995) being one of few
examples.

Fully implicit methods possess the greatest consistency, simply treating both the CFD
and chemistry integrations implicitly. Explicit methods calculate new system states
from previously known states, whilst implicit methods calculate new states from new
and known states. A typical stencil for explicit and implicit methods is shown in Figure
1.1, with the new state (red) being calculated according to simple implicit and explicit
methods.

FIGURE 1.1: Stencil demonstrating differences in integration techniques between im-
plicit (a) and explicit (b) methods.

Fully implicit methods also benefit from the advantages afforded to implicit methods,
mainly the ability to integrate at CFL numbers exceeding 1. Such methods are also
referred to as fully coupled or strongly coupled methods. The first example of the use of
implicit methods for solving these stiff equation sets is that of Curtiss and Hirschfelder
(1952).

Semi implicit hybrid methods utilise both explicit methods for the CFD integrations
and implicit methods for the chemistry integrations. Such methods are also referred
to as loosely/weakly coupled methods. These methods also begin with the work pre-
sented by authors including Smoot et al. (1976) and Otey and Dwyer (1979), which
was later extended into multiple dimensions by Bussing and Murman (1988). As was
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pointed out by Langer (2012), the point implicit method, whilst technically fully im-
plicit, can be recognised as a preconditioned semi-implicit method; hence some nomen-
clature should be considered mutable.

State of the Art Techniques

A novel solution to this stiffness problem was presented very recently by Zanardi et al.
(2022). involving the use of Machine Learning (ML) algorithms to learn the solutions of
the stiff set of kinetics equations. This method has been reported to achieve speedups
of up to two orders of magnitude, but will require further work in order to expand and
demonstrate its applicability.

Another novel approach to non-equilibrium chemistry in CFD which has been pursued
in recent years is the state-to-state vibrational kinetics model, which has been exten-
sively explored by Pepe et al. (2013). This method deviates significantly from more
established multi-temperature models by calculating chemical reaction rates from vi-
brational energy distributions, rather than the more typical use of empirical data. This
approach brings with it several advantages. Firstly, the use of actual vibrational energy
distributions removes the requirement of assuming Boltzmann like distributions; thus
allowing for more accurate modelling when real world applications stray from Boltz-
mann like energy distributions. Secondly, less reliance upon existing empirical data al-
lows for the simulation of gas mixtures for which little data may currently exist. These
advantages are considerable, and have caused significant interest in this approach, as
evidenced by the work of Tuttafesta et al. (2013), Kewley (1975) and de Gavelle de
Roany et al. (1993) to name but a few. The state-to-state method comes with one large
drawback however, the high computational workload it imparts in exchange for its
accuracy. Because of this, the state-to-state method was not employed to obtain the
results presented herein, but it did influence the work in ways which will be described
later.

Once non-equilibrium models are combined with numerical methods capable of over-
coming chemical stiffness constraints, non-equilibrium flows can be reliably simulated,
as has been demonstrated by several CFD suites.

1.3.2 Non-Equilibrium Software Tools

There exist many non-equilibrium flow simulation tools are often developed by aca-
demic groups and local space agencies. Some of these pieces of software are propri-
etary, some open-source. This work will be focused on the widely available open-
source software, however a brief overview of proprietary CFD tools will be presented
before the open-source suites are covered.
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There are several major hypersonic capable CFD suites developed by NASA. NASA
Ames’ OVERFLOW, a fully implicit Navier-Stokes solver to which chemical modelling
capabilities were added by Olsen et al. (2004). OVERFLOW has recently seen use by
Halstrom et al. (2022) in analysing proposed propulsion systems for Mars entry vehi-
cles. NASA Ames also developed the Data-Parallel Line Relaxation (DPLR) suite, a
2D axisymmetric and 3D toolkit which has been recently utilised to perform simula-
tions of the Hayabusa2 and Stardust capsules during re-entry, including by Scott and
Inman (2022) and Trumble et al. (2010a). NASA Langley meanwhile relies upon the
Langley Aerothermodynamic Upwind Relaxation Algorithm (LAURA). The capabili-
ties of these suites (together with US3D developed in conjunction with the university of
Minnesota) are well documented by Hash et al. (2007b) using simulations of the Orion
capsule. The US3D suite has also been regularly employed alongside the other NASA
suites in order to provide comparisons between structured and unstructured meshes,
as in the work of Candler et al. (2015a). These mesh differences cause differences not
only in the simulation’s numerical methods, but also in the methods which must be em-
ployed to generate a simulation mesh in the first place. Unstructured meshes, such as
those employed by US3D take significantly more time to generate, which greatly com-
plicates efforts to use numerical methods to optimise spacecraft design. These meshing
differences will be explored in detail as they pertain to the work undertaken in the
course of this thesis in Chapter 3.

A use of machine learning methods applied to hypersonic relevant flows is the recent
work undertaken by NASA Langley as presented by Demir et al. (2022) using their
VULCAN-CFD code. Outside of NASA, another prominent north American suite is
the (Le) Michigan Aerothermodynamic Navier-Stokes Solver (LeMANS) developed at
the University of Michigan. This suite is regularly employed in non-equilibrium flow
simulation, a recent example of this being the work of Kim and Jo (2021). A relative
newcomer to these suite is one developed by McGill University in collaboration with
ANSYS, the High-Altitude Low-Orbit 3D (HALO3D) Casseau et al. (2022). HALO3D is
capable of simulating re-entry across the rarefied-continuum boundary and simulates
thermochemical non-equilibrium in both regimes.

Within Europe, there are also several non-equilibrium flow suites including the un-
structured CFD suite TAU developed by the German Aerospace Center (DLR). TAU has
been used in the simulation of re-entry vehicles in the transitional regime between rar-
efied and continuum flow, as in the work of Hannemann et al. (2018). A suite focusing
on the magnetohydrodynamics of non-equilibrium flows is SAMSA from the Univer-
sity of Stuttgart. SAMSA is capable of simulating the magnetohydrodynamics required
to assess radio blackout mitigation schemes as evidenced in Müller et al. (2019). Ad-
ditionally, the MISTRAL suite combines both CFD and DSMC methods within a single
suite, and has been used for the simulation of space debris by Annaloro et al. (2020)
and hypersonic weapons by Scott et al. (2004).
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In addition to the aforementioned proprietary suites, there exist a number of open-
source suites. These suites benefit from interoperability, being readily usable by mul-
tiple different groups; this facilitates quicker testing and reproduction of acquired re-
sults. Because of this, open-source suites constitute the main focus of this thesis. One
such suite is another European suite, the Von Karman Institute’s COOLFluiD, which is
capable of performing simulations to assess the feasibility of radio blackout mitigation
methods, as presented by Giangaspero et al. (2021) with simulations of the Schiaparelli
capsule.

Recent notable additions to these CFD suites include the expansion of the open-source
toolkit OpenFOAM into non-equilibrium flows. This expansion was performed by
Casseau et al. (2015) at the University of Strathclyde and has allowed OpenFOAM to
be used to simulated 5 species air chemistry with a two temperature model; this ca-
pability has been utilised by Casseau et al. (2016b). Also developed at the University
of Strathclyde is SU2-NEMO; developed in collaboration with Stanford University, the
University of Arizona and the Von Karman Institute. SU2-NEMO is a non-equilibrium
expansion to Stanford’s SU2 multiphysics CFD suite, and is capable of simulating mul-
tiple atmospheres in various configurations. This has included ground based facilities,
as demonstrated by Needels et al. (2022) and various aerodynamic bodies as presented
by Maier et al. (2021).

Another recent addition, Eilmer3, has been developed at the University of Queens-
land. Eilmer3 has been used to perform two-temperature simulations of several wind
tunnel studies as well as the Hayabusa capsule as presented by Fahy et al. (2021).
Lastly, WARPCFD is an open source code from the University of Arizona which also
has the capability to simulate combusting gas mixtures, as has been demonstrated by
Rodrı́guez Fuentes and Parent (2023) and Fuentes and Parent (2022).

A key feature of all of these open-source suites is that they all utilise unstructured
meshes, which provide benefits when conducting simulations for the indirect study
of re-entry flows. For undertaking direct studies of re-entry flows and their effects
upon space capsules, rapid mesh generation is hugely desirable. This can be achieved
through the use of block-structured meshes, which combine some of the flexibility
of unstructured meshes with the rapid generation of structured meshes. All of the
object-oriented suites also utilise a pure MPI parallelisation strategy appropriate for
distributed memory systems However additional efficiency can be obtained through
the use of hybrid systems featuring a fusion of MPI and OpenMP parallelisation.

These potential improvements have provided the impetus for the work presented herein,
to create a software suite prioritising the simulation of flows which can be used to di-
rectly optimise space capsule design. This software utilises block-structured Cartesian
grids, for faster grid generation when capsule design modifications are to be tested.
Block-structured Cartesian grids also allow for the ready implementation of automatic
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mesh adaptation techniques, allowing for more efficient use of computational resources.
It also requires a readily modifiable and extensible framework, to facilitate the switch-
ing of mathematical models as required by the capsule modifications. Lastly, such soft-
ware needs high stability, to maintain consistency when models and geometries are
switched; and high efficiency facilitated by hybrid parallelisation to be able to conduct
high precision simulations in a reasonable timeframe. These requirements led to the
overall research objectives of the presented work.

1.4 Research Objectives

The aim of this research has been to answer the question; is it possible to produce a
numerical toolkit better tailored to capsule optimisation simulations. Such a toolkit
would be able to assist with the design and construction of space capsules, in order to
allow them to better withstand the rigours of atmospheric entry. What would be the
advantages and limitations of such a toolkit and which simulation methods would be
optimal.

Herein, work has been undertaken to answer these questions by producing such a
toolkit; which can support the design and optimisation of such capsules by allowing
for modifications to be made to simulated craft geometry with minimal additional sim-
ulation time needed. To this end, emphasis has been placed upon ensuring several key
software qualities are prioritised. In order to be able to rapidly switch between craft
shapes and configurations, numerical methods must allow for the rapid generation of
new simulation meshes. As differing craft configurations may require differing levels
of precision in certain models, the simulation framework must allow for the seamless
switching of mathematical models. In order to ensure that such switching does not ad-
versely affect simulation outcomes, high stability is required. Lastly, in order to ensure
that non-equilibrium effects can be modelled at high precision, a high level of efficiency
is required, achieved by hybridising MPI and OpenMP parallelisation strategies.

This work has produced the OP2A toolkit. Emphasis has been placed upon creating a
toolkit which has the ability to perform several feats. Firstly, to mix and match com-
ponents through a high flexible and extensible modular framework as described in
detail in Chapter 4. This allows for thermochemical models to be utilised interchange-
ably with little time taken. Secondly, to facilitate rapid grid generation as required by
changes to space capsule geometry, described further in Chapter 3. And lastly, perform
the required computations with the stability and efficiency necessary. C++ was the cho-
sen language due to its high efficiency and object oriented nature, which enabled the
creation of the aforementioned modular framework.

This work aims further to determine the optimal methods to achieve a CFD toolkit for
supporting the design of space capsules; hewing to the priorities described herein. This
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work will also demonstrate the capabilities and limitations of the OP2A toolkit that was
developed in pursuit of these aims.

1.5 Outline of this Thesis

The remainder of this thesis is laid out as shown in Figure 1.2.

Chapter 1: Introduction: 
 

Motivation
Literature Review

Research Objective 
Outline of Thesis 

Chapter 2: Mathematical Modelling: 
 

Governing Equaitons 
Thermodynamic Models 

Diffusive Models
Thermochemistry 

Chapter 3: Numerical Modelling 

Discretisation 
Spatial Integration 
Time Integration

Residual Calculation 

Chapter 4: Implementation Details 

Algorithm Overviews 
Object Oriented Design 

Parallelisation 
Error Handling 

Chapter 5: Results 

Zero Dimensional Heat Bath Testing 
Two Dimensional Evaluations 

Axisymmetric Simulations 

Chapter 6: Conclusions 

Summary 
Conclusions 
Future Work

FIGURE 1.2: Overview of the structure of this thesis.
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Chapter 2 details the mathematical models which were chosen to be implemented
in the created multiphysics CFD toolkit OP2A. Chapter 3 follows this with details of
the numerical methods with which this theory is implemented, including grid gen-
eration and processing considerations. Emphasis is placed upon the ways in which
grid choices benefit a software toolkit aimed at capsule optimisation simulations. An
overview of how OP2A operates computationally is presented in Chapter 4, includ-
ing details of parallelisation, object oriented structure and other details including er-
ror handling routines. Details are presented as to how these computational features
contribute to the flexibility, extensibility and efficiency required of OP2A. The results
of initial simulations are presented in Chapter 5, beginning with a zero dimensional
analysis designed to assess the performance of the thermochemical models in mod-
elling non-equilibria. Following this several common CFD test cases and are used to
determine the capabilities and limitations of OP2A, including simulations of capsules
undergoing re-entry. The results of all of these investigations are discussed in detail
within this chapter. The final chapter, Chapter 6 summarises OP2A’s current status,
and the results of investigations which it has been used to undertake. This is followed
by the overall conclusions drawn from this work regarding OP2A’s performance and
the work’s initial research objectives. Lastly, suggestions for future work with OP2A
are presented and discussed.

1.5.1 Publications & Presentations

Papers Published

OP2A: A Multiphysics Fluid Simulation Framework; Proceedings of Scitech 2021; Pub-
lished by AIAA; 2021.

Conference Presentations Performed

OP2A: A Multiphysics Fluid Simulation Framework; UK Fluids Conference; Southampton,
UK; 2021.

OP2A: A New Hypersonic CFD Suite; Scitech 2021; Nashville, Tennessee; 2021.
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2

Mathematical Modelling

”All models are wrong, but some models are useful.”

– George P. E. Box

Within this chapter, the mathematical underpinnings of OP2A are presented. This be-
gins from a statement of the conserved CFD quantities, and proceeds by describing the
steps required to advance these quantities in time and space. This chapter includes
details of the thermodynamic formulae necessary for determinations of temperatures
and pressure as well as specific heats and internal energies. This is followed by a de-
scription of the methods implemented to determine various viscous quantities includ-
ing diffusion rates and viscous tensors. This chapter concludes with theoretical models
applicable to flows in chemical and thermal non-equilibrium including details of the re-
laxation models implemented. Wherever relevant, the reasoning behind chosen models
is presented, as well as an idea of their limitations.

2.1 Governing Equations

For a fundamental description of a fluid there exist three core conserved variables;
mass, momentum and energy. The core of OP2A’s CFD simulation is the evolution
of these conserved quantities both temporal and spatial. This evolution is described
by the Navier-Stokes equations, the most fundamental of the theory incorporated into
OP2A.

Considering a fluid consisting of several chemically reacting species s, the conservation
of mass for each species is described by Equation 2.1.

∂ρs

∂t
+∇.(ρsu⃗) = −∇.(ρsv⃗s) + ws, (2.1)
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where ρs represents the density of each chemical species, u⃗ represents an advection
velocity, v⃗s are species’ diffusive velocities and ws is the source term for each species.
This source term can theoretically include both atmospheric and ablative components.
The terms in Equation 2.1 describe, from left to right; the total temporal change in
species density, advection by the overall fluid velocity, diffusion by a unique species
diffusive velocity, and all species source and sinks, respectively. Equation 2.1 can be
summed over all species, in which case it reduces to the conservation equation for total
density ρ, the traditional continuity equation, seen in Equation 2.2.

∂ρ

∂t
+∇.(ρu⃗) = −∇.(ρv⃗) (2.2)

The conservation of linear momentum ρu⃗ is similarly described by Equation 2.3.

∂(ρu⃗)
∂t

+∇.(ρu⃗ × u⃗ + pI) = ∇.τ⃗ (2.3)

Within Equation 2.3; p represents pressure, I the identity matrix and τ⃗ the viscous stress
tensor. The terms within 2.3 represent; the overall change in momentum, advective and
pressure diffusive changes and change due to shear forces, from left to right respec-
tively. As mentioned in Chapter 1, fluids in thermal non-equilibrium, require multiple
equations to describe the conservation of energy within the fluid. The nature and com-
bination of these equations differ depending upon the nature of the non-equilibrium;
which energy modes are in equilibrium with which others. These energy equations
share a commonality in the need for a conservation equation for total energy per unit
volume E:

∂E
∂t

+∇. ((E + p) u⃗) = ∇. (τ⃗u⃗)−∇. (q)−∇. ∑
s
(ρshsv⃗s.) (2.4)

Within Equation 2.4, q describes the total heat flux and hs the enthlapy of formation of
a given species, s. Total heat flux q is computed by summing any individual compo-
nents. The terms within this equation describe the change in total energy, change due
to advection, change due to shear forces, convective heat flux and formation enthlapy
changes, from left to right respectively. The formational enthlapy changes are required
to compute the changes to the fluid’s energy from endothermic and exothermic chem-
ical reactions as well as any radiative terms. The state of energy within the fluid is not
yet fully described for an fluid in thermal non-equilibrium. A description of the states
of various sub-energies is required.

Within the work currently presented, one initial multi-temperature model has been
chosen to represent the thermal non-equilibrium involved in hypersonic plasma flows:
the Park two temperature model as described in Chapter 1 and which can be found
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in Park (1990). This model assumes that the translational and rotational modes are in
equilibrium; and that the vibrational, electronic and electron modes are in equilibrium.
Hence resulting in a two temperature system. The utility of this model comes from
the fact that the relaxation times between the translational and rotational, and between
the vibrational and electronic/electron are often far smaller than those for other relax-
ations. In addition, this model forms a useful starting point from which other models
can be built, as will be noted in Chapter 4. As previously mentioned, the Park two tem-
perature model is also extensively used, leading to a good quantity of comparison data
for verification purposes. Henceforth, the two Park model modes will be referred to
as translational and vibrational for brevity. With this thermal model in place, the total
energy of the system E is defined as,

E = ∑
s ̸=e

ρscv,tr,sTtr +
1
2

ρu⃗2 + ∑
s ̸=e

ρshs + Evee (2.5)

where hs is the enthlapy of formation of a given species and cv,tr,s is the specific heat
at constant volume for the translational mode. This choice of non-equilibrium model
requires the addition of one more conservation equation, for the conservation of vi-
brational energy Evee. This conservation equation differs slightly in form from its total
energy equivalent, and is given by Equation 2.6.

∂Evee

∂t
+∇. (Eveeu⃗) = −∇.q⃗vee −∇. ∑

s
(ρsevee,sv⃗s) + wv (2.6)

In 2.6, qv is the heat flux for the vibrational energy mode, ev,s is the internal vibrational
energy per unit mass for species s, and sv is the vibrational energy source terms. The
terms of this equation describe the total vibrational energy change, advective changes,
convective changes, diffusive changes and other sources, from left to right respectively.
This source term describes any change in vibration energy caused by; electron pressure
gradients, chemical reactions, relaxation between translational and vibrational modes,
electron-heavy collisions and electron impact ionisations. Such a source term may also
include contributions due to radiation, however these are not considered in the work
presented. Evaluation of this source term is a key priority of the simulation of thermal
non-equilibrium flows, and will be detailed in a following section. Before proceeding
with additional details, it is possible to reformulate the existing equation set in vector
form as

∂Q
∂t

+ (Finv − Fvis) + (Ginv − Gvis) + (Hinv − Hvis) = S. (2.7)
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The components of Equation 2.7 include the vector of conserved quantities, Q:

Q =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1
...

ρNs

ρu
ρv
ρw
E

Evee

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (2.8)

Whilst the source term S is described by

S =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

w1
...

wNs

0
0
0
0

wv

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (2.9)

Fluxes, both inviscid and viscous are described by Equations 2.10 and 2.11 respectively:

Finv =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1u
...

ρNsu
ρu2 + p

ρvu
ρwu

(E + p)u
Eveeu

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, Ginv =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1v
...

ρNsv
ρuv

ρv2 + p
ρwv

(E + p)v
Eveev

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, Hinv =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1w
...

ρNsw
ρuw
ρvw

ρw2 + p
(E + p)w

Eveew

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (2.10)
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Fvis =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Jx,1
...

Jx,Ns

τxx

τxy

τxz

−(qx,t + qx,v) + uτxx + vτxy + wτxz − ∑
s
(Jx,shs)

−qx,v − ∑
s
(Jx,sev,s)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

Gvis =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Jy,1
...

Jy,Ns

τyx

τyy

τyz

−(qy,t + qy,v + uτyx + vτyy + wτyz − ∑
s

(︁
Jy,shs

)︁
−qy,v − ∑

s

(︁
Jy,sev,s

)︁

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

Hvis =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Jz,1
...

Jz,Ns

τzx

τzy

τzz

−(qz,t + qz,v) + uτzx + vτzy + wτzz − ∑
s
(Jz,shs)

−qz,v − ∑
s
(Jz,sev,s)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(2.11)

These equations form a closed set when combined with equations of state, the first of
which is formed by combining the ideal gas law with Dalton’s law of partial pressures:

p = ∑
s ̸=e

ρsRuTtr

Ms
+

ρeRuTvee

Me
, (2.12)

where Ru is the universal gas constant, Ms molecular weight of species s, and Ttr and
Tvee the translational and vibrational temperatures respectively.

These extended Navier-Stokes equations (Equations 2.1 - 2.6) together with an equation
of state (2.12) begin to describe the conservation of mass, momentum and energy for a
single fluid.

However, in order to accurately simulate charged species, multiple velocities may be
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required as charged species may be accelerated by electromagnetic fields, whilst neu-
trals remain unaffected. In order to achieve this, multiple fluids can be simulated, with
each being described by its own set of Navier-Stokes equations.

In order to solve this set of equations, it is necessary to compute the various terms pre-
sented above as well as include further equations of state to close the system. These
caloric equations of state will now be presented, as well as methods of calculating var-
ious terms necessary for the solution of the extended Navier-Stokes system.

2.2 Thermodynamic Quantities

The evaluation of many of the terms within the Navier-Stokes equation set requires
the knowledge of several thermodynamic properties of the fluid. Specifically, these are
the internal energies of various modes, and their rates of change together with various
specific heats at constant volume.

To begin with, the relationship between the specific heats of different energy modes is
defined;

cv,s =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
cv,t,s + cv,r,s + cv,v,s + cv,el,s for molecules,

cv,t,s + cv,el,s for atoms,

cv,e,s = cv,t,e for electrons,

(2.13)

where the electron specific heat is simply the translational specific heat applied to free
electrons.

Evaluating total specific heat for cv,s clearly requires knowledge of each modal spe-
cific heat. For example Equation 2.5 requires the translational-rotational specific heat
cv,tr,s = cv,t,s + cv,r,s. Each particle possesses 3 degrees of translational freedom, each of
which contributes Rs

2 to the specific heat, where Rs is the specific gas constant. Hence
the translational specific heat is described for all species by

cv,t,s =
3Ru

2Ms
=

3
2

Rs, (2.14)

where Rs =
Ru
Ms

is the specific gas constant for species s. The rotational mode possesses
an additional two degrees of freedom, hence rotational specific heat is described by

cv,r,s =

⎧⎨⎩Rs for molecules,

0 for atoms and electrons.
(2.15)

Note that the rotational degrees of freedom are determined by the number of atoms
within the molecule and their orientation. The above treatment assumes two degrees
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of freedom, each providing Rs
Ms

. Hence the treatment provided in Equation 2.15 is only
valid for diatomic molecules and linear polyatomic molecules such as CO2.

Classical models have been used for the translational and rotational specific heats as
these modes are fully excited at low temperatures. However this is not true of the
vibrational, and electronic modes. The vibrational specific heat is determined by as-
suming a simple harmonic oscillator model for any polyatomic molecule. This model
has been found by Keck and Carrier (1965) to remain accurate for low energy modes
whilst higher energy modes are inaccurate, but carry little enough energy as to cause
negligible overall inaccuracy in cv,v as stated by Lee (1984).

cv,v,s =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Ru

(︂
θv,s
Tvee

)︂2
e

θv,s
Tvee

Ms

(︂
e

θv,s
Tvee − 1

)︂2 for molecules,

0 for atoms and electrons.

(2.16)

ev,s =

⎧⎪⎪⎨⎪⎪⎩
Ruθv,s

Ms

(︂
e

θv,s
Tvee − 1

)︂ for molecules,

0 for atoms and electrons.

(2.17)

This assumption remains valid only for the lower vibrational energy states, hence, the
validity of this assumption is limited to cases where higher energy levels contain a
negligible fraction of the total vibrational energy as noted by Lee (1984). The electronic
specific heat is defined as

cv,el,s =

⎧⎪⎨⎪⎩
∂eel,s

∂Tel
for molecules and atoms,

0 for electrons,
(2.18)

where eel,s is the electronic energy per unit mass for species s defined as

eel,s =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Ru

∞
∑

i=1
gi,sθel,i,se

−
θel,i,s

Tel

Ms
∞
∑

i=0
gi,se

−
θel,i,s

Tel

for molecules and atoms,

0 for electrons,

(2.19)

where gi,s is the degeneracy of energy level i and θel,i,s is the characteristic electronic
temperature of energy level i. The differential required for calculation of the electronic
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specific heat is calculated using the quotient rule to be

∂eel,s

∂Tel
=

Ru

Ms

⎛⎜⎜⎜⎝
∞
∑

i=1
gi,s

(︂
θel,i,s
Tel

)︂2
e−

θel,i,s
Tel

∞
∑

i=0
gi,se

−
θel,i,s

Tel

−

∞
∑

i=1

(︃
gi,sθel,i,se

−
θel,i,s

Tel

)︃
∞
∑

i=0

(︃
gi,s

(︂
− θel,i,s

T2
el

)︂
e−

θel,i,s
Tel

)︃
(︃

∞
∑

i=0
gi,se

−
θel,i,s

Tel

)︃2

⎞⎟⎟⎟⎠ . (2.20)

Modelling of electronic specific heat shares the limitations of the vibrational specific
heat, with the requirement that higher energy levels contain a low proportion of total
electronic energy in line with the work of Lee (1984).

Lastly, the electron specific heat is physically identical to translational specific heat,
hence it is intuitively given by

cv,e,s =

⎧⎨⎩0 for molecules and atoms,

cv,t,e for electrons.
(2.21)

With these quantities described, the total energy of the vibrational mode can be de-
scribed as

Evee = Ev + Eel + Ee. (2.22)

With the viscous and diffusive terms in the Navier-Stokes set can now be expanded,
beginning with the terms associated with viscous forces.

2.3 Viscous Terms

The key viscous quantities which require evaluation are the viscous stress tensor τ⃗, the
heat flux q and the species diffusion rates Js. In keeping with the choice of thermal
non-equilibrium model, the heat flux can be split into separate components q = qt + qv

where qt and qv are the translational-rotational and vibrational-electronic-electron heat
fluxes respectively. Hence, two heat fluxes will be required to solve the equation set.

2.3.1 Viscous Stress Tensor

The viscous stress tensor is a tensor with dimensionality Nd × Nd, where Nd is the
number of spatial dimensions under consideration.
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τ⃗ =

⎛⎜⎜⎝
τ1,1 · · · τ1,Nd

...
. . .

...
τNd,1 · · · τNd,Nd

⎞⎟⎟⎠ (2.23)

Noting briefly that the viscous stress tensor is symmetrical, hence τ0,1 = τ1,0, this im-
plies that several of these sub-terms still need to be evaluated.

These terms are evaluated under the assumption of a Newtonian fluid using Stokes’
hypothesis:

τi,j = µ

(︃
∂ui

∂xj
+

∂uj

∂xi

)︃
− 2

3
µ∇u⃗δi,j, (2.24)

where µ is the fluid viscosity, and δi,j is the Kronecker delta:

δi,j =

⎧⎨⎩1 if i equals j

0 otherwise.
(2.25)

Hence, evaluation of the viscous stress tensor requires evaluation of the fluid’s dynamic
viscosity µ which in turn requires a formulation of the fluid’s transport properties. The
two distinct formulations included in OP2A are described in section 2.4.

2.3.2 Heat Fluxes

The heat fluxes can be modelled by Fourier’s law

q⃗ = −κ∇T, (2.26)

where κ is the thermal conductivity of the fluid. Each discrete energy mode present in
the fluid requires its own separate heat flux q⃗ and thermal conductivity κ, leading to

q⃗tr = −κtr∇Ttr, q⃗vee = −κvee∇Tvee (2.27)

Similarly to the specific heats, heat fluxes and thermal conductivities within equili-
brated modes are cumulative, for example

q⃗tr = q⃗t + q⃗r = − (κt + κr)∇Ttr. (2.28)

Hence evaluation of heat fluxes requires evaluation of the thermal conductivities, which
are presented in section 2.4.
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2.3.3 Diffusion Rates

Diffusive components of the Navier-Stokes set each contain a mass diffusion term ρsv⃗s.
This mass diffusion can have a number of causes, including gradients in species con-
centration, pressure and temperature. For computational reasons, evaluation of all of
these contributions is impractical, hence only the most significant will be evaluated,
that being species concentration gradient. Such a simplification is not uncommon for
hypersonic CFD simulations and can be seen in the work of Scalabrin (2007) among
others.

ρsv⃗s = −ρDs∇
(︃

ρs

ρ

)︃
, (2.29)

where Ds is the diffusion coefficient for species s. Equation 2.29 is combined with the
modified version of Fick’s law to ensure that the sum of all heavy species diffusions
is equal to zero, as seen in Sutton and Gnoffo (1998). Electrons are excluded from this
assumption due to their extremely low mass when compared with other species.

∑
s ̸=e

ρs ̸=ev⃗s ̸=e = −ρDs ̸=e∇
(︃

ρs ̸=e

ρ

)︃
= 0. (2.30)

Use of this law ensures that conservation of mass is respected. Once again, evaluation
of the species diffusion coefficient requires evaluation of various transport properties
of the fluid. The diffusion of electrons is evaluated by assuming ambipolar diffusion
throughout the fluid, hence

ρs=ev⃗s=e = Me ∑
s ̸=e

ρsv⃗sQs

Ms
, (2.31)

where Qs is the charge of species s.

2.4 Transport Properties

Evaluation of transport quantities can be performed in a number of ways, each a differ-
ent level of approximation. The transport methods included in OP2A are the Gupta-Yos
model (Gupta model hereafter), and a method which combines Wilke’s semi-empirical
mixing rule with Blottner curve fits and the Eucken relation henceforth referred to as
the Wilke model.



2.4. Transport Properties 31

The Wilke model is the more straightforward, and the easiest to generalise, however it
is unsuited to temperatures above around 7000 K, as it underestimates viscosity signif-
icantly as noted by Palmer and Wright (2003). The Gupta method is valid for temper-
atures up to around 9000 K, after which it begins to overestimate mixture viscosity as
Palmer and Wright (2003) notes. However, the Gupta model requires accurate knowl-
edge of collision integrals for all chemical species. Hence, whilst the Gupta model is
usually preferable, when collision integral data is unavailable, the simpler Wilke model
must instead be used. All presented results should be assumed to employ the Gupta
model unless otherwise stated.

2.4.1 Wilke Model

The Wilke model evaluates the fluid viscosity µ, thermal conductivities κ and diffusion
coefficients D using the semi-empirical mixing rule of Wilke (1950) as its starting point.
This model describes the viscosity µ and thermal conductivity κ as

µ = ∑
s

nsµs

nϕs
κ = ∑

s

nsκs

nϕs
, (2.32)

where ns is the number density of species s, n is the total number density of the fluid
and the term ϕs contains components based upon species masses and viscosities rela-
tive to one another. ϕs is described by

ϕs = ∑
t

nt

n

(︄
1 +

√︃
µs

µt

(︃
Mt

Ms

)︃ 1
4
)︄2

√︄
8
(︃

1 +
Ms

Mt

)︃ . (2.33)

The species individual viscosities µs are evaluated using curve fits originally presented
by Blottner et al. (1971).

µs = 0.1e(As ln(Ttr)+Bs)+Cs , (2.34)

where As, Bs and Cs are unique constants for each species. Values of As, Bs and Cs are
presented in appendix A for the species utilised in this work.

Species thermal conductivities κs are evaluated using the Eucken factor κ
µcv

, modified
for polyatomic gases, first presented by Reid et al. (1987),

κtr,s =
5
2

µscv,t,s + µscv,r,s, κvee,s = µscv,v,s + µscv,el,s +
5
2

µscv,e,s. (2.35)
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Finally, the species diffusion coefficients are streamlined by replacing each individual
coefficient Ds with a single value for the fluid D. This is undertaken under the assump-
tion of a constant Lewis number Le for the fluid, defined as

Le =
αthermal

D
, (2.36)

where αthermal is the thermal diffusivity of the fluid. α is given by

αthermal =
κtr

ρcp,tr
, (2.37)

where cp,tr is the specific heat per unit mass at constant pressure for the translational
and rotational modes for the entire fluid. Hence, through rearrangement

D =
Leκtr

ρcp,tr
. (2.38)

For the remainder of this document, the Lewis number is at a constant value of 1.4
unless otherwise stated.

The above assumption is valid only in cases where the Lewis number is constant, which
limits applicability to velocities below 1 × 104 m s−1. This approach is not tenable for
all hypersonic cases, hence OP2A utilises the Gupta model in place of the Wilke model
for velocities above this limit.

2.4.2 Gupta Model

The Gupta method evaluates fluid viscosity, thermal conductivities and diffusion co-
efficients using the mixing rule presented by Gupta et al. (1990). This rule is an ap-
proximation of the first-order Chapman-Enskog formulae valid for neutral or weakly
ionised gases, such as the weakly ionised plasma relevant to re-entry simulations. The
exact ionisation limits are that the electron pressure should remain below the threshold
described by Equation 2.39. This limit allows the Gupta formulation to be utilised for
common aerospace applications as noted by Gupta et al. (1990).

pe < 0.0975
(︃

Tvee

103

)︃4

(2.39)

This limitation arises from the use of Coulomb potentials in the calculation of the
shielding properties of charged species.

The original formulation by Gupta et al. (1990) describes fluids in both thermal equi-
librium and non-equilibrium; the extension from single to multi-temperature system is
straightforward. The only consideration which needs to be made which temperature
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controls a given equation; these fall into two categories, situations where the heavy par-
ticle temperature (Ttr) controls the collision, and situations where the electron temper-
ature (Tvee) controls the collision. The following multi-temperature Gupta formulation
utilises the electron temperature in the case of collisions involving electrons, and the
heavy particle temperature otherwise. This is justified simply by the higher velocity of
electrons relative to heavy particles.

Beginning from the formulation of fluid viscosity,

µ = ∑
s ̸=e

Msγs

NA

(︄
∑

t ̸=e
γt∆

(2)
st + γe∆

(2)
se

)︄ +
Meγe

NA ∑
t

γt∆
(2)
et

, (2.40)

where NA is the Avogadro number ∆ values are collisional terms to be evaluated and
γs is the molar concentration of species s, defined as

γs =
ρs

ρMs
. (2.41)

As previously noted, within Equation 2.40 the ∆ collisional values must be evaluated
with the appropriate temperature depending upon the presence of electrons within the
collisional pair.

The description of the various thermal conductivities are provided by Gupta et al.
(1990) beginning with translational

κt =
15
4

kB ∑
s ̸=e

γs

∑
t ̸=e

αstγt∆
(2)
st + 3.54γe∆

(2)
se

, (2.42)

where kB is the Boltzmann constant and αst is a mass ratio described by

αst = 1 +

(︃
1 − Ms

Mt

)︃(︃
0.45 − 2.54

Ms

Mt

)︃
(︃

1 +
Ms

Mt

)︃2 . (2.43)

The rotational thermal conductivity is given by

κr = kB ∑
s=mol

γs

∑
t ̸=e

γt∆
(1)
st + γe∆

(1)
se

, (2.44)

the vibrational-electronic by

κvel = kB
cv,v

Ru
∑

s=atom,mol

γs

∑
t ̸=e

γt∆
(1)
st + γe∆

(1)
se

, (2.45)



34 Chapter 2. Mathematical Modelling

and the free electron thermal conductivity by

κe =
15
4

kB
γe

∑
s

1.45γs∆
(2)
es

. (2.46)

As mentioned in the description of the Wilke model, thermal conductivities are cumu-
lative, hence

κtr = κt + κr, κvee = κv + κel + κe, (2.47)

can be used to obtain thermal conductivities relevant to the two temperature model.

The two collisional terms ∆(1) and ∆(2) are dependent upon collision integrals as de-
scribed by

∆(1)
st =

8
3

(︃
2Ms Mt

πRuT (Ms + Mt)

)︃ 1
2

10−20πΩ(1,1)
st , (2.48)

∆(2)
st =

16
5

(︃
2Ms Mt

πRuT (Ms + Mt)

)︃ 1
2

10−20πΩ(2,2)
st , (2.49)

where the temperature T is the electron temperature when the collision involves elec-
trons, and translational in their absence. Collision integrals πΩ(1,1)

st and πΩ(2,2)
st are cal-

culated using curve fits according to whether the colliding particles include any neutral
species. For any collisions with neutral species involved, πΩ(a,a)

st is described by

πΩ(a,a)
st = DT(A(ln(T))2+B ln(T)+C), (2.50)

where A, B, C and D are known coefficients for a given species pair s and t. For any
collisions which don’t involve any neutral species, the collision integrals are defined by

πΩ(a,a)
st = 5.0 × 1015π

(︃
λD

T

)︃2

ln
(︂

DnT∗
(︂

1 − Cne−cnT∗
)︂
+ 1
)︂

, (2.51)

where T∗ is a reference temperature described by

T∗ =
λDkBT

Q2
e

, (2.52)

and λD is the Debye length described by

λD =

√︄
kBT

4πneQ2
e

. (2.53)

Note that the units of Debye length are cm in this formulation. The variables ca, Ca

and Da are again known values which are unique for each collision species pair. The
curve fits describing πΩ for charged species are approximations to Coulomb shielding
models. The coefficient values utilised for the Gupta model are provided in appendix
A. With these variables evaluated, the species diffusion coefficients can be evaluated.
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Unlike the Wilke model, diffusion coefficients for species are determined individually,
each being given by

Ds =

(︃
∑
t

γt

)︃2

Ms (1 − Msγs)

∑
t ̸=s

γt

Dst

, (2.54)

where Dst represents a collisional coefficient unique to a particular collisional pair.
These coefficients are determined using the collisional terms ∆1

st:

Dst =
kBT

p∆(1)
st

. (2.55)

2.5 Chemical Non-Equilibrium Modelling

In order to accurately model chemical non-equilibrium, it is necessary to calculate var-
ious reaction rates between all chemical species which are present in non-negligible
quantities, as shown in Equation 2.1 by the term ws. In addition, this information is re-
quired to accurately model changes to vibrational energy in thermal non-equilibrium.
These chemical reactions are modelled in OP2A using a finite-rate chemistry model.
The presented model is applicable to reactive Earth atmosphere mixtures as well as
other mixtures, as detailed in section 2.5.2.

2.5.1 Species Sources

The starting principle for the calculation of species source terms in Equation 2.1 is that
the total species creation rate is equal to the sum of all chemical reactions c involving
said species s.

ws = ∑
c

ws,c, (2.56)

where each chemical reaction can be described generically as

∑
s

αs ⇌ ∑
s

βs. (2.57)

Each of these individual contributions are then evaluated by the finite rate kinetics
model

ws,c = (βs,c − αs,c)

(︄
k f ,c ∏

p

(︃
ρp

Mp

)︃αp,c

− kb,c ∏
p

(︃
ρp

Mp

)︃βp,c
)︄

, (2.58)

where α and β are the reaction’s stoichiometric coefficients, k f and kb are the forward
and backward reaction rates respectively and subscript p denotes participants in the
reaction c. The stoichiometric coefficients are unique to each species and reaction, and
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values for all reactions considered in this work are provided in appendix B and are
originally sourced from Park et al. (2001).

Each forward reaction rate is extrapolated from empirical data by way of Arrhenius
curve fits of the form

k f ,c = C f ,cTηc e
θc
T , (2.59)

where the parameters C f ,c, ηc and θc are provided in appendix B. The temperature T
used throughout this section is determined by the type of reaction being evaluated:

T =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ttr for exchange, charge exchange and recombination ionisation reactions,

Tvee for electron impact ionisation reactions,

TP for dissociation reactions,
(2.60)

where the Park temperature TP is an averaging of the translational and vibrational tem-
peratures, and is given by

TP = TaP
tr TbP

vee, (2.61)

where aP and bP can have various values. Henceforth, the values used are assumed to
be aP = 0.5 and bP = 0.5, in common with Park et al. (2001) unless otherwise stated.
The choice of these coefficients has been found to have a small effect upon outcomes
such as convective heat fluxes Hash et al. (2007b).

Backward reaction rates are calculated through the equilibrium constant Ke which is
the ratio of forward to backward reaction rates for a given reaction.

Ke,c =
k f ,c

kb,c
. (2.62)

The equilibrium constant is itself extrapolated from a five parameter curve fit described
by

Ke = e
(︂

A1( T
10000 )+A2+A3 ln( 10000

T )+A4( 10000
T )+A5( 10000

T )
2)︂

, (2.63)

where the parameters A1 - A5 used in this work can be found in appendix B.

2.5.2 Chemical Mixtures

The described chemical model provides reasonable accuracy for Earth atmosphere mix-
tures. Within the present work an both 5 and 11 species air mixtures are used, hence-
forth referred to as the air-5 and air-11 mixtures respectively. The air-5 mixture contains
the species N2, O2, NO, N, O. The air-11 mixture contains the species N2, O2, NO, N,
O, N+

2 , O+
2 , NO+, N+, , O+, e.
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All reactions between these species fall into one of several categories; dissociation,
electron impact dissociation, dissociative recombination, particle exchange, charge ex-
change and electron impact ionisation. Dissociation and electron impact dissociation
reactions are those in which molecules are divided by the impact of heavy particles and
electrons respectively. Dissociative recombination reactions are those in which neutral
atoms collide and combine into charged molecules together with the emission of an
electron. Exchange and charge exchange reactions involve the transfer between par-
ticles of and atom or electron respectively. Electron ionisation reactions involve the
removal of an electron from a heavy particle by way of collision with another electron.

It is necessary for the type of reaction to be recorded by OP2A when calculating chem-
ical species production rates. This is because the electron impact ionisation rate will
be re-used in the calculation of vibrational energy sources as part of thermal non-
equilibrium modelling.

The total chemical reactions present for the 5 species air model are presented in Table
2.1. The variable values associated with these reactions are presented in appendix B.

Reaction Reaction Type Controlling Temperature
N2+N=N+N+N Dissociation TP

N2+O=N+N+O Dissociation TP

N2+N2=N+N+N2 Dissociation TP

N2+O2=N+N+O2 Dissociation TP

N2+NO=N+N+NO Dissociation TP

O2+N=O+O+N Dissociation TP

O2+O=O+O+O Dissociation TP

O2+N2=O+O+N2 Dissociation TP

O2+O2=O+O+O2 Dissociation TP

O2+NO=O+O+NO Dissociation TP

NO+N=N+O+N Dissociation TP

NO+O=N+O+O Dissociation TP

NO+N2=N+O+N2 Dissociation TP

NO+O2=N+O+O2 Dissociation TP

NO+NO=N+O+NO Dissociation TP

N2+O=NO+N Exchange Ttr

NO+O=O2+N Exchange Ttr

TABLE 2.1: Reactions present within a 5 species air mixture, together with their con-
trolling temperatures.

The total chemical reactions modelled herein for the 11 species air model are those of
the 5 species mixture combined with those presented in Table 2.2.
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Reaction Reaction Type Controlling Temperature
N2+N+=N+N+N+ Dissociation TP

N2+O+=N+N+O+ Dissociation TP

N2+N2
+=N+N+N2

+ Dissociation TP

N2+O2
+=N+N+O2

+ Dissociation TP

N2+NO+=N+N+NO+ Dissociation TP

O2+N+=O+O+N+ Dissociation TP

O2+O+=O+O+O+ Dissociation TP

O2+N2
+=O+O+N2

+ Dissociation TP

O2+O2
+=O+O+O2

+ Dissociation TP

O2+NO+=O+O+NO+ Dissociation TP

NO+N+=N+O+N+ Dissociation TP

NO+O+=N+O+O+ Dissociation TP

NO+N2
+=N+O+N2

+ Dissociation TP

NO+O2
+=N+O+O2

+ Dissociation TP

NO+NO+=N+O+NO+ Dissociation TP

N+O=NO++e Dissociative Recombination Ttr

N+N=N2
++e Dissociative Recombination Ttr

O+O=O2
++e Dissociative Recombination Ttr

N2+O2
+=N2

++O2 Charge Exchange Ttr

NO++N=O++N2 Charge Exchange Ttr

NO++O=N++O2 Charge Exchange Ttr

NO++O2=O2
++NO Charge Exchange Ttr

NO++N=N2
++O Charge Exchange Ttr

O2
++N=N++O2 Charge Exchange Ttr

O++NO=N++O2 Charge Exchange Ttr

NO++O=O2
++N Charge Exchange Ttr

O++N2=N2
++O Charge Exchange Ttr

N2+e=N+N+e Dissociation TP

N+e=N++e+e Electron Impact Ionisation Te

O+e=O++e+e Electron Impact Ionisation Te

TABLE 2.2: Reactions present within an 11 species air mixture, together with their
controlling temperatures.

The numerical values for these chemical reactions are presented in appendix B. An
additional mixture included in OP2A is utilised not as an atmosphere, but rather to
simulate lab experiments. This mixture contains Ar, Ar+ and electrons e, and only one
reaction is simulated as described by Table 2.3.
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Reaction Reaction Type Controlling Temperature
Ar+e=Ar++e+e Electron Impact Ionisation Te

TABLE 2.3: Reactions present within an argon mixture, together with their controlling
temperatures.

2.6 Thermal Non-Equilibrium Modelling

Accurate modelling of thermal non-equilibrium requires evaluating the vibrational en-
ergy source term contained in Equation 2.6, which contains a number of separate con-
tributions as described below.

wv = w∇e,v + wc,v + wh−e,v + we−ion,v + wt−v,v. (2.64)

Note that Equation 2.64 is limited in that it does not account for radiative or ablative
losses, which as previously mentioned can be significant for re-entry simulations. Out-
side of these limits, Equation 2.64 represents a reasonably comprehensive description
of vibrational energy contributions.

Each of the terms on the right hand side requires evaluation in order to accurately
compute any changes in vibrational energy. w∇e,v represents the change in Evee brought
about by the electric field induced by any variations in electron density, it is described
mathematically by Scalabrin (2007) as

w∇e,v = −pe∇.u⃗. (2.65)

wc,v represents any and all changes to vibrational and electronic energy as a result of
chemical reactions and is described by

wc,v = ∑
s

ws
(︁

Ds,pre f + eel,s
)︁

, (2.66)

where ws is the source term of a given species s, described in the prior section on chem-
ical modelling (section 2.5). Within the present work a preferential model is utilised,
which assumes that molecules are created and destroyed at energy levels above the
average. Hence the contribution to vibrational energy is some fraction of the known
dissociation energy of that molecule Ds;

Ds,pre f = apre f Ds, (2.67)

where apre f is henceforth referred to as the preferential factor. A preferential factor of 0.3
was utilised for this work unless otherwise stated. This preferential factor was utilised
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in order to facilitate comparisons with existing simulation work, as there is a wealth
of literature which utilises a value of 0.3. Alternative values have been put forward by
Luo et al. (2018); Singh and Schwartzentruber (2018).

The third term details energy transfer between the translational and electron modes
due to elastic collisions between electrons and heavy particles. The mathematical de-
scription of this term is

wh−e,v = 3Ruρe (Ttr − Tvee)

√︃
8RuTvee

πMe
∑
s ̸=e

ρsNA

M2
s

σs,e, (2.68)

where electron mass, Me, is in units of grams per mol and σs,e is the cross section for
collisions between electrons and species s, which is in turn described by

σs,e =

⎧⎪⎨⎪⎩
10−20 for electron - neutral collisions,

8πe4

27k2
BT2

e
ln
(︃

1 +
9k3

BT3
e

4πnee6

)︃
for electron - ion collisions,

(2.69)

where ne is the number density of electrons. The choice of value for σs,e for electron -
neutral collisions is another point of divergence within published work. The choice of
value must therefore be considered to be an approximation whose impact upon output
simulations should be noted where applicable.

The fourth term describes electron energy changes due to electron impact ionisation
reactions. This terms is simply calculated as the product of ionisation energy I and the
frequency of electron impact ionisations:

we−ion,v = ∑
s=ion

ae−ion Ms Isws,e−ion. (2.70)

A correction factor ae−ion is applied to this product in order to more accurately model
ionisation energy changes. This factor represents energy contributions from sources
other than free electrons, which would be present in real reactions. A value of ae−ion =

0.3 was utilised throughout this work unless otherwise stated.

The final term of Equation 2.64 details the transfer of energy between the two energy
modes of the Park model. Evaluation of this term requires the use of a relaxation model,
as well as a determination of appropriate relaxation times.

2.6.1 Relaxation Model

The original estimations of these relaxation times were determined empirically for var-
ious combinations of chemical species by Fogg et al. (1953). The first comprehensive
description of vibrational relaxation was put forth by Millikan and White (1963). This
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semi-empirical model consists of modelling the translational-vibrational energy ex-
change rate wt−v,v as a Landau-Teller function Landau and Teller (1936) of the form

wt−v,v = ∑
s

ρs
e∗vee,s − evee,s

τs
, (2.71)

where evee,s is the species vibrational energy per unit mass, evaluated using the vibra-
tional temperature. e∗vee,s is then the vibrational energy per unit mass evaluated at the
translational temperature. τs is a species specific relaxation time, this relaxation time
for a given species s is described as

τs =
∑
t

Yt

∑
t

Yt

τs,t

, (2.72)

where Yt is the molar fraction of the species t and τs,t is the inter-species relaxation time
between species s and t. Millikan and White (1963) describes this parameter empirically
as

τs,t =
101325

p
e

(︃
As,t

(︃
T− 1

3 −Bs,t

)︃
−18.42

)︃
, (2.73)

where As,t and Bs,t are referred to as the Millikan-White parameters. The factor of
101325 exists in order to convert between Pa and atm. The parameters As,t and Bs,t are
respectively described as

As,t = 1.16 × 10−3µ
1
2
s,tθ

4
3
v,s,

Bs,t = 0.015µ
1
4
s,t,

(2.74)

where θv,s is the characteristic vibrational temperature of a given species s and µs,t is
the reduced mass of the species pair, and is described as

µs,t =
Ms Mt

Ms + Mt
, (2.75)

where Ms is the molecular weight of species s in g/mol.

The above series of equations (Equations 2.71 - 2.75) are hereby referred to as the
Millikan-White system. This system is capable of producing accurate results across a
large temperature range for conventional applications, with the first major inaccuracy
occurring at 1000 K. However further inaccuracies develop as temperature increases
according to Millikan and White (1963), with a further inaccuracy being reported at
2500K by Colgan and Levitt (1967), and multiple discrepancies between predictions
and reality developing by 4000K as shown by Streicher et al. (2020). In order to correct
for this, Park (1990) proposed a correction term to be introduced into Equation 2.72.
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This alters the equation to become

τs =
∑
t

Yt

∑
t

Yt

τs,t

+ τP,s, (2.76)

where τP,s is the Park correction term. This term is described as

τP,s =
1

σsasn
, (2.77)

where n is the total number density of the fluid. σs is a limiting cross section, described
as

σs = 10−20
(︃

50000
T

)︃2

. (2.78)

And cs is the average molecular speed of species s, described as

cs =

√︃
8RuT
πMs

, (2.79)

where Ru is the universal gas constant. Note that within Equation 2.79 the value of
Ms used must be in units of grams per mole, contrary to the rest of this work. This
system of equations, with Equation 2.72 replacing 2.76, is henceforth referred to as the
Park two temperature model. This model has been extensively explored for spaceflight
applications including by Hash et al. (2007a), Park (1993) and Park et al. (1994), other
non-equilibrium flows including by Neitzel et al. (2017) and numerical method com-
parisons such as those presented by Olynick et al. (1994). Thus it is considered to be an
appropriate choice for the simulations of interest to this work, as well as having a rich
reservoir of comparison literature to draw from for verification purposes.

2.7 Summary

Mathematical models have been outlined which can describe a re-entry plasma in ther-
mochemical non-equilibrium. These models include the Gupta model for the deter-
mination of various diffusive terms, accurate at the necessary high temperatures, but
requiring collisional data; and the Wilke model to be used where such data is unavail-
able. Also described are the thermochemical modelling techniques, which utilise a
finite rate chemistry model in conjunction with a multi-temperature thermal model.
This thermal model splits energy between the translational-rotational mode and the
vibrational-electronic-electron mode; hereafter referred to as the translational and vi-
brational modes for brevity. This setup allows for temperatures to be evaluated in-
dependently and for chemical reactions to be controlled by different temperatures ac-
cording to the exact nature of the reaction. The reactions modelled for different gas
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mixtures, together with their controlling temperatures have been shown. These mod-
els have each been utilised extensively for hypersonic non-equilibrium CFD simulation;
however their combination, together with the numerical methods described in Chapter
3 is heretofore unique. These numerical methods, together with spatial discretisation
technique are discussed in the following chapter.
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3

Numerical Methods

”A theory has only the alternative of being right or wrong. A model has a third
possibility: it may be right, but irrelevant.”

– Manfred Eigen

This chapter discusses the methods used to discretise the continuous formulae pre-
sented thus far. This includes the integration methods used, and the meshing used to
divide the physical simulation domain. The reasoning behind these choices as well as
the limitations that they impose will also be presented. A description of the meshing
techniques mentioned in Chapter 1 is also presented within this chapter.

OP2A currently achieves discretisation using finite volume methods which split the
simulation domain into discrete cells, store simulation quantities at the cell centres and
calculate gradients at the faces between cells. The simulation domain is discretised
upon structured Cartesian grids, and the simulation evolved using explicit time inte-
gration methods.

3.1 Finite Volume Methods

There exist several discretisation techniques for Navier-Stokes systems; finite difference
methods (FDM), finite volume methods (FVM) and finite element methods (FEM). Fi-
nite difference methods are unsuited to high precision hypersonic fluid simulation as
they lack accuracy when encountering complex boundary shapes. Finite element meth-
ods provide a practicable solution, however similar to FDM they are not fully conserva-
tive. They are also considered the most time and memory consuming to implement as
they require a polynomial representation of simulation quantities across all grid points.
Finite volume methods are fully conservative and capable of dynamic refinement. They
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are also more efficient than FEM due to the assumed uniformity of quantities through-
out a given cell, hence they were utilised throughout this work.

Finite volume methods are a relatively mature category of methods, used as far back as
1971 by McDonald (1971). These methods involve the construction of discrete control
volumes, within which certain amounts of the conserved CFD quantities exist. Each
control volume consists of the polygonal body or cell, surrounded by faces, with grid
nodes existing at the intersections of faces. The finite volume formulation calls for sim-
ulation quantities to be located at cell centres and evolved in discrete increments or time
steps dt. Evolution of these quantities occurs through one of two methods; movement
through the faces surrounding the volume, or sources/sinks within the volume. These
are henceforth referred to as face centred and cell centred respectively. The calculation
of the location of these centres is performed through a simple unweighted averaging of
node locations.

Hence the Navier-Stokes equation set described in Chapter 2 is reformulated according
to this description. The finite volume formulation of Equation 2.7 is a simple modifica-
tion to account for the geometric considerations of the area/volume of faces/cells and
can be seen in Equation 3.1.

∂Q
∂t

dV + (Finv − Fvis) dA + (Ginv − Gvis) dA + (Hinv − Hvis) dA = SdV, (3.1)

where dV represents cell volume, and dA face area.

3.1.1 Spatial Domain Discretisation

With the discretisation technique determined, it is now necessary to describe how the
spatial domain is divided. OP2A utilises a block-structured quadrilateral (hexahedral)
Cartesian grid to discretise fluid quantities; with conserved quantities located at cell
centres and fluxes located at face centres. As mentioned in Chapter 1, rapid grid gen-
eration is an extremely helpful feature for any software which is required to simulate
varying geometries. Block-structured Cartesian grids allow for rapid grid generation
even for complex geometries. Additionally, it means that the time integration is utilis-
ing fluxes located at known locations; allowing for a simpler and more efficient integra-
tion algorithm, lacking the need for additional geometric analysis when mesh changes
occur. Any node centred values, which are occasionally needed for gradient evaluation,
are linearly interpolated from cell centred values as required by OP2A. A sample of
such meshing is shown in Figure 3.1 for a capsule surface, with grid directions aligned
with the cardinal flow direction. Structured grids are also amenable to automatic re-
finement and coarsening through automatic mesh refinement (AMR) algorithms. This
allows the mesh to be refined in areas where additional resolution is required, and
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coarsened where not; thus optimising the use of computational resources. The under-
lying data structures of OP2A are designed to facilitate AMR, as noted in Chapter 4.

FIGURE 3.1: Sample of OP2A’s structured Cartesian grid at a capsule surface.

The choice of structured Cartesian grids brings several advantages and drawbacks. A
useful advantage is the ability to align a cardinal grid direction with the principal flow
direction; this reduces the relative magnitude of diffusive terms in computation, and
speeds up convergence. The biggest advantage concerning capsule optimisation sim-
ulations is the lack of complexity involved in generating grids initially. Unstructured
and hybrid grids can require more extensive developer attention, and much more time
to create.

A prominent difficulty with Cartesian meshing is that it can be difficult to accurately
represent curved and other complex surfaces, as well as achieve sufficient resolution
around shocks and boundary layers. This difficulty is largely mitigated by AMR, as has
been demonstrated by Atkins and Deiterding (2020) and Baskaya et al. (2022) among
others.
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3.1.2 Explicit Time Integration

As described in section 1.3, the choice of time integration technique has a profound
effect upon many aspects of simulation. The framework of OP2A was constructed
to support the use of either explicit or implicit techniques. Explicit techniques were
chosen for this work due to their simplicity of implementation which allowed for a
more extensive verification process within the time frame of this work.

Explicit time integration schemes calculate simulation values at the future time step
n + 1 using only data from the previous time step n. Such methods are limited by the
CFL number constraint, stating that the CFL number can never exceed 1 for a stable
simulation. This CFL number is defined as

CFL = u
dt
dx

≤ 1, (3.2)

this condition ensures that fluid quantities cannot cross more than one cell per time
step. In practice, the CFL number must often be limited to below 1 to ensure stability.

3.1.3 Reformulated Governing Equations

With the discretisation and integration techniques determined, the finite volume for-
mulae can be explicitly reformulated as

Qn+1
i,j,k = Qn

i,j,k −
dt
dV

(︂
(Fi+ 1

2
− Fi− 1

2
)ndA − (Gj+ 1

2
− Gj− 1

2
)ndA − (Hk+ 1

2
− Hk− 1

2
)ndA

)︂
+ dt

(︂
Sn

i,j,k

)︂
, (3.3)

where F = Finv − Fvis represents total flux contributions both inviscid and viscous. i, j
and k are cell centre locations, with faces centred at i ± 1

2 ; n is the time step integer, dt
the time step size and dx is the distance between opposing face centres.

The terms within Equation 3.1 begin with Q, which represents the vector of conserved
quantities as shown in Equation 3.4.

Q =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1
...

ρNs

ρu
ρv
ρw
E
Ev

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (3.4)
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Wherein all quantities are cell centred and Ns is the number of chemical species present.

The Finv, Ginv and Hinv terms represent advective fluxes across faces in the x, y and
z cardinal directions respectively; with Fvis, Gvis and Hvis representing their diffusive
(viscous) equivalents. These terms all face centred, and are described by Equations 3.5
and 3.6 respectively.

Finv =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1u
...

ρNsu
ρu2 + p

ρvu
ρwu

(E + p)u
Evu

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, Ginv =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1v
...

ρNsv
ρuv

ρv2 + p
ρwv

(E + p)v
Evv

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, Hinv =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1w
...

ρNsw
ρuw
ρvw

ρw2 + p
(E + p)w

Evw

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.5)
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Fvis =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Jx,1
...

Jx,Ns

τxx

τxy

τxz

−(qx,t + qx,v) + uτxx + vτxy + wτxz − ∑
s
(Jx,shs)

−qx,v − ∑
s
(Jx,sev,s)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

Gvis =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Jy,1
...

Jy,Ns

τyx

τyy

τyz

−(qy,t + qy,v + uτyx + vτyy + wτyz − ∑
s

(︁
Jy,shs

)︁
−qy,v − ∑

s

(︁
Jy,sev,s

)︁

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

Hvis =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Jz,1
...

Jz,Ns

τzx

τzy

τzz

−(qz,t + qz,v) + uτzx + vτzy + wτzz − ∑
s
(Jz,shs)

−qz,v − ∑
s
(Jz,sev,s)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(3.6)

Within Equations 3.5 & 3.6 all variables are defined in the same manner as in Chapter
2.

Lastly, the term S represents the combined, cell-centred source terms. These source
terms can vary considerably depending upon the exact system under consideration.
Herein, we limit ourselves to considering the effects of thermal and chemical non-
equilibrium. The effects of considering other sources, including axisymmetric and ra-
diative will be discussed in Chapter 6. These thermal and chemical non-equilibrium
source terms are described by Equation 3.7.
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S =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

w1
...

wNs

0
0
0
0

wv

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.7)

Each of the terms within Equation 3.7 is evaluated as described in the Chapter 2. It
should be noted that no total energy source term is evaluated within OP2A at present.
Whilst this is reasonable for the scope of the current work, this will prove to be a limi-
tation for certain kinds of plasma simulation, which may feature direct energy injection
into the translational or rotational modes.

With the fluxes and sources thus evaluated, there remains the question of how to in-
tegrate these quantities over time and space. It is necessary to define a method to
interpolate face centred quantities for flux evaluation, and to determine how quantities
change over a time step.

3.2 Spatial Integration Methods

OP2A’s base spatial integration method is the Liou-Steffen scheme, or Advection Up-
stream Splitting Method (AUSM), a flux vector splitting (FVS) method presented by
Liou and Steffen (1993). This was one of the earliest FVS methods to achieve the accu-
racy of flux difference splitting (FDS) whilst maintaining the O(Neq) time complexity
of FVS methods (Neq) being the number of distinct equations in the system). It is a
high-order accuracy integration scheme capable of capturing the sharp shocks associ-
ated with hypersonic flows and has been used in the simulation of hypersonic flows by
Zheleznyakova A.L. (2014).

AUSM also possesses the key advantage of being the progenitor of a range of other
schemes. These include the AUSM+ scheme (Liou (1996)), AUSMPW (pressure weighted)
scheme (Hong Kim et al. (1998)), and the AUSMPW+ scheme (Kim et al. (2001)) among
others such as those presented by Shima and Kitamura (2011) and sheng Chen et al.
(2020). Each of these possess distinct advantages and have also been used extensively
in hypersonic CFD modelling Shu-sheng et al. (2021). The advantage of using AUSM
as the primary spatial integration scheme is that it allows for subsequent schemes to be
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built upon it, such as those presented by Liou (2010). This advantage helps to satisfy
the requirement for extensibility mentioned in Chapter 1.

3.2.1 Advection Upstream Splitting Method

The AUSM method, as the name suggests, utilises upstream values for a range of sim-
ulation quantities. The quantities which are not upstreamed are pressure and Mach
number, which are instead calculated using a split of upstream and downstream val-
ues. The AUSM procedure begins by splitting the inviscid fluxes into convective and
pressure components as follows.

Finv,i+ 1
2
= Mi+ 1

2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1a
...

ρNs a
ρau + p

ρav
ρaw

a(E + p)
aEv

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= Mi+ 1

2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1a
...

ρNs a
ρau
ρav
ρaw

a(E + p)
Ev

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
...
0

pi+ 1
2

0
0
0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= Fc + Fp (3.8)

Within Equation 3.8 Fc and Fp are the convective and pressure flux components respec-
tively. a is the speed of sound within the fluid, defined as

a =

√
γp
ρ

, (3.9)

where gamma is the heat capacity ratio, defined as

γ =
cp

cv
, (3.10)

where cp is the specific heat capacity at constant pressure.

Note the separation of a pressure term p and Mach number term M within Equation 3.8.
All other simulation quantities besides these p and M terms are determined through
upstreaming according to:

ξi+ 1
2
=

⎧⎪⎨⎪⎩
ξi if Mi+ 1

2
⩾ 0,

ξi+1 if Mi+ 1
2
< 0,

(3.11)

wherein ξ represents any simulation quantity besides the specified p and M. These
Mach number and pressure terms are then defined according to specific formulae:
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Mi+ 1
2
= M+

i + M−
i+1,

pi+ 1
2
= p+i + p−i+1,

(3.12)

where M+
i and M−

i+1 represent the left and right contributions respectively. Within
Equation 3.12 the left and right contributors are defined for Mach number and pressure
respectively as

M± =

⎧⎨⎩ ± 1
4 (M ± 1)2 if |M| ⩽ 1,

1
2 (M ± |M|) if |M| > 1,

p± =

⎧⎨⎩ ± 1
4 p (M ± 1)2 (2 ∓ M) if |M| ⩽ 1,

1
2 p (M±|M|)

M if |M| > 1.

(3.13)

This formulation is second order accurate in space. The original presentation of the
AUSM scheme by Liou and Steffen (1993) contains an alternate definition of the left
and right pressure contributions which is first order accurate in space.

p± =

⎧⎨⎩
p
2 (1 ± M) if |M| ⩽ 1,

p
2
(M±|M|)

M if |M| > 1.

This formulation is available within OP2A, but is not utilised within this work and is
included here for completeness only.

Whilst the AUSM scheme is capable of resolving sharp shocks, it still possesses vul-
nerability to quantity overshoots under certain conditions. Hence, a further spatial
integration scheme has been implemented which overcomes this problem.

3.2.2 AUSMDV

The AUSM scheme proved susceptible to pressure overshoots behind strong shock
waves. In order to rectify this, the AUSMDV scheme was later developed by Wada and
Liou (1997). This scheme is implemented in OP2A and utilises slightly different flux
vector splitting techniques which split fluxes according to pressure and mass fluxes.

Finv =
1
2
(ρu)i+ 1

2
(ψi + ψi+1)−

1
2

DDV(ψi+1 − ψi) + ζi+ 1
2
, (3.14)
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where

ψ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
...
1
u
v
w

(E+p)
ρ

Ev
ρ

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (3.15)

and

ζ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
...
0
p 1

2

0
0
0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.16)

Calculation of the quantities pi+ 1
2

and (ρu)±
i+ 1

2
is achieved by,

pi+ 1
2
= p+5,α pi + p−5,α pi+1, (3.17)

(ρu)i+ 1
2
= a 1

2

(︂
ρi M+

1
2
+ ρi+1M−

1
2

)︂
, (3.18)

where

p±5,α =

⎧⎨⎩ 1
M M+

1 if |M| ⩾ 1,
1
4 (M ± 1)2(2 ∓ M)± αM(M2 − 1)2 otherwise,

(3.19)

where α is restricted to between −3
4 and 3

16 . Within this work a value of 3
16 is used unless

otherwise stated. Mach number calculation is performed according to

M±
1 =

1
2
(M ± |M|), (3.20)

and

M±
4,β =

⎧⎨⎩ M±
1 if |M| ⩾ 1,

± 1
4 (M ± 1)2 ± β(M2 ± 1)2 otherwise,

(3.21)

where β is restricted to between 1
16 and 1

2 and a value of 1
8 is used throughout this work.

Intermediate quantities are defined as
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M+
1
2
=
(︂

ω+
1
2

M+
4,β + (1 − ω+

1
2
)M+

1

)︂
, (3.22)

and
M−

1
2
=
(︂

ω−
1
2

M−
4,β + (1 − ω−

1
2
)M−

1

)︂
, (3.23)

where

ω+
1
2
=

2 pi
ρi

( pi
ρi
+ pi+1

ρi+1
)

, (3.24)

and

ω−
1
2
=

2 pi+1
ρi+1

( pi
ρi
+ pi+1

ρi+1
)

. (3.25)

Lastly, the value of DDV is defined as

DDV = |(ρu) 1
2
|. (3.26)

3.2.3 Flux Limiting

The spatial integration methods described in section 3.2 are high resolution methods,
meaning they possess a high degree of accuracy when resolving flow features, but can
be susceptible to oscillations in fluid variables. In order to be successfully utilised,
these fluctuations must be mitigated and the flow made to be total variation dimin-
ishing (TVD). In order to achieve this, flux limiting or slope limiting methods are re-
quired. Flux limiting schemes modify the calculated fluxes using additional low reso-
lution fluxes in order to ensure that no new maxima or minima occur. Slope limiting
schemes work in a similar manner, however they operate upon system values (eg. p, ρ

etc.), rather than fluxes. Flux limiting methods were chosen to be implemented within
OP2A in common with general hypersonic simulation techniques such as those pre-
sented in Candler et al. (2015b).

Such limiting methods modify overall fluxes according to

Fi+ 1
2
= Flow

i+ 1
2
+ ϕ(Fhigh

i+ 1
2
− Flow

i+ 1
2
), (3.27)

where Flow and Fhigh are the low and high resolution fluxes respectively. The low res-
olution flux chosen in this instance was a Roe flux (see Roe (1981) for details) with
upwinded variables as described by Equation 3.28.
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Fi+ 1
2
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1u
...

ρNsu
ρu2 + p

ρvu
ρwu

(E + p)u
Evu

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
ι

, where ι =

⎧⎨⎩i if M ⩾ 0,

i + 1 if M < 0.
(3.28)

The variable ϕ in Equation 3.27 defines the degree of smoothness (lack of oscillations)
in the fluid. ϕ varies between zero and one, representing completely oscillatory and
completely smooth respectively. Hence the full high resolution flux is used in regions
of TVD, and the low resolution flux in highly oscillatory regions. ϕ itself is a function
of the smoothness parameter r, which is defined as

r =
Qi − Qi−1

Qi+1 − Qi
. (3.29)

In order to ensure the TVD qualities of a flux limiting scheme, ϕ and r are subject to
certain conditions:

1. 0 ≤ r ≤ 1,
2. ϕ(1) = 1,
3. ϕ → 0 as r → ∓∞,

4. ϕ(r)
r = ϕ( 1

r ),
5. r ̸= ∓∞ when (Qi+1 − Qi) = 0.

Condition 1. ensures that the calculated flux remains bounded by the low and high res-
olution flux values. The second and third conditions ensure the correct TVD behavior
at smooth and oscillatory locations respectively. Condition 4. mandates symmetrical
behaviour, preventing discrepancies from occurring between opposing gradients. The
final condition is a computational concern; care needs to be taken to ensure that infini-
ties do not occur in regions with little to no difference between Qi+1 and Qi.

Several schemes for determining ϕ are possible, each applying flux limitation in a
slightly different manner. This manner can be illustrated through Sweby diagrams,
which determine the TVD regions for a given scheme. Several of these schemes are
briefly presented together with their Sweby diagrams. All of the presented schemes
are implemented within OP2A; the schemes utilised for any results will be given with
the results. All presented limiters are second order TVD.
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Superbee

The superbee limiter calculates ϕ according to

ϕ(r) = max(0, min(r, 2), min(2r, 1)), (3.30)

which leads to a limiter which tracks along the upper edge of the second order TVD
region, as shown in Figure 3.2 (second order TVD region in grey).

FIGURE 3.2: Sweby diagram illustrating limiter functions mapping to the second order
TVD region (in grey).

minmod

The minmod limiter calculates ϕ as

ϕ(r) = max(0, min(r, 1)), (3.31)

leading to fluxes which follows the lower edge of the second order TVD region, as
shown in Figure 3.2.

As Figure 3.2 shows, these limiter variants provide coverage of a wide range of TVD
coverage and possess varying levels of efficiency according to their time complexity.
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3.2.4 Boundary Conditions

With the AUSM scheme chosen as the basis for spatial integration, it is necessary to
be able to calculate fluxes at the edge of the simulation domain. Such boundaries are
controlled by ghost cells existing outside the simulation domain. These ghost cells are
updated at the beginning of each iteration such that their contents describe various
different boundary conditions (BC). Hence, OP2A implements Dirichlet boundary con-
ditions at domain edges, as shown in Figure 3.3.

inlet

wallcell

face node

FIGURE 3.3: Example ghost cell generation at domain edges.

The exact contents of ghost cells depend upon the boundary being simulated.

Inlet

Ghost cells adjacent to inlet faces contain fixed inlet quantities which are prescribed at
the beginning of the simulation. The primitive variables vector U for the contents of an
inlet ghost cell is

Ug =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1
...

ρNs

u
v
w
T
Tv

p

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
inlet

, (3.32)

where subscript g refers to the ghost cell. Such inlet ghost cell contents can be constant
or varying in time, depending upon the requirements of a given simulation. OP2A
currently supports exclusively constant inlets.



3.2. Spatial Integration Methods 59

Outlet

Outlet ghost cells contain fluid quantities identical to those in their adjacent real cell.

Ug = Ureal (3.33)

Their values are updated at the beginning of each iteration.

Freestream

Freestream ghost cells behave in a similar manner to both inlet and outlet ghosts. When
the flow direction at the face is into the ghost cell, they behave as outlet ghosts, mirror-
ing the contents of their adjacent real cell:

Ug = Ureal , if flow is directed into ghost cell (3.34)

When the flow direction is out of the ghost cell, the ghost’s contents are fixed to pre-
scribed values in the same manner as inlet ghosts:

Ug =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ1
...

ρNs

u
v
w
T
Tv

p

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
f s

, if flow is directed out of ghost cell. (3.35)

Walls

Physical walls exist in several possible configurations and the exact contents of wall-
adjacent ghost cells depends upon the wall type. Walls can be set to slip or no-slip
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condition as well as being adiabatic or isothermal. For a slip adiabatic wall perpendic-
ular to the x direction

ρ1,g = ρ1,real
...

ρNs,g = ρNs,real

ug = −ureal

vg = vreal

wg = wreal

Tg = Treal

Tv,g = Tv,real

pg = preal

(3.36)

The only change applied to the real cell quantities when copied to the ghost is the rever-
sal of perpendicular velocity (and therefore momentum). This ensures that unormal = 0
at the wall face. Whilst a slip adiabatic wall may be suited to inviscid simulation, vis-
cous flow simulation requires the use of no-slip walls. The ghost cell quantities for a
no-slip adiabatic wall are

ρ1,g = ρ1,real
...

ρNs,g = ρNs,real

ug = −ureal

vg = −vreal

wg = −wreal

Tg = Treal

Tv,g = Tv,real

pg = preal

(3.37)

Within Equation 3.37 all velocities are reversed between real and ghost cells. This en-
sures that all velocity components at the face equate to zero; fulfilling the no-slip con-
dition. Finally, for cases where thermal conduction across surfaces is significant, such
as re-entry flows, isothermal no-slip walls are required

ρ1,g = ρ1,real
...

ρNs,g = ρNs,real

ug = −ureal

vg = −vreal

wg = −wreal

Tg = 2Tw − Treal

Tv,g = 2Tv,w − Tv,real

pg = preal

(3.38)
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where Tw is the wall temperature, which must be prescribed for any given simulation.
This formulation is the same as for the adiabatic no-slip case excepting the temperature
terms. These are set such that there exists a linear temperature gradient between real
and ghost cells, across the wall. The ghost cell temperature is chosen relative to the real
cell temperature, such that the temperature at the wall will be equal to the specified Tw.

Catalytic walls are not considered within the scope of this work, but would be accom-
modated with the addition of a further wall class object containing a species density
term of the same form as the temperatures. Construction of such an additional class
object is elaborated on in Chapter 4.

Axisymmetry

The 2D axisymmetric boundary is identical to the adiabatic slip wall boundary. How-
ever, there are some additional conditions which must be applied in the case of a 2D
axisymmetric simulation. Firstly the finite volume formulation shown in Equation 3.1
must be recast as

yc
∂Q
∂t

dV + y f (Finv − Fvis) dA + y f (Ginv − Gvis) dA = ycSdV + SaxidV, (3.39)

where yc and y f are the y positions of the cell and face centres respectively and Saxi is
the axisymmetric source term. This axisymmetric source term is defined in common
with the work of Nompelis (2004) as

Saxi =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
...
0
0

p − 2µ v
y +

2
3 µ∇.u⃗

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.40)

3.3 Temporal Integration Methods

OP2A currently features two separate time integration methods, which can be utilised
independently of other simulation parameters.

Choice of time integration method is very significant for simulations. The most straight-
forward explicit time integration scheme is the Forward Euler method.
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3.3.1 Forward Euler Method

The Forward Euler method can be considered to be the least computationally expensive
method of integrating simulation quantities over a time step. This method consist of a
simple linear extrapolation of the current data using fluxes and sources,

Qn+1 = Qn + dt(∑
f

Fn + Sn), (3.41)

where f represents faces adjacent to the cell, and Q, F and S are evaluated at time step
n.

Such a scheme is conditionally stable based upon the CFL condition. Whilst this scheme
will perform well for a range of simulation cases. Problems may occur in specific re-
gions due to overshooting values. For example, considering a case where a low tem-
perature fluid is losing temperature through a combination of fluxes and sources. In
such a case, the time step may cause an overshoot into negative temperatures even if
that time step obeys the CFL condition.

In order to mitigate this, more accurate estimates of fluxes and sources can be estab-
lished through the use of multi-step methods.

3.3.2 Runge-Kutta 2 Method

The second order Runge-Kutta method (RK2) involves the use of multiple steps in eval-
uating a single time step. Fluxes and sources are calculated, and then a 1

2 time step
’phantom’ iteration is performed. New fluxes and sources are then calculated at this
n + 1

2 midpoint. The old and new fluxes are then averaged, and these averages are
then used to evolve the original time step to n → n + 1. Mathematically, this can be
summarised as

Qn+1 = Qn + dt K1+K2
2 ,

K1 = ∑
f

Fn + Sn,

K2 = ∑
f

Fn+ 1
2 + Sn+ 1

2 .

(3.42)

Such a scheme requires more memory when implemented in order to store both sets of
fluxes. However, in the case of OP2A, this memory will be re-utilised later as part of an
error correction system described in Chapter 4.

Considering the case described at the end of section 3.3.1. The new calculated fluxes
and sources allow the numerical iteration to better represent the underlying physics.
Thus the probability of an overshoot into negative temperature is reduced.
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As with the forward Euler method, the RK2 method is conditionally stable based upon
the CFL condition.

3.4 Residuals Calculation

Within OP2A, residuals are calculated in the same manner as the CFD suite Fluent’s
density based solver. The residual of quantity ξ is

R(ξ) =

√︄
∑
(︃

∂ξ

∂t

)︃2

. (3.43)

These residuals are normalised according to

R(ξ)¯ =
R(ξ)
R5(ξ)

, (3.44)

where R5(ξ) is the largest of the first 5 residuals of ξ.

3.5 Summary

A selection of numerical methods for the simulation of non-equilibrium plasma have
been described. Finite volume methods were chosen, the forward Euler and RK2 time
integration schemes described. Block-structured Cartesian meshes were chosen to fa-
cilitate rapid grid generation for the purposes of capsule optimisation simulations. The
AUSM and AUSMDV spatial integration schemes were chosen due to their potential
for the future extensibility of OP2A. These schemes have also been described in de-
tail, as have various flux limiters methods. Boundary conditions and residual calcula-
tion methods have also been described to provide a complete outlook of the numerical
methods chosen for OP2A. The following chapter details some of the practical aspects
of the implementation of these methods.
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4

OP2A Software Architecture and
Implementation Aspects

“There are only 2 things wrong with C++: the initial concept and the implementa-
tion.”

– Bertrand Meyer

As noted in Chapter 1, OP2A is designed to be a tool for conducting simulations for
space capsule design optimisation. Hence, it is necessary that OP2A’s implementation
is capable of allowing various simulation methods to be used interchangeably. This
required flexibility should be pared with extensibility; the ability to add new methods
with minimal alterations required to the pre-existing source code. In addition, OP2A
needs to be capable of performing the required computations efficiently in order to
integrate the aforementioned multiphysics components within reasonable simulation
time frames. The way in which these three requirements; flexibility, extensibility and
efficiency are achieved will be explored within this chapter with specific reference to
capsule optimisation simulations. To begin, an outline of the overall OP2A algorithm
is presented in order to provide context and a reference point for additional expla-
nations. These additional explanations begin with details of the class objects created
and their interactions, followed by parallelisation aspects and concluded with memory
management details. The choices made to satisfy the three requirements of efficiency,
flexibility and extensibility will be highlighted throughout.
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4.1 Algorithm Overview

OP2A is written entirely in object oriented C++. OP2A’s overall algorithm contains two
main subroutines as described by Figure 4.1. OP2A’s operation begins with the initiali-
sation of global variables regarding version information and simulation nomenclature.
This is followed by the preprocessing and processing algorithms respectively, these are
both large enough to require detailed examination. Finally, the overall algorithm con-
cludes with final simulation outputting and memory cleanup.

Initialise global
variables and version

information.

Initiate.

Begin preprocessing
algorithm.

Begin processing
algorithm.

Output final simulation
data.

Clean up.

Finalise.

Read input variable
values.

Initiate 'grid' variables
and instantiate.

Set simulation methods
within 'grid' variables.

Process grid geometry
and ancillary info.

Initiate fluid flow across
domain.

Configure domain edge
boundaries.

Output initial simulation
data.

Begin main iteration
loop.

Close main iteration
loop.

Perform main loop
iteration.

False

True

Evaluate iteration
ending condition.

Preprocessing Algorithm Processing Algorithm 

FIGURE 4.1: An overview of the entire OP2A procedure.

Whilst many of these steps are self-explanatory and are not in need of further elabora-
tion, the contents of the preprocessing and processing algorithms are highly significant.
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4.1.1 Preprocessing

The preprocessing algorithm consists of a number of distinct stages, as outlined in Fig-
ure 4.2. These stages include; input parameter reading, grid and fluid initialisation,
methods initialisation, and sanity checking.

Read input files to input
variables.

Initiate 'grid' variables
and instantiate with

input values.

Set simulation methods
within 'grid' variables.

Process grid geometry
and ancillary info.

Initiate fluid flow across
domain.

Configure domain edge
boundaries.

Begin
preprocessing

algorithm.

End
preprocessing

algorithm.

Initialise scope limited
input variables.

Record electron fluid
and species information

as global variables.

Error.

False

True

Evaluate
compatibility of

methods 

False

True

Check if input
files present.

False

True

Check
sanity of input

variables. 

Error.

Begin establishing of
initial and boundary

conditions from files.

Error.

FIGURE 4.2: An overview of the preprocessing algorithm.

Input parameter reading is straightforward, consisting of reading input parameters
from plain text files and/or Tecplot formatted files. Subsequent steps are less straight-
forward, these input parameters are then used for the initialisation of the simulation
grid and methods. This is done at runtime using overriding polymorphism to provide
the necessary flexibility and extensibility to OP2A.
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Overriding Polymorphism for Runtime Parameter and Method Selection

Overriding polymorphism is a practice in object oriented programming (OOP) which
allows simulation objects to have their type determined dynamically at runtime. Such
practice is commonly used among modern CFD suites. This is implemented by declar-
ing a pointer to a base class at compile time, then assigning this pointer to a derived
class object. An example of such an implementation in OP2A is shown in Listing 4.1.

// global.hpp

// Variable declaration at compile time.

class GlobalMethods

{

.

.

.

time_integration *TimeIntBase;

.

.

.

}

// global.cpp

// Variable instantiation at runtime.

void set_methods ()

{

switch(int time_integration_method)

{

case 0:

time_integration = new TimeIntEuler ();

case 1:

time_integration = new TimeIntRK2 ();

}

}

LISTING 4.1: Example of overriding polymorphism implementation within OP2A.

The effect of this is that the simulation software does not need to be interrupted, modi-
fied or recompiled in order to use different simulation methods. OP2A is fully flexible
with regards to all of the methods outlined in Chapters 2 and 3. This allows for simula-
tion models and methods to be switched instantaneously when required by alterations
made to capsule geometry, satisfying one of OP2A’s key requirements. Whilst the use
of OOP is by no means unique to OP2A, this is the first attempt to explicitly exploit
this technique to the end of improving capsule optimisation simulations. The variables
shown in Listing 4.1 are dynamically allocated, however this is not true for all variables
within an OP2A simulation. The memory allocation methods used is dependent upon
the nature of the variable.



4.1. Algorithm Overview 69

Memory Management

Within OP2A both static and dynamic memory allocation are utilised according to re-
quirements. Within C++ static memory is scope limited whilst dynamic memory must
be explicitly deallocated. As shown in Listing 4.2, input parameter storage utilises static
memory allocation whilst grid storage utilises dynamic.

// problem_numerical_method .hpp

// Static memory allocation examples.

class ProblemNumericalMethod

{

.

.

.

int max_terations;

double max_CFL;

.

.

.

}

// global.hpp

// Dynamic memory allocation examples.

class GridGlobalInfo

{

.

.

.

int *max_iterations = new int(-1);

double max_CFL = new double ( -1.0);

.

.

.

}

// Passing of values from statically allocated variables to

// their dynamically allocated equivalents .

void GridGlobalInfo ::read()

{

*max_iterations = problem_numerical_method.max_iterations;

*max_CFL = problem_numerical_method.max_CFL;

}

LISTING 4.2: Examples of static and dynamic memory allocation within OP2A.

As Listing 4.2 shows, input parameters are initially read to statically allocated memory.
These values are then passed to dynamically allocated equivalents assuming that they
are required beyond the preprocessing stage.

Assigning grid variables dynamically allows for the large amount of memory needed
for the grid to be stored on the heap, freeing the more efficient stack memory to be
utilised by function specific variables and global commonly used variables. This use
of dynamic memory allocation also allows for greater contiguity of vectorised data.
This in turn means an small increase in processing and iteration speed, especially for
vectorised operations. In addition, any caching required will be accelerated by a small
amount. These improvements collectively contribute to improving OP2A’s computa-
tional efficiency, helping to satisfy the efficiency requirement outlined in Chapter 1.
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As the problem input variables are statically allocated, their memory is automatically
freed upon the completion of the preprocessing algorithm. This memory can then be
reutilised for temporary variables in the course of the execution of simulation methods.
These methods are executed within the processing subroutine.

4.1.2 Processing

The processing subroutine’s algorithm contains all the necessary steps for the execution
of the methods described in Chapters 2 & 3. A schematic overview of the processing
stage is presented in Figure 4.3.

Output initial simulation
data.

Begin main iteration
loop.

Close main iteration
loop.

Perform main loop
iteration.

True

False

Evaluate
iteration ending

condition.

Begin processing
algorithm.

Update ghost cell
values.

Calculate timestep
based upon CFL and

correction factor.

Compute node centred
values.

Extrapolate primitive
variables from

conserved.

Calculate inviscid
fluxes at face centres.

Calculate viscous fluxes
at face centres.

Limit fluxes according
to limiter function.

Calculate source terms
at cell centres.

Evolve conserved
quantities at using
fluxes and sources.

Update time and
iteration counter.

True

False

Evaluate error
condition.

Calculate and output
residuals.

End
processing
algorithm.

False

True Evaluate
outputting
condition.

Output conserved
variables.

Increase timestep
correction factor and

roll back.

FIGURE 4.3: An overview of the processing algorithm.
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As can be seen in Figure 4.3 most steps of the algorithm represents the execution of a
particular method heretofore discussed. These methods can by dynamically chosen at
runtime using overriding polymorphism as previously outlined. Each of these methods
has a class object associated with it, and these objects interact with the main grid storage
object throughout execution. Each method is contained within its own C++ class object
so as to enhance the flexibility and extensibility of OP2A. Whilst such structuring is not
unique to OP2A, its inclusion contributes to the creation of a space capsule optimisation
toolkit by providing the required flexibility of simulation methods. Such structuring
also provides benefits to the maintainability, and hence extensibility of the codebase.

4.2 Key Object Classes and their Interactions

The key classes within OP2A’s processing stage are divided according to whether they
contain data pertinent to the entire simulation domain, or only a subset of the domain.
These classes are GridGlobal and GridLocal respectively and are related to the con-
taining Grid class by a 1:1 composition relationship as shown in Figure 4.4.

Grid

+ init_completed: bool

+ configure_boundaries()

+ init_flow()

+ update_ghosts()

+ new_ghost()

GridLocal

+ cells: vector<Cell>

+ ghosts: vector<Cell>

+ faces: vector<Face>

+ nodes: vector<Node>

+ info: GridLocalInfo

+ read_complete: bool

+ process_complete: bool

+ compute(): void

+ process(): void

+ read(): void

GridGlobal

+ data: GridGlobalData

+ info: GridGlobalInfo

+ io: GridIO

+ map: GridGlobalMap

+ methods: GridMethods

+ read_completed: bool

+ read(): void

1

1

1

1

FIGURE 4.4: An overview of the structure and contents of the Grid class.

4.2.1 GridLocal

The GridLocal class is predominantly a data storage class, it contains all information
unique to specific regions of the simulation domain. This includes the simulation quan-
tity values at cells, faces and nodes, as well as local grid information pertinent to dis-
tributed memory parallelisation. Most relationships are again 1:1 compositions within
the GridLocal class as shown in Figure 4.5.
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GridLocal

+ read_complete: bool

+ process_complete: bool

+ compute(): void

+ process(): void

+ read(): void

GridLocalInfo

+ rank: int

+ size: int

Cell

+ connectivity: CellConnectivity

+ geometry: CellGeometry

+ data: vector<CellDataBase>(Neq)

+ E_field: vector<double>(Nd)

+ B_field: vector<double>(Nd)

+ kf: vector<double>(Nr)

+ kb: vector<double>(Nr)

+ id: int

+ parent: int

+ lv: int

Face

+ connectivity: FaceConnectivity

+ geometry: FaceGeometry

+ data: vector<FaceDataBase>(Neq)

+ B_field: vector<double>(Nd)

+ E_field: vector<double>(Nd)

+ id: int

+ parent: int

+ lv: int

Node

+ connectivity: NodeConnectivity

+ geometry: NodeGeometry

+ data: vector<NodeDataBase>(Neq)

+ E_field: vector<double>(Nd)

+ B_field: vector<double>(Nd)

+ id: int

+ parent: int

+ lv: int

cells

ghosts

1

1 1 1

1

1...*

1...*

1...*
1...*

1

FIGURE 4.5: An overview of the contents and structure of the GridLocal class.

As shown in Figure 4.5, the single GridLocal object contains many Face and Node
objects, and two sets of Cell objects. OP2A treats real and ghost cells identically within
the processing algorithm, allowing for less unnecessary duplication of code. Each of
the four other objects in Figure 4.5 are worth examining in detail.

GridLocalInfo

The GridLocalInfo class contains any grid information unique to a particular computa-
tional node. This class is forward looking to the implementation of distributed memory
parallelisation and hence includes various data for use in grid distribution algorithms.

The GridLocalInfo class within the GridLocal class is closely analogous to its counter-
part within the GridGlobal class.
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Cell

The Cell class is predominantly a container for simulation quantities at cell centres, as
described by Figure 4.6.

Cell

+ E_field: vector<double>(Nd)

+ B_field: vector<double>(Nd)

+ kf: vector<double>(Nr)

+ kb: vector<double>(Nr)

+ id: int

+ parent: int

+ lv: int

CellConnectivity

+ faces: vector<Face>

+ nodes: vector<Node>

+ bc: int

+ child: vector<Cell>

+ num_faces: int

+ num_nodes: int

CellGeometry

+ area: double

+ shape: int

+ centre: vector<double>(Nd)

CellDataBase

CellDataCFD

+ rho: vector<double>(Ns)

+ rhou: vector<double>(Nd)

+ E: vector<double>(Ne)

+ u: vector<double>(Nd)

+ T: vector<double>(Ne)

+ p: double

+ rho_total: double

+ gamma: double

+ mu: double

+ kappa: vector<double>(Ne)

+ source: vector<double>(Neq)

CellDataHybrid

...

CellDataDSMC

...

1

1

1

1

1

1

FIGURE 4.6: An overview of the contents and structure of a Cell class object.

As indicated by Equation 3.3, Cell objects contain not only the conserved and prim-
itive CFD quantities at time t, but also the numerical sources needed to calculate the
quantities at time t + dt. These data values are stored within C++ vector containers
with memory automatically allocated. This allows OP2A to take advantage of compiler
memory optimisations upon these values, improving OP2A’s computational efficiency.

The ghost cells described in Chapter 3 exist as special instances of the Cell class. These
objects are cleared of unnecessary data to save memory space. Whilst they are objects of
the same class type, they are stored separately from ’real’ cells, as shown in Figure 4.5.
Functions which accept Cell class objects can accept both real and ghost cell instances,
reducing code duplication. In addition, newly implemented simulation methods do
not require distinction between cell types, enhancing the extensibility of OP2A. Cell
objects, as well as Face and Node objects, are capable of containing data for DSMC
and hybrid simulations, as well as the default CFD data. This facility is another addi-
tion to facilitate future extensibility, however it will not be explored further as the data
presented herein is exclusively produced from CFD simulations.
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Face

The Face class is structured similarly to the Cell class, but containing flux and gradient
data rather than source data. Its overall structure and contents are otherwise similar to
that of the Cell class. As with the data contained within Cell objects, the flux data is
stored with automatic memory allocation.

Node

Similar to both the Cell and Face classes, the Node class is a container for a small
amount of simulation data required for the calculation of certain gradients within vis-
cous flux calculations. These contents are then utilised for calculating fluxes face cen-
tres parallel to face orientation.

The choice of shape function used to interpolate data at the nodes from cell centred
values can be determined independently and is stored as a method object within the
GridGlobal class.

4.2.2 GridGlobal

The GridGlobal class contains all of the information which is constant across the en-
tire simulation domain. This includes chemical and collisional coefficients, global grid
information and simulation methods as shown in the class diagram in Figure 4.7.



4.2. Key Object Classes and their Interactions 75

GridGlobal

+ data: GridGlobalData

+ info: GridGlobalInfo

+ io: GridIO

+ map: GridGlobalMap

+ methods: GridMethods

+ read_completed: bool

+ read(): void

GridGlobalData

+ species: vector<vector<SpeciesData>>(Nfl)(Ns)

+ reactions: ReactionsDataBase

+ inlets: vector<Cell>(Ninl)

+ Gupta: vector<vector<double>>

+ resid: vector<vector<double>>(Nfl)(Ns)

+ T_wall: double

GridGlobalInfo

+ num_fluids: int

+ max_CFL: double

+ t: double

+ num_threads: int

+ t_factor: int

+ error: bool

GridIO

+ output_filename: string

+ grid_input_filename: string

+ grid_output_filename: string

+ resid_output_filename: string

+ output_directory: string

GridGlobalMap

+ eptr: vector<int>

+ eind: vector<int> GridMethods

+ spatial_integration: SpatIntBase

+ viscosity: SpatIntVisBase

+ limiter: LimiterBase

+ time_integration: TimeIntBase

+ sources: SourcesBase

+ thermal_model: vector<ThermalModelBase>(Nfl)

+ shape_fn: ShapeFnBase

+ ending: EndingBase

+ set_completed: bool

+ set_methods(): void

1

1

1

1

1
1

1

1

1

1

FIGURE 4.7: An overview of the structure and contents of the GridGlobal class.

Within GridGlobal there are three primary sub-classes; GridGlobalData containing
chemical and collisional data, GridGlobalInfo containing global grid information, and
GridMethods containing implementations of simulation methods. The contents and
features of these three sub-classes shown in Figure 4.7 are worthy of further inspection.

GridGlobalInfo

The GridGlobalInfo sub-class contains any global information outside the scope of the
physical and chemical information contained within the data sub-class. This includes
information governing simulation time steps, parallelisation info and error handling
variables. The information contained within this sub-class is purely data, and the class
possesses no methods of its own.

GridGlobalData

The GridGlobalData sub-class contains chemical coefficients, several sets of curve fit-
ting parameters and any other empirical physical data required for the diffusive and
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chemical calculations outlined in Chapter 2. Values of the physical data used in this
work are provided in appendices A & B. The data stored within this class is stored in
C++ vector containers. These containers have been used throughout OP2A for their
maturity and efficiency when accessed via index; accessing global data via index is the
most efficient method of data access when utilising structured grids.

The contents of the GridGlobalData class is run-time modifiable with the modification
of plain text files containing the relevant data. Such modifications extend to the addi-
tion of new chemical mixtures, species information, reaction data and collisional data.
All of these can be modified and extended without requiring any source code modifi-
cations or recompilation of OP2A. This flexibility allows for simulations to have their
data updated seamless mid-simulation in line with the requirements set out in Chapter
1.

GridMethods

The most significant sub-class within the GridGlobal class is the GridMethods class.
This class is key in facilitating the flexibility requirement of OP2A; it contains sub-
classes pertaining to each of the modular simulation components described within
Chapters 2 & 3. These contents and their interactions are described by Figure 4.8.
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GridMethods

+ viscosity: SpatIntVisBase

+ limiter: LimiterBase

+ time_integration: TimeIntBase

+ shape_fn: ShapeFnBase

+ ending: EndingBase

+ set_completed: bool

+ set_methods(): void

SpatIntBase

+ virtual calc_flux(): void

SpatIntAUSM

+ calc_flux(): void

ThermalModelBase

+ virtual E_to_T(): void

+ virtual T_to_p(): void

+ virtual T_to_E(): void

ThermalModelNonEqm13

+ E_to_T(): void

+ T_to_p(): void

+ T_to_E(): void

ThermalModeEqm

+ E_to_T(): void

+ T_to_p(): void

+ T_to_E(): void

SourcesBase

+ source_thermal: SourceThermalBase

+ source_chem: SourceChemBase

+ source_EM: SourceEMBase

+ source_axisym: SourceAxisymBase

+ virtual calc_sources(): void

SourcesNone

+ source_thermal: SourceThermalNone

+ source_chem: SourceChemNone

+ source_EM: SourceEMNone

+ source_axisym: SourceAxisymNone

+ calc_sources() {}: void

Sources

+ source_chem: SourceChemBase

+ source_EM: SourceEMBase

+ source_axisym: SourceAxisymBase

+ calc_sources(): void

SourceThermalBase

+ virtual calc_source(): void

SourceThermalNone

+ calc_source() {}: void

SourceThermal13

+ calc_source(): void

1

1

1

1

1

1

1

1

FIGURE 4.8: An overview of the structure and contents of the GridMethods class.

Figure 4.8 shows the existence of base and derived classes for each method. As seen
in Figure 4.8, some classes possess multiple levels of nested derived class objects. One
example of this is the method for evaluating source terms.

The source term base class SourcesBase features two derived class objects, chosen de-
pending upon whether any source terms are required. The Sources class contains four
sub classes, one for each potential source term. These four sub-classes consist of base
and derived classes as with the containing source class. This formulation allows vari-
ous physical sources to be independently configured, again facilitating flexibility. Ad-
ditionally, new sources can be added straightforwardly by simply utilising the existing
source term formats, thereby maximising extensibility. The uniformity of source term
methods also extends to other methods’ implementations. This allows new thermo-
chemical models to be implemented similarly swiftly.

In line with the GridGlobalData class, the methods contained within GridMethods
can be switched mid-simulation, further meeting the requirements set out in Chapter
1. All of the discussed methods are parallelised over shared memory systems, as are
the contents of the processing algorithm.
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4.3 Parallelisation Techniques

OP2A is equipped to parallelise the simulation mesh through a hybrid of both shared
and distributed memory parallelisation. Shared memory parallelisation has been im-
plemented throughout the entire processing stage using OpenMP. This parallelisation
presently splits the grid’s spatial domain between processing threads. OpenMP was
chosen to be implemented prior to distributed parallelisation with MPI for purely prac-
tical reasons. Firstly performance considerations; the simulations required of OP2A
were capable of being performed upon singular nodes, for which OpenMP paralleli-
sation was judged to be optimal. Secondly scripting considerations; OpenMP paral-
lelisation can be implemented in a modular fashion, this can then be straightforwardly
wrapped within an MPI framework at a later point with little modification of the pre-
existing OpenMP script. Contrarily, were MPI to be implemented first, this MPI script
would need significant modification upon the addition of OpenMP.

An investigation of the speedup achieved through this parallelisation has been per-
formed by utilising a simple 2D shock tube case, and comparing performance as a
result of varying the number of cores used.

Parallelisation Efficiency

The shock tube case presented in Chapter 5 was simulated with a resolution of 1000
cells in the x direction. This simulation was performed with a variety of different num-
bers of computational cores in order to assess the efficiency of OP2A’s shared memory
parallelisation scheme.

OP2A currently features OpenMP parallelisation, with the grid domain being split
across multiple cores. This parallelisation scheme can at best achieve linear perfor-
mance increases with an increasing number of cores. The results of this assessment can
be seen in Figure 4.9.
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FIGURE 4.9: Decrease of run time with increasing number of compute cores for the
shock tube case.

The performance scaling shown in Figure 4.9 is quite close to its optimal capability,
with a decrease of close to 50% in run time for a doubling of core number. This can be
seen more clearly in a semi-log plot, as shown in Figure 4.10 which shows a near linear
decrease outside the extreme values of core number.
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FIGURE 4.10: Decrease of run time with increasing number of compute cores for the
shock tube case shown on a semi-log scale.

This indicates that the OpenMP implementation carries little overhead cost, and these
costs are certain to be negligible when compared to the overall computational load of a
typical capsule re-entry simulation.

4.4 Stability & Error Handling

In order to ensure accuracy of results when simulation components are altered, it is
necessary for OP2A to contain systems to monitor for spurious deviations and thus
ensure consistency and stability. The error handling system in OP2A features such
routines, as well as allowing for a simulation roll-back should catastrophic events occur.

Error Checking, Correction & Recovery System

A problem common to hypersonic CFD simulations is the occurrence of negative tem-
peratures and/or densities. These often occur in wake regions, as well as in the pres-
ence of complex geometric features and can be exacerbated by fluid chemistry. In order
to avoid a dreaded simulation failure, some method must be used in order to either
prevent or mitigate these occurrences.
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Within OP2A a system is of time step modification is utilised. When a disallowed
negative value occurs, OP2A rolls back to the previous iteration and reduces the size of
the time step by a factor of 10. OP2A then performs 30 iterations at this reduced time
step before attempting to increase the time step back to its original size. This system can
be performed repeatedly and recursively, with a possible maximum reduction factor
of up to 1010. All of the numerical parameters associated with this system are fully
customisable. Hence, OP2A achieves improved stability through adaptive time step
control.

The memory utilisation to allow this iteration reversal to be performed is similar to
that utilised by the multi-step time integration methods. OP2A essentially contains
two copies of the conserved CFD quantities, one for the current, and one for the prior
iteration. This allows the iteration reversal to be performed with no loss of accuracy
and minimal additional computation required.

This system is also utilised in overcoming extreme value errors, including infinities and
divide by zero errors which can occur due to the inherent limits of machine represen-
tations of continuous values.

4.5 Summary

Details have been provided regarding OP2A’s computational aspects. OP2A satisfies
several of the requirements set out in Chapter 1 through computational means. Over-
riding polymorphism is used in conjunction with a modular object oriented structure
to provide OP2A with its required flexibility. Stability is provided with a system of time
step modification to ensure consistency when simulation aspects are altered. OP2A’s
computational efficiency is facilitated in a number of ways, including through memory
management, but predominantly through its parallelisation scheme which is unique
among its open-source counterparts. An assessment of this parallelisation scheme’s
efficiency has been presented, and said efficiency found to be high. These details con-
clude the overview of OP2A’s models, methods and their implementations. With these
components, a number of simulations were performed to evaluate OP2A’s numerical
and mathematical accuracy.
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5

Results

”...in real life mistakes are likely to be irrevocable. Computer simulation, however,
makes it economically practical to make mistakes on purpose. If you are astute, there-
fore, you can learn much more than they cost.”

– John H. Mcleod

This chapter details the methodology and results of a number of investigations per-
formed using OP2A. Theses investigations demonstrate the capabilities of OP2A with
regards to capsule optimisation simulations; including thermochemical modelling in
addition to viscous, hypersonic Navier-Stokes simulation. Each investigation is de-
scribed in detail with the aim of providing reproducibility, before results are presented
and discussed. Finally, the capabilities of OP2A are discussed with reference to all of
the investigations presented.

5.1 Zero Dimensional Analyses

In order to demonstrate the capacity of OP2A to simulate thermochemical non-equilibrium
conditions a series of zero dimensional analyses were performed. These heat bath sim-
ulations consist of a single grid cell containing gas in thermal and/or chemical non-
equilibrium. These heat baths were simulated using the Euler time integration method,
the cell was surrounded by adiabatic walls with no heat transfer.

5.1.1 Thermal Non-Equilibrium Analysis

In order to demonstrate the accuracy of OP2A’s thermal non-equilibrium modelling, a
two-temperature nitrogen (N2) heat bath was simulated with a variety of initial tem-
peratures. These heat baths were simulated with frozen chemistry, and no external
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temperature sources. The progress of each heat bath is then shown with a plot of show-
ing the progression of temperatures over time.

These thermal heat baths were simulated within a range of temperatures relevant to
hypersonic flow simulations. The first simulated heat bath contained N2 gas with a
high translational temperature and low vibrational temperature, mirroring the initial
conditions presented by Casseau et al. (2016b) in order to facilitate comparisons with
existing works. These initial conditions are summarised in Table 5.1.

TABLE 5.1: Initial conditions for N2 thermal non-equilibrium heat bath simulation at
a high translational temperature with frozen chemistry.

Variable Initial Value
ρN2 (kgm−3) 34.1 × 10−3

Tt (K) 10,000

Tv (K) 1,000

p (Pa) 101,269

This heat bath was allowed to equilibrate over the course of 10−4 s with a time step
size of 10−11 s. The results of this equilibration are presented overlaid atop the results
of Casseau et al. (2016b) in Figure 5.1 and shows equilibration occurring between 10−6

and 10−5 s.
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FIGURE 5.1: Evolution of temperatures in a N2 thermal non-equilibrium heat bath
with a high translational temperature with frozen chemistry. Results are shown as
presented by Casseau et al. (2016b) including the results produced by hy2foam, as

well as those of LeMANS, with OP2A’s results overlaid.

5.1 shows strong agreement with results presented by Casseau et al. (2016b), which
were performed with both LeMANS and hy2foam as well as the DSMC suite MONACO.
These code suites utilise the same thermal model as OP2A, hence the good agreement
shown here is both desired and expected.

The overall shape of the equilibration curves matches closely to those presented by
Casseau et al. (2016b), both qualitatively and quantitatively; with the resulting equilib-
rium temperature being close to the translational temperature as expected. The two key
quantitative markers to estimate are the equilibration time and temperature. Casseau
et al. (2016b) reports an equilibration temperature of 7623 K, whilst OP2A results in an
equilibration temperature of 7616 K. This value is well within expected deviation levels
based upon the known accuracy of the initial conditions of Casseau et al. (2016b).

The equilibration time teq of OP2A is around 1 × 10−5 s. This equilibration time is de-
fined as the time taken for the translational and vibrational temperatures to match to
within 1 K. This time is not explicitly presented by Casseau et al. (2016b), but can be
estimated from the presented plots to be of the order of 1 × 10−5 s. Hence a reason-
able ’order of magnitude’ alignment is shown for equilibration time when comparing
between OP2A and LeMANS and hy2foam.
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This thermal heat bath simulation was then repeated with a high vibrational tempera-
ture and low translational temperature, with values again chosen for comparison with
LeMANS via Casseau et al. (2016b). These new values are shown in Table 5.2 and the
results for this high Tv heat bath are presented in Figure 5.2, once again overlaid upon
the results of Casseau et al. (2016b).

TABLE 5.2: Initial conditions for N2 thermal non-equilibrium heat bath simulated at a
high vibrational temperature with frozen chemistry.

Variable Initial Value
ρN2 (kgm−3) 113 × 10−3

Tt (K) 3,000

Tv (K) 10,000

p (Pa) 101,239

FIGURE 5.2: Evolution of temperatures over time in a N2 thermal non-equilibrium
heat bath with a high vibrational temperature with frozen chemistry. Results are
shown as presented by Casseau et al. (2016b) including the results produced by

hy2foam, as well as those of LeMANS, with OP2A’s results overlaid.

The overall shape of the temperature curves of Figure 5.2 again show good qualitative
alignment with the equivalent results presented by Casseau et al. (2016b). The quan-
titative values also show good agreement. The equilibrium temperature arrived at by
OP2A is 5089 K with an equilibrium time of 4.4 × 10−5 s. The corresponding values
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found by LeMANS and hy2foam are not explicitly stated, but can be estimated to be;
an equilibrium temperature of around 5000 K and an equilibrium time of the order of
1 × 10−5 s. Both of these values can be inferred from presented plots with a reasonable
degree of accuracy for the purposes of this comparison. Again, reasonable qualitative
and quantitative agreement is found between OP2A and LeMANS and hy2foam for the
high Tv thermal heat bath. However, larger differences in final equilibrium tempera-
ture are shown in Figure 5.2 than in the previous results (Figure 5.1). These differences
are well within expectations given the slight methodological differences; in particular
the slightly simplified energy transfer equation used by Casseau et al. (2016b) which
excludes some or the terms modelled by OP2A.

These analyses have provided an assessment of thermal modelling accuracy for simple
frozen chemistry heat bath cases. This can be expanded by performing analyses with
non-frozen chemistry.

5.1.2 Chemical Non-Equilibrium Analysis

To demonstrate the effectiveness of OP2A’s chemical modelling, atmospheric heat baths
were advanced in time, similar to their thermal counterparts but with non-frozen chem-
istry. To begin with, a 5 species air mixture was equilibrated in time, and the results
compared once again to those presented by Casseau et al. (2016b).

5 Species Air Mixture - Multi-Temperature

The species and chemical reactions present in the 5 species air mixture (henceforth re-
ferred to as the air-5 mixture) are as presented in Chapter 2.

The air-5 mixture was simulated in a heat bath at 10, 000 K in thermal equilibrium and
the mixtures chemical composition monitored over time. The initial conditions are
summarised in Table 5.3.

TABLE 5.3: Initial conditions for an air-5 thermal equilibrium heat bath simulated with
non-frozen chemistry.

Variable Initial Value
ρN2 (kgm−3) 1.7 × 10−3

ρO2 (kgm−3) 0.52 × 10−3

ρNO (kgm−3) 3.0 × 10−7

ρN (kgm−3) 1.4 × 10−7

ρO (kgm−3) 6.8 × 10−6

Tt (K) 10,000

p (Pa) 6,438
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This heat bath was advanced from t = 0 x until t = 1 × 10−3 s with time steps of
dt = 1 × 10−11 s. The results of this advancing are shown in Figure 5.3, with species
number densities presented over time. These number densities are normalised by the
initial total number density of the mixture and overlaid upon the results presented by
Casseau et al. (2016b).

FIGURE 5.3: Evolution of normalised species number densities when relaxed in an
air-5 heat bath at thermal equilibrium with T = 10, 000 K. OP2A’s results are overlaid

upon those presented by Casseau et al. (2016b).

The OP2A results presented in Figure 5.3 can be compared with those presented by
Casseau et al. (2016b), however in this case a caveat is needed. The results presented
by Casseau et al. (2016b) utilise a slightly different set of numerical values for the chem-
ical source calculations than those utilised by OP2A, hence an exact quantitative match
is not to be expected in all areas. In addition, initial species concentrations may dif-
fer due to ambiguities in those used by Casseau et al. (2016b). Instead these results
can be qualitatively compared, and assessed in terms of the behaviour of each chemi-
cal species; additionally a quantitative comparison of final species concentrations can
also be attempted as these should be expected to reach similar levels once sufficient
simulation time has elapsed.

Qualitative comparison shows strong correlations in behaviour for each species. A
(graphically) small decrease in N2 density is shown over the course of the simulation,
together with a much sharper decrease in O2 concentration of several orders of magni-
tude. These results are in common with Casseau et al. (2016b) as well as earlier results
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presented by Haas and McDonald (1993) and Scanlon et al. (2015). Similarly, the be-
haviour of atomic nitrogen and oxygen show strong qualitative agreement, as does
that of NO.

The species number density values at t = 10−4 show reasonable agreement with those
of other works. With the caveat noted previously, direct value comparisons are not ten-
able for species whose concentrations are rapidly changing at time 10−4. However, the
more stable species at t = 10−4 s should be directly comparable as final concentrations
should not depend strongly upon small differences in initial densities. In this case, N2

and O densities are plateauing towards the simulation’s end. However only atomic
oxygen’s final density change is visually distinct enough for comparison. OP2A pro-
duces a final O normalised number density of 4.1× 10−1, a close match to the values of
Casseau et al. (2016b); Haas and McDonald (1993); Scanlon et al. (2015). The densities
of N, NO and O2 are still changing rapidly by the end of the simulation time utilised
by Casseau et al. (2016b), hence exact quantitative comparison is not possible. These
species do remain within the same orders of magnitude, and N & O follow a similar
trend. The one exception to this is diatomic oxygen, which appears to have a slightly
differing trend at t = 10−3 when compared to the LeMANS results. This difference
cannot be definitively attributed to a single factor, but is likely the cumulative result of
differences in chemical model parameters and initial species concentrations. Another
key feature shared by other published heat bath simulations is the ’kink’ in the O2 curve
between t = 10−5 and t = 10−4 s, which is clearly seen in Figure 5.3 when presented on
a log-log scale. A minor qualitative distinction is also noticeable, with OP2A’s concen-
tration curves appearing to ’lag’ LeMANS’s curves by a small amount. This behaviour
can also be seen to a lesser extent in Figure 5.2 with the vibrational temperature curve.
This behaviour may be due to the smaller time steps employed by OP2A. In order to
further investigate this, the temperature of this 5 species heat bath can be examined.

A further quantitative comparison can be performed by assessing the behaviour of tem-
perature over the course of the simulation. The primary reactions within this simula-
tion are clearly dissociation reactions, given the decrease in diatomic nitrogen and oxy-
gen, and concurrent increase in their monatomic equivalents. As these dissociations are
endothermic, a decrease in temperature over time is to be expected, and this is clearly
evidenced in Figure 5.4, along with comparative data from Casseau et al. (2016b).
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FIGURE 5.4: Evolution of temperature in an air-5 heat bath relaxed in thermal equi-
librium at 10, 000 K, OP2A results are overlaid upon those presented by Casseau et al.

(2016b).

OP2A’s results can again be compared to results presented by Casseau et al. (2016b)
for a similar 10, 000 K heat bath. The overall shape of the relationship reasonable good
qualitative agreement, and both feature a final temperature of around 5000 K (4866 K
in OP2A’s results) by the time 1 × 10−3 s. Perfect alignment in final temperature is not
to be expected given the differences in chemical model values used, as well as uncer-
tainty in initial conditions. Additionally, a kink in the temperature curve is present
at around 10−5 s, which can also be seen in Casseau et al. (2016b). The obvious dif-
ference between the results of OP2A and LeMANS is the delayed response of OP2A’s
temperature curve, mirroring the delays in chemical response visible in Figure 5.3. This
difference in response can be attributed to a slower chemical response by OP2A, as the
thermal response shows little difference when chemical reactions are excluded. This
slower chemical response can potentially be explained by the smaller time step used
by OP2A, in addition to the methodological differences already discussed. For further
examination of OP2A’s chemical modelling, additional heat bath simulations were car-
ried out with differing thermal and chemical properties.
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5 Species Air Mixture - Thermal Non-Equilibrium

Both thermal and chemical non-equilibrium models show reasonable agreement with a
variety of previously published results. In order to further probe these models, thermal
and chemical non-equilibrium were then simulated simultaneously.

The air-5 heat bath as described by Table 5.3 was simulated in thermal non-equilibrium.
Firstly, a simulation was performed with both temperatures set to an initial value of
10,000 K. The behaviours of species concentrations and temperatures between t = 0 s
and t = 1 × 10−3 s are presented in Figures 5.5 & 5.6 respectively. Figure 5.6 shows a
small period of slight non-equilibrium occurring between temperatures. From this we
should expect only small deviations from thermal equilibrium for the species concen-
tration evolutions and this is clearly evidenced in Figure 5.5.

FIGURE 5.5: Evolution of air-5 normalised species number densities when relaxed in
a thermal non-equilibrium heat bath at Tt, Tv = 10, 000 K.
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FIGURE 5.6: Evolution of temperatures when an air-5 mixture is relaxed in a thermal
non-equilibrium heat bath at Tt, Tv = 10, 000 K.

From Figure 5.6, it can be seen that the vibrational temperature closely follows the
translational temperature throughout the non-equilibrium period. The small size of
this non-equilibrium between temperatures results from the fact that most of the tem-
perature decrease is due to dissociation reactions. These endothermic reactions utilise
energy from the translational mode, and the removal of diatomic species reduces total
vibrational energy. Hence the dominant reaction type reduces both translational and
vibrational temperature simultaneously.

In order to further investigate OP2A’s thermochemical behaviour, this heat bath was
simulated in thermal non-equilibrium with temperatures mirroring those used in sec-
tion 5.1.1. Firstly, a temperature split of Tt = 10, 000 K and Tv = 1, 000 K was used; the
behaviour of species concentrations is shown in Figure 5.7.



5.1. Zero Dimensional Analyses 93

FIGURE 5.7: Evolution of air-5 normalised species number densities when relaxed in
a thermal non-equilibrium heat bath at Tt = 10, 000 K and Tv = 1, 000 K.

The behaviour of each chemical species is quantitatively distinct from those of the ther-
mal equilibrium case; the principal difference being the later onset of the majority of
concentration changes. This is readily explained by the lower Park temperature ini-
tially. As the Park temperature, which governs most of the high frequency reactions,
scales according to

TP = TaP
t TbP

v .

Thus it has a maxima when the translational and vibrational temperatures are roughly
equal. Meaning that the majority of chemical changes would be expected to follow
thermal equilibration. Hence any chemical changes would be expected to be preceded
by an increase in vibrational temperature. Analysing the temperature behaviour in
Figure 5.8 confirms that this is the case.
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FIGURE 5.8: Evolution of temperatures in an air-5 mixture relaxed in a thermal non-
equilibrium heat bath at Tt = 10, 000 K and Tv = 1, 000 K.

The other major difference in chemical behaviour is in the relative concentrations of N
and NO. The lower concentration of N can be attributed to the low vibrational temper-
ature early in time. This lower concentration is mirrored in the behaviour of O, albeit
less evidently. Both of these species are increased through dissociation reactions which
are dependent upon the Park temperature which has a maxima when translational and
vibrational temperatures are equal. The lessened effects upon O production can be
readily attributed to the lower dissociation energy of O2.

This behaviour can be further explored by utilising a thermal non-equilibrium with an
initial high vibrational temperature, such as that simulated in section 5.1.1. The species
concentration behaviour of such an investigation is presented in Figure 5.9.
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FIGURE 5.9: Evolution of air-5 normalised species number densities when relaxed in
a thermal non-equilibrium heat bath at Tt = 3, 000 K and Tv = 10, 000 K.

This thermal configuration has a slightly higher Park temperature initially, causing
species density changes to begin earlier than in the high Tt case, notably for O2. How-
ever, the high Tv case equilibrates to a lower equilibrium temperature, causing much
lower dissociation results overall, especially late in the simulation leading to decreased
number fraction changes late in the simulation. This can be seen when comparing den-
sities of O in both cases, O production begins earlier in the high Tv case, but plateaus
earlier as well. The reduced production of N can be attributed to the lower translational
temperature, which governs the two exchange reaction, both of which produce N. The
behaviour of temperatures in the high Tv case can be seen in Figure 5.10.
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FIGURE 5.10: Evolution of temperatures in an air-5 mixture relaxed in a thermal non-
equilibrium heat bath at Tt = 3, 000 K and Tv = 10, 000 K.

As in the previous investigations, the temperatures have reached equilibrium by t =

1× 10−3 s. The temperature profiles shown in Figure 5.10 show the expected timescales.
Decreases in both temperatures begin around t = 10−6 s, while thermal equilibration
is apparent at around t = 10−4 s in line with expectations based upon Figure 5.2.

In order to further assess the chemical capabilities of OP2A, chemical heat baths were
simulated using an 11 species air mixture. This allows the formation of charged species
to be investigated.

11 Species Air Mixture - Thermal Equilibrium

The air-5 mixture heat bath configurations detailed in sections 5.1.2 and 5.1.2 were re-
peated for an 11 species air mixture, henceforth referred to as the air-11 mixture. This
mixture added ionised versions of all air-5 species as well as free electrons. The initial
species mass densities used in these heat baths are shown in Table 5.4
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TABLE 5.4: Initial conditions for the air-11 chemical heat bath in thermal equilibrium.

Variable Initial Value
ρN2 (kg m−3) 1.7 × 10−3

ρO2 (kg m−3) 0.52 × 10−3

ρNO (kg m−3) 3.0 × 10−7

ρN (kg m−3) 1.4 × 10−7

ρO (kg m−3) 6.8 × 10−6

ρN+
2

(kg m−3) 1.0 × 10−20

ρO+
2

(kg m−3) 1.0 × 10−20

ρNO+ (kg m−3) 1.0 × 10−25

ρN+ (kg m−3) 1.0 × 10−47

ρO+ (kg m−3) 1.0 × 10−24

ρe (kg m−3) 5.0 × 10−25

Tt (K) 10,000

p (Pa) 6,453

The above heat bath configuration was simulated containing 11 species air, featuring
charged species. Electron density was chosen so as to ensure quasi-neutrality within
the mixture. The full complement of species and reactions simulated is as presented
in section 2.5.2, with associated parameter values provided in appendix B. This heat
bath was first simulated in thermal equilibrium to ascertain chemical species behaviour
without temperature dependence effects. The behaviour of these species’ number den-
sities is shown in Figure 5.11. Number densities are again normalised to initial total
number density within the heat bath.
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FIGURE 5.11: Evolution of air-11 normalised species number densities when relaxed
in a thermal equilibrium heat bath at 10, 000 K.

Figure 5.11 shows similar behaviour for the neutral species when compared to its air-11
counterpart, as would be expected given the lower density levels of charged species.
Positively charged species show an increase in density fraction initially, followed by a
drop-off after t = 10−5 s. This behaviour is to be expected if temperature decreases with
increasing time as charged species will only exist in significant quantities at tempera-
tures of the order of 105 K. An additional feature is the relationship between electron
and positive ion number density; it can be seen that electron density tracks close to the
total number density of charged species, demonstrating adherence to quasi-neutrality.
Observing the temperature behaviour in Figure 5.12 confirms that temperature has
dropped significantly by t = 10−5 s.
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FIGURE 5.12: Evolution of temperature in an air-11 heat bath relaxed in thermal equi-
librium at 10, 000 K.

The energy changes in this heat bath are dominated by reactions common to the 5
species air model, hence the temperature behaves similarly to its 5 species counter-
part in Figure 5.4. The drop in charged species concentration as temperature drops
demonstrates expected behaviour for this case.

11 Species Air Model - Thermal Non-Equilibrium

The chemical heat bath containing 11 species air was re-simulated in all of the ther-
mal non-equilibrium configurations utilised in section 5.1.1. For a heat bath with both
temperatures initially set to 10,000 K, concentration and temperature results were sim-
ilar to those of the thermal equilibrium case, as demonstrated in Figures 5.13 & 5.14
respectively.
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FIGURE 5.13: Evolution of air-11 normalised species number densities when relaxed
in a thermal non-equilibrium heat bath at Tt, Tv = 10, 000 K.

Chemical concentrations shown in Figure 5.13 show only small deviations from their
counterparts in thermal equilibrium. This in turn suggests that temperatures should
not deviate from thermal equilibrium conditions by a large amount. Figure 5.14 demon-
strates this to be true.
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FIGURE 5.14: Evolution of temperatures in an air-11 heat bath relaxed in thermal non-
equilibrium at Tt, Tv = 10, 000 K.

These results show close similarity to their thermal equilibrium counterparts, as with
the air-5 case. This demonstrates consistency between the air-5 and air-11 mixtures.
Once again, electron density levels show quasi-neutrality to be maintained. This heat
bath test was repeated with an increased translational temperature. The behaviour of
chemical density fractions with a high initial translational temperature is plotted in
Figure 5.15.
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FIGURE 5.15: Evolution of species concentrations in an air-11 heat bath relaxed in
thermal non-equilibrium at Tt = 10, 000 K, Tv1, 000 K.

As Figure 5.15 shows, all chemical changes are delayed compared to their thermal equi-
librium counterparts. This is in common with the 5 species air model and again caused
by the lower initial vibrational temperature leading to a lower Park temperature. Elec-
tron production is not significantly delayed in this case compared to the thermal equi-
librium case (Figure 5.11), likely due to the fact that initial electron production is con-
trolled by the translational temperature through dissociative recombination reactions.

As the energy effects are still dominated by reactions involving neutral species, tem-
perature behaviour is expected to be similar to its 5 species counterpart. This expected
behaviour is clearly evidenced in Figure 5.16.
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FIGURE 5.16: Evolution of temperatures in an air-5 heat bath relaxed in thermal non-
equilibrium at Tt = 10, 000K and Tv = 1, 000 K.

Figure 5.16 shows a very close match with its air-5 counterpart Figure 5.8 as is to be
expected given the dominance of neutral species in terms of mass fraction throughout
the relaxation.

Lastly, this heat bath test was repeated using a thermochemical non-equilibrium heat
bath with a high initial vibrational temperature. The evolution of species concentra-
tions is shown in Figure 5.17.
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FIGURE 5.17: Evolution of species concentrations in an air-11 heat bath relaxed in
thermal non-equilibrium at Tt = 3, 000 K, Tv10, 000 K.

In this case electron production is delayed as expected due to the lower translational
temperature reducing the frequency of dissociative recombination reactions. The pro-
duction of other charged species is similarly impeded, and several positive species
aren’t produced in significant quantities. This is due to the translational temperature
never exceeding 4000 K as shown in Figure 5.18.
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FIGURE 5.18: Evolution of temperatures in an air-5 heat bath relaxed in thermal non-
equilibrium at Tt = 3, 000 K and Tv = 10, 000 K.

Summary

These thermochemical analyses show strong qualitative and quantitative agreement
with a variety of presented works for a five species air mixture; as well as good con-
sistency across other chemical mixtures for which quantitative comparison works were
not found. The production of charged species is shown to be linked to temperature
differences in the expected manner.

Small lags in simulation response when compared to other data are observed, how-
ever these are not considered to be anomalous or deleterious, but likely the result of
time step differences. There are no other notable anomalous behaviour shown, nor any
problematic values for full simulations of Earth atmospheres. Hence, the zero dimen-
sional simulations were concluded, and more complex multi-dimensional simulations
undertaken. These culminated in real capsule simulation, however first accuracy test-
ing of OP2A’s spatial and temporal integration routines was undertaken.
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5.2 Two Dimensional Analyses

Following verification of the thermochemical components, it was decided to evaluate
the accuracy of the spatial and time integration components of OP2A. This case is un-
steady, with a predictable analytical solution, making it a prime candidate for use when
assessing the performance of OP2A in a number of areas; including grid independence
and the parallelisation efficiency test presented in Chapter 4.

5.2.1 2d Shock Tube Simulations and Analytical Comparisons

A two-dimensional shock tube case utilised for evaluating the accuracy of spatial and
time integration routines, as well as assessing grid independence and the assessment
of parallelisation performance presented in Chapter 4.

The shock tube was first utilised to test the accuracy of integration routines, with the
results being compared to the calculated analytical solution for this shock tube case.
To this end a shock tube case was simulated using a setup similar to that originally
presented by Sod (1978). The shock tube consists of two regions of N2 gas separated by
a discontinuity, released at time t = 0 s and allows to evolve over time. The walls are
in this case chosen to be adiabatic slip walls in order to have no effect on the gas, in line
with one dimensional studies of this case. The initial conditions for the shock tube case
are shown in Table 5.5.

TABLE 5.5: Initial values for the simulated shock tube case.

left right

ρ (kg m−3) 1.0 0.125

u (m s−1) 0.0 0.0

p (Pa) 99951.5 9995.2

Whilst the shock tube can be considered a one dimensional case, these results were
simulated in two dimensions, as demonstrated by Figure 5.19. This image shows the
expected lack of variance in the y direction.
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FIGURE 5.19: Two dimensional view of shock tube temperature profile after 0.01 s.

The significant results of this simulation can be most easily seen in one dimensional
plots, which are used in order to demonstrate the accuracy of OP2A’s solutions. The
one dimensional results of the simulation after 0.01 s are shown in Figure 5.20 alongside
an analytical calculation of their expected outcomes. These results serve as part of the
validation of OP2A.



108 Chapter 5. Results

FIGURE 5.20: Shock tube numerical results (blue) after 0.01 s of time evolution with
their analytical equivalents (black); a) Mass density, b) Pressure, c) Velocity, d) Tem-

perature.

The results shown in Figure 5.20 were generated using the AUSM spatial integration
scheme. The time integration scheme utilised was the forward Euler method.

The presented results show small levels of discrepancy between numerical and an-
alytical results, particularly about discontinuity points due to resolution limitations.
These results are well in line with expectations and compare reasonably to shock tubes
simulated with the AUSM scheme presented by Hajman et al. (2007). It would be ex-
pected that the discrepancies between numerical and analytical solutions will reduce
with increasing resolution and that results will otherwise be unaffected. Hence, a brief
investigation of grid resolution independence was undertaken.

Grid Independence

Simulation results were obtained for shock tubes with x-direction resolutions of 500,
1000 and 2000 cells across the −10 m to 10 m domain. These results, shown in the tem-
perature plot in Figure 5.21, display the expected behaviour of numerical results ap-
proaching analytical results as resolution increases. No anomalous behaviour is noted.
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FIGURE 5.21: Shock tube temperature profile at different x direction resolutions.

Summary

Shock tube plots show accurate performance by spatial and time integration routines
for this subsonic case. Grid independence has also been demonstrated and parallelisa-
tion efficiency has been assessed and found to be satisfactory, as presented in Chapter
4.

With this work completed, the fundamental components of OP2A were considered to
be successfully verified. Thus, in order to demonstrate OP2A’s utility for capsule opti-
misation simulations, a series of axisymmetric simulations were performed.

5.3 Two Dimensional Axisymmetric Investigations

Following evaluation of the spatial and time integration routines, a series of two di-
mensional simulations were performed in an axisymmetric configuration. These began
with the hypersonic double-cone flow case; a commonly used validation case for CFD
suites which has been utilised by Candler et al. (2002); Holloway et al. (2022); Knight
et al. (2012); Expósito and Rana (2019) to name but a few.
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5.3.1 Double Cone Investigations

The double-cone case produces a number of complex interacting fluid phenomena, in-
cluding interactions between shock and expansion waves, a separation region and a
detached boundary layer. The shape of the double cone is relevant to several areas of
re-entry craft geometry, hence its common usage. This case is also noteworthy for it
non-equilibrium behaviour; as its features can be resolved numerically and found to
agree well with experiments when in thermochemical equilibrium, but results differ
significantly when non-equilibrium is simulated, as described within Park (2013).

The standard double cone setup consists of two differently inclined cones as described
by Figure 5.22. The lower boundary of the cones is an axisymmetric boundary.

FIGURE 5.22: Geometry of the axisymmetric double cone spatial domain.

This case was simulated using the AUSM spatial integration scheme and the forward
Euler time integration scheme. The geometry described in Figure 5.22 was simulated
in a N2 flow with freestream conditions described in Table 5.6.

TABLE 5.6: Freestream flow conditions for the double cone case in thermal equilib-
rium.

Variable Freestream Value
ρN2 (kgm−3) 5 × 10−4

u (ms−1) 3,000

Tt (K) 250

p (Pa) 37.1

This simulation produces an overall flow shape as shown in the Mach number profile
in Figure 5.23. This Mach number flow field’s overall shape shows strong qualitative
agreement with similar work both numerical and experimental presented by Knight
et al. (2012).
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FIGURE 5.23: Overview of Mach number distribution for the axisymmetric double
cone case in thermal equilibrium across the entire domain.

The streamlines shown in Figure 5.23 show no unexpected behaviour, with those enter-
ing below the triple point (∼ y = 0.3 m) being contained within the supersonic region.
A closer look at the region around the triple point (Figure 5.24) shows the sonic line
separating the subsonic and supersonic regions as evidenced by Knight et al. (2012).
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FIGURE 5.24: Overview of Mach number behaviour about the point of shock interac-
tion for the axisymmetric thermal equilibrium double cone case.

Figure 5.24 also shows evidence of a separation region at the intersection of the cones.
Observing a plot of the pressure contours (Figure 5.25) shows some limitations with
the achieved results.
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FIGURE 5.25: Overview of pressure behaviour about the point of shock interaction for
the thermal equilibrium double cone case.

Figure 5.25 shows clear evidence of a recompression shock occurring downstream of
the shock interactions. However, a limitation is clear in the appearance of the two high
pressure regions. These regions would be expected to be distinct and clearly separated
from one another, Figure 5.25 shows them to be interconnected. The expected discon-
nected zones are shown in the results of Knight et al. (2012) presented in figure 5.26.
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FIGURE 5.26: Results of pressure behaviour about the point of shock interaction for
the thermal non-equilibrium double cone case as presented by Knight et al. (2012)

The differences between these results has likely come about as a result of the limited
resolution of the simulations achievable within the time frame of this work. As such,
improving available resolution constitutes a clear area for future work, such work will
be made easier by the parallelisation system described in Chapter 4. The temperature
profile for this case is shown in Figure 5.27 and shows good agreement with the work
of Candler et al. (2002) presented in Figure 5.28.
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FIGURE 5.27: Overview of temperature behaviour across the whole simulation do-
main for the thermal equilibrium double cone case. Translational temperature is

shown on the left figure, and vibrational on the right.

Figure 5.28 displays the results of a double cone flow with similar geometry, but with
quantitatively different flow parameters, thus an exact quantitative match is not to be
expected. The work of Candler et al. (2002) also concerns a thermal non-equilibrium
case, leading to a lower overall temperature in Figure 5.28. Key reproduced quali-
tative features include the triple point, sonic line and separation shock as previously
mentioned, though positions differ, as is to be expected due to the quantitative flow
differences.
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FIGURE 5.28: Temperature contours over the simulation domain of a qualitatively
similar double cone case, as presented by Candler et al. (2002).

Key features of Figure 5.27 include the temperature profile include a high temperature
subsonic region and a low temperature region at the cone intersection. In addition,
density gradient profiles can be extracted from these results for further analysis, and
are presented in Figure 5.29.
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FIGURE 5.29: Density gradient magnitude across the simulation domain for the ther-
mal equilibrium double cone case.

Figure 5.29 can be compared with the results of a similar simulation presented by
Expósito and Rana (2019) shown in Figure 5.30. Simulation conditions are not iden-
tical between these works, hence exact quantitative alignment is not to be expected.
Gradient profiles should however be expected to align well.
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FIGURE 5.30: Density gradient magnitudes for a thermal equilibrium double cone
case, as presented by Expósito and Rana (2019).

Figures 5.29 & 5.30 show reasonable qualitative agreement with one another. Indi-
vidual shock and expansion distinguishing lines are distinct, with similar geometries.
As previously, quantitative flow values differ between works, hence exact quantita-
tive alignment is not to be expected. However, these results, whilst not constituting
a conclusive quantitative verification, provide reassurance of OP2A’s ability to resolve
complex flow features.

Summary

Double cone behaviour has been simulated with reasonable accuracy using OP2A. Key
flow features including multiple shocks and their interactions have been shown and
examined in multiple profiles, together with comparisons to other published works
showing good agreement. The limits of achievable resolution have been shown in ar-
eas of complex shock interactions, and will need to be considered for future simulation
work. Following this, a series of axisymmetric capsule forebody simulations were per-
formed in order to examine their flow features and post shock thermochemistry.

5.3.2 Capsule Simulations

The last set of investigations were a series of capsule simulations were performed in
order to investigate the post shock thermochemical behaviour whose significance was
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described in Chapter 1. Each of these capsules was simulated at zero angle of attack. It
should be noted that these capsule simulations are limited in their lack of modelling of
radiative and ablative effects, both of which have been reported by Winter et al. (2019)
to affect flow features such as shock standoff distance.

Hayabusa Capsule Forebody Simulation

The Hayabusa re-entry capsule re-entered Earth’s atmosphere in June of 2010 carrying
samples from the asteroid Itokawa, as part of a JAXA mission. This capsule’s forebody
was simulated by OP2A in a two dimensional axisymmetric configuration. The fore-
body shape consists of a hemisphere nose with diameter of 202 mm leading into a conic
side body with a cone half angle of 45◦. This geometric configuration mirrors that used
by ISHII et al. (2008) and is shown in Figure 5.31.

Rc = 0.202 m

45o

Diameter = 0.404 m

FIGURE 5.31: Geometry of the Hayabusa capsule forebody cross-section, the dotted
line marks the edge of the forebody.

This capsule forebody was simulated at zero angle of attack with flow conditions which
mirror those found at an altitude of 60 km, as outlined in Table 5.7. An axisymmetric
boundary was placed at y = 0.0 m which corresponds to the capsule symmetry axis.

TABLE 5.7: Freestream flow conditions for the Hayabusa capsule forebody simulation
at altitude 60 km.

Variable Freestream Value
ρ (kgm−3) 3.1 × 10−4

u (ms−1) 11,029

Tt (K) 247.2

Tv (K) 247.2

p (Pa) 37.1
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The conditions in Table 5.7 are obtained from the work of Takahashi and Yamada (2018).
This capsule was simulated using the AUSM scheme in a 5 species air flow with active
chemistry in thermal non-equilibrium, with the aim of studying the stagnation line
chemistry profile. The resulting pressure distribution is shown in Figure 5.32.

FIGURE 5.32: Pressure distribution across the Hayabusa forebody at 60 km at zero
angle of attack.

This pressure distribution shows a sharp shock front consistent with expectations. In
order to examine chemical behaviour, we can observe the behaviour of nitrogen species
in the vicinity of the stagnation point, shown in Figures 5.33 & 5.33.
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FIGURE 5.33: N2 mass density distribution in the vicinity of the stagnation point.

FIGURE 5.34: N mass density distribution in the region of the stagnation point.
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Figures 5.33 & 5.34 appear to confirm the expected behaviour of nitrogen dissociation
upon entering the high temperature region behind the shock. This behaviour can be
examined in greater detail using stagnation line plots of chemical species ratios, as
seen in Figure 5.35.

FIGURE 5.35: Chemical species mass density fractions along the stagnation line of the
Hayabusa capsule.

The mass density fractions in Figure 5.35 show diatomic species declining sharply in
the region of highest temperature, with their monatomic counterparts concurrently in-
creasing, as seen in Figure 5.36.
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FIGURE 5.36: Temperatures along the stagnation line of the Hayabusa capsule.

Figures 5.35 & 5.36 can be directly compared to other published works which simu-
late the Hayabusa re-entry, and shows strong qualitative agreement with many others,
including those of Takahashi and Yamada (2018) shown in Figure 5.37.

FIGURE 5.37: Temperatures and species mole fractions along the stagnation line of the
Hayabusa capsule as presented by Takahashi and Yamada (2018) at an altitude of 57.9

km.
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The results produced by OP2A along the stagnation line also show strong qualitative
agreement with other Hayabusa capsule simulations including those of Ozawa et al.
(2011); Fahy et al. (2021); Suzuki et al. (2014). OP2A’s results also show a strong quan-
titative alignment with the results of Ozawa et al. (2011), which produce a peak and
an equilibrium temperature of around 54,000 K and 18,000 K respectively for similar
inflow conditions. OP2A’s temperature profile results can also be quantitatively com-
pared to those of Kihara et al. (2013), shown in Figure 5.38.

FIGURE 5.38: Temperatures along the stagnation line of the Hayabusa capsule as pre-
sented by Kihara et al. (2013) at an altitude of 52.2 km.

The presented results of Kihara et al. (2013) were obtained using an inflow velocity that
was over 1,000 ms−1 lower than OP2A’s; corresponding to a lower altitude than OP2A’s
results. Due to this there is a difference in the peak and equilibrium temperatures of
the order of 104 K. Such differences are to be expected for such a magnitude of inflow
velocity difference; as can be seen in the peak temperature of Takahashi and Yamada
(2018), which is tens of thousands of Kelvin higher, caused by a 2,000 ms−1 increase in
inflow velocity.

One particular quantitative point which can still be noted, is the high equilibrium tem-
perature produced by OP2A when compared to other published Hayabusa simula-
tions. This behaviour is a limitation of the AUSM spatial integration scheme, which
is known to produce overshoots in quantities behind shocks under certain conditions
(as noted in Chapter 3). This can also be seen to affect the shock standoff distance
in Figure 5.32, which is approximately 3 mm larger than would be expected based on
similar work. In spite of this limitation, the results produced by OP2A fall well within
the expected quantitative ranges of other published works. Temperature profile shapes
remain reasonable, and chemical species profiles show strong qualitative agreement
with the results of Fahy et al. (2021) in particular. Additionally, OP2A reproduces flow
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shapes and features about the capsule very well, with no qualitative errors being ap-
parent.

Stardust Capsule Forebody Simulation

The Stardust re-entry vehicle returned to Earth in 2006 as part of a NASA comet sample
collection mission. This capsule forebody consists of a hemispheric nose with a curva-
ture diameter of 0.2286 m, leading into a cone of half angle 60◦. This geometry mirrors
that utilised by Liu et al. (2010) and is shown in Figure 5.39.

Rc = 0.2286 m

60o

Diameter = 0.8128 m

FIGURE 5.39: Geometry of a cross-section of the Stardust capsule forebody, the dotted
line marks the edge of the forebody.

An axisymmetric boundary is placed at the capsule symmetry axis, y = 0.0 m. This cap-
sule forebody was simulated in flow with freestream conditions approximating 65 km
altitude, as presented by Liu et al. (2010) and summarised in Table 5.8.

TABLE 5.8: Freestream flow conditions for the Stardust capsule forebody simulation.

Variable Freestream Value
ρ (kgm−3) 1.4 × 10−4

u (ms−1) 11,414

Tt (K) 230.8

Tv (K) 230.8

p (Pa) 9.4
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This capsule was simulated using the AUSM scheme in a 5 species air flow with active
chemistry in thermal non-equilibrium, with the aim of studying the stagnation line
chemistry profile. The resulting pressure field is shown in Figure 5.40.

FIGURE 5.40: Pressure distribution across the Stardust forebody.

The pressure distribution shows the desired strong shock, however, in common with
the earlier Hayabusa simulations, shock standoff distance is overestimated when com-
pared to similar work such as that of Liu et al. (2010). This can again be attributed to a
limitation of the AUSM scheme, together with post-shock temperature overshoots, as
evidenced in Figure 5.41.
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FIGURE 5.41: Temperature profiles along the stagnation line of the Stardust capsule.

In common with the Hayabusa capsule, these overshoots do not appear to drastically
modify the temperature profile shapes, which are qualitatively comparable to those of
Mankodi et al. (2019), shown in Figure 5.42.

FIGURE 5.42: Temperature profiles along the stagnation line of the Stardust capsule as
presented by Mankodi et al. (2019).
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Similarly, chemical concentrations along the stagnation line maintain a reasonable pro-
file shape, as seen in Figure 5.43.

FIGURE 5.43: Chemical species mass density fractions along the stagnation line of the
Stardust capsule.

These species concentration profiles show shapes show some qualitative similarity to
those presented by Liu et al. (2010) and Mankodi et al. (2019). This chemical behaviour
can be seen to exhibit no anomalous changes when moving radially away from the
stagnation line, as can be seen in the behaviour of oxygen species’ concentrations in
Figures 5.44 & 5.45.
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FIGURE 5.44: O2 mass fraction distribution in the region of the Stardust capsule’s
stagnation point.

FIGURE 5.45: O mass fraction distribution in the region of the Stardust capsule’s stag-
nation point.

In the case of the Stardust capsule, discrepancies are more prominent when compared
to the Hayabusa results. In particular, when OP2A’s Stardust results are quantitatively
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compared to those of Liu et al. (2010), large differences can be observed. In particu-
lar, peak and equilibrium temperatures of around 60,000 K and 22,000 K respectively,
are higher than would be expected, and much higher than the values of approximately
26,000 and 12,000 presented by Liu et al. (2010). Indeed, OP2A’s results are more in line
with those of Mankodi et al. (2019) and Martin et al. (2012), both of which utilise higher
inflow velocities. This large quantitative disagreement is likely due to the limitations
of the AUSM scheme causing post shock quantity overshoots. This can be rectified
through the use of the AUSMDV scheme as outlined in Chapter 3, however this un-
dertaking was not possible within the timeframe of this work. This point is discussed
further in Chapter 6

Summary

The simulation of two capsule forebodies, Hayabusa and Stardust, was performed us-
ing OP2A with the specific aim of examining thermochemical behaviour along the cap-
sule’s stagnation line. Both capsule forebodies have been successfully simulated, but
the limitations of the AUSM spatial integration scheme have been made apparent par-
ticularly for the Stardust capsule. Limitations upon attainable resolution within the
timeframe of this work may also have played a part, as is discussed further in Chapter
6. This Stardust discrepancy also causes the apparent agreement of the Hayabusa sim-
ulations to require further examination, as will also be discussed in Chapter 6. In spite
of this, good qualitative agreement is shown for temperature and species mass fraction
profile shapes across both capsules. In addition, flow fields show strong qualitative
agreement with other works and no anomalous features.
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6

Conclusions and Future Work

”By no process of sound reasoning can a conclusion drawn from limited data have
more than a limited application. ”

– Joseph William Mellor

6.1 Summary

This work has been undertaken to investigate the possibilities of producing a numerical
toolkit specialising in capsule optimisation simulations. Work has been put into deter-
mining the optimal methods for doing so, and investigating advantages and limita-
tions. An effort has been undertaken to create a CFD toolkit specialising in conducting
simulations for the optimisation of space capsule design. The motivation behind, de-
velopment of, and initial results obtained by this toolkit, ’OP2A’ have been presented.
OP2A is a new multiphysics hypersonic CFD toolkit written in object oriented C++ by
the author. OP2A is designed to be optimised for the simulation of hypersonic flows
in thermochemical non-equilibrium, such those about re-entry vehicles; with a number
of specific features to facilitate simulations pertaining to space vehicle design optimi-
sation.

OP2A is unique among open-source non-equilibrium CFD toolkits, as it discretises us-
ing block-structured Cartesian meshes, in order to facilitate rapid mesh generation, as
well as efficient processing due to mesh regularity. This rapid mesh generation facili-
tates the rapid simulation of different capsule geometries with minimal additional time
requirements. OP2A utilises the properties of object oriented programming to create
an efficient, flexible and extensible toolkit in order to facilitate the testing of thermo-
chemical non-equilibrium models. Overriding polymorphism is used throughout, and
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allows the user to select simulation components interchangeably, including thermo-
chemical models and numerical integration methods. This allow simulation methods
to be rapidly interchanged, as required by changes to re-entry capsule geometry. This
polymorphism also makes OP2A easy to extend to additional models and methods, an
extremely useful trait when investigating thermochemical non-equilibrium effects.

OP2A simulates an extended system of Navier-Stokes equations. This includes formu-
lae governing the effects of thermochemical non-equilibria upon the Navier-Stokes sys-
tem. Such models include multiple tools for calculating viscous quantities; the Wilke
model and the Gupta model. As well as the capacity to simulate different chemical
mixtures in varying states of thermal non-equilibrium. Multiple temperatures can be
specified in order to model the degree of thermal non-equilibrium within a mixture.
These chemical mixtures include Earth and Mars atmospheres and Argon mixtures
commonly found in laboratory work. Work has been presented using the 5 and 11
species Earth atmosphere mixtures, with full chemistry included featuring 17 and 41
reactions respectively as well as a three species Argon mixture.

OP2A is fully flexible regarding the choice of simulation methods employed and fea-
tures multiple models for the solution of the extended Navier-Stokes system as well as
multiple numerical methods for their evolution. These include the AUSM and AUS-
MDV spatial integration schemes and two time integration schemes; forward Euler
and Runge-Kutta two step. In addition there are multiple flux limiting schemes incor-
porated. All of these components and models can be used interchangeably allowing
for additional flexibility.

OP2A feature a hybrid parallelisation scheme and is parallelised over shared mem-
ory systems and utilises overriding polymorphism to allow for run-time simulation
changes. The efficacy of this parallelisation has been presented in terms of simula-
tion run-time decrease and found to be close to optimal, with very little evidence of
implementation overheads. OP2A is also designed to facilitate hybrid parallelisation
with MPI for the undertaking of larger scale simulations. OP2A also features an error
handling system allowing it to overcome difficulties associated with thermochemical
non-equilibrium adaptively, allowing for optimised time step values throughout an
unsteady simulation, outside of the regular CFL considerations. This system provides
additional stability to simulations upon altering simulation geometry and/or models.

OP2A has been used to perform various simulations in order to demonstrate the effec-
tive implementation of its models. These begin with zero dimensional analyses of the
thermochemical models implemented; performed by simulating heat baths and relax-
ing them over time. These were performed for a variety of temperatures and with a
variety of chemical mixtures. Their results were then used to determine the accuracy of
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the thermochemical models currently present in OP2A. Simulations of diatomic nitro-
gen in states of thermal non-equilibrium showed a strong degree of qualitative agree-
ment with results produced by LeMANS as well as the hy2foam results of Casseau et al.
(2016b), in addition to strong quantitative agreement.

A series of heat baths were simulated containing a five species air mixture containing;
N2, O2, NO, N, O. These simulations again show a strong degree of qualitative align-
ment with the work of Casseau et al. (2016b) as well as Haas and McDonald (1993) and
Scanlon et al. (2015). A limited quantitative assessment has also shown good agree-
ment with other published works including Casseau et al. (2016b). These air-5 heat
baths were simulated in various states of thermal non-equilibrium and both chemical
and temperature behaviour was found to be as expected when compared to the earlier
N2 heat bath tests.

This series of air-5 heat baths was followed by a series of similar simulations utilising
an 11 species air mixture; containing all of the air-5 species as well as their charged
equivalents and electrons. The behaviour of neutral species’ concentrations over time
remained largely unchanged from the air-5 testing. This was expected behaviour and
occurred simply due to the relatively lower levels of charged species. The behaviour
of charged species’ concentrations was examined and found to be explicable with ref-
erence to the behaviour of temperature(s) over the simulation timeframe. No partic-
ular anomalous behaviour was noted in either temperature or species concentration
behaviour over the course of these simulations. These zero dimensional tests served
to provide information on the accuracy of OP2A’s thermochemical modelling compo-
nents.

Next a series of two dimensional simulations was performed. These utilised a standard
shock tube setup, with two regions of static N2 gas separated by a discontinuity and is
useful due to the existence of an analytical solution. This case was simulated in ther-
mochemical equilibrium and used to test OP2A’s spatial and time integration routines.
The resulting numerical profiles for density, temperature, pressure and velocity were
compared to their analytic expectations. These profiles showed minor differences lo-
cated at discontinuity points, in common with other presented shock tube work such as
Hajman et al. (2007). This case was then used to test a number of ancillary qualities of
OP2A. Grid independence was tested by simulating the shock tube case at various res-
olutions. As expected, the numerical results approached their analytical equivalent as
resolution increased, and no anomalous results were noted. The shock tube case was
also used to test the performance of OP2A’s parallelisation scheme. The shock tube
case was simulated with varying numbers of computational cores and the total run
time recorded. The run time decreased close to linearly with increasing core numbers,
demonstrating an efficient parallelisation scheme with little overhead.
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Lastly, a series of two dimensional axisymmetric simulations were performed. These
began with simulations of a double cone object in a hypersonic flow. This setup was
simulated in an axisymmetric configuration and flow distributions were analysed for
the presence of key features. These features, including shock waves and their various
interactions were clearly identified, and directly compared to other published results
including those of Expósito and Rana (2019). Whilst exact quantitative comparison was
not possible, qualitative agreement was found to be strong.

The next series of axisymmetric simulations were of re-entry capsule forebodies. These
simulations were undertaken with the aim of investigating OP2A’s ability to model
the flow about re-entry capsules, including their thermochemical behaviour along the
capsule’s stagnation line. The first capsule to be simulated was the Hayabusa re-entry
capsule utilised by JAXA. This capsule’s forebody was simulated in an axisymmetric
configuration in an air-5 flow in thermochemical non-equilibrium. The AUSM spatial
integration method was utilised. The presented results show the existence of the ex-
pected sharp bow shock, and temperature profiles show shapes along the stagnation
line which are both qualitatively and quantitatively similar to those presented by other
similar works. Chemical species concentration levels show similarly accurate shapes.
However, the temperature profiles showed some discrepancies in the average equi-
librium temperatures behind the shock, as well as shock stand-off distance, likely a
limitation of the AUSM scheme.

A similar simulation was performed using the forebody of the Stardust capsule. This
simulation showed a similar level of qualitative agreement with other works when
evaluating profile shapes, for temperatures and species concentrations, along the stag-
nation line. However, a larger discrepancy in temperature profile along the stagnation
line was noted when compared to the work of Liu et al. (2010). These discrepancies
were again attributed to the limitations of the spatial integration scheme used. Both
of these capsule simulations have demonstrated the immediate capabilities and limita-
tions of OP2A and the models it employs.

6.2 Conclusions

This work set out with the aim of determining whether a numerical toolkit could be
created to better simulate re-entry flow for capsule design optimisation. In addition,
this work aimed to ascertain the advantages and limits of such an approach. To this
end a new hypersonic CFD toolkit, OP2A, has been developed and presented, together
with its initial results. OP2A specialises in performing simulations which can inform
the design of space vehicles, and has been designed and built with a number of features
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specifically to facilitate this. The effectiveness of OP2A in performing simulations per-
tinent to the study of re-entry flows and capsule design has been evaluated and several
significant simulation results have been obtained.

OP2A is an object-oriented multiphysics CFD toolkit featuring a novel combination
of features designed to facilitate simulations for space capsule design testing. OP2A
is unique among open-source object-oriented multiphysics CFD suites in prioritising
block-structured Cartesian meshes over the more commonly used unstructured mesh.
This feature permits much more rapid mesh generation, an extremely useful quality for
performing capsule optimisation simulations. OP2A also features the capability of hy-
brid parallelisation, over both shared and distributed memory systems, with OpenMP
and MPI respectively. This provides a more efficient parallelisation scheme than pure
MPI implementations, particularly when operating on machines with large number of
cores per compute node. Once these features were designed and implemented, work
was done to test OP2A and draw conclusions regarding its strengths and limitations.

Any space vehicle re-entry simulation requires the ability to model non-equilibrium
flows. Zero dimensional heat bath testing was used to evaluate the efficacy of OP2A’s
thermal relaxation modelling in order to demonstrate the software’s ability to model
post shock flows in thermal non-equilibrium. The results show clear and strong agree-
ment with those obtained using LeMANS and hy2foam, presented by Casseau et al.
(2016b). This was clear both in terms of qualitative behaviour and using estimated
quantitative metrics such as eventual equilibrium temperature. The only noted differ-
ence being a very small ’lag’ in vibrational temperature equilibration in the high Tv

case, readily attributable to the lower time step utilised by OP2A. This constitutes a
welcome result for a two temperature model splitting energy between a translational-
rotational mode and a vibrational-electronic-electron mode. This result was obtained
using various temperature splits, limited by the range of temperatures under which
the diffusive and thermal relaxation models are known to be valid. These tempera-
tures cover a reasonable portion of those expected in the hypersonic regime. Overall
temperature equilibrated towards the translational temperature, as expected, and no
anomalous behaviour was noted. Whilst these temperature ranges are hypersonic rel-
evant, they do not cover the entire range of temperatures used in this work, due to
unexpected overshoots, as will be discussed later within this section. Whilst these re-
sults are constrained to only one temperature split with two temperatures total, they
demonstrate the ability of OP2A to correctly model energy exchange between modes.
This means that thermal modelling capabilities are both reasonably accurate and read-
ily expandable, satisfying two key requirements.

Zero dimensional heat bath simulations were also used to assess the accuracy of OP2A’s
chemical modelling, another vital component to re-entry capsule simulation. Results
were obtained using 5 and 11 species air mixtures in various states of thermal non-
equilibrium. The 5 species air model, relaxed in thermal equilibrium, produced results
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which were directly qualitatively comparable to the work of Casseau et al. (2016b).
When compared, the behaviour of species concentrations showed good qualitative
agreement with such works. In particular, the rates of the dominant dissociation re-
actions showed strong agreement. Certain aspects of OP2A’s chemical response were
found to lag their comparators from LeMANS, which was evident in both chemical and
thermal response. However such a degree of divergence is not considered to be un-
expected given differences in simulation time step and uncertainties in initial species
concentrations applied. Repetition of these heat bath simulations with an exact time
step match would be of interest to quantify the relative magnitude of the effects of time
step differences and initial concentration uncertainty. Overall, the agreement between
OP2A’s results and those of other comparable code suites was found to be strong. This
testing was then repeated in thermal non-equilibrium. Whilst direct comparison with
existing work was not possible, all aspects of concentration behaviour were readily
explained by the relative magnitudes of the translational, vibrational and Park temper-
atures. The behaviour of temperatures over the simulated time period appeared as a
straightforward combination of the chemical and thermal relaxation effects shown in
prior simulations, as expected.

These air-5 heat bath tests were repeated using an 11 species air mixture. Neutral
species’ behaviour shows strong similarity with their air-5 counterparts, as should be
expected given their higher concentrations at the temperatures considered. Charged
species show expected qualitative behaviours based upon the behaviour of tempera-
tures over time. The strong match between electron density and positive ion density
shows that quasi-neutrality was achieved throughout to a reasonable degree of accu-
racy with less than 1% discrepancy. This chemical modelling was however limited in
a key regard, OP2A utilises a single controlling temperature for each reaction, for both
forward and backward reaction rates. This likely leads to inaccurate predictions of re-
actions rates for multiple reaction types. In particular, reactions involving electrons as
a participant in one direction only (for example dissociative recombination reactions)
will be likely governed by electron temperature in one direction and translational tem-
perature in the other. The modelling performed by OP2A did not account for this,
and may thus have some discrepancy when compared to other work. However, such
reactions are typically low in frequency in the case studied herein, hence these discrep-
ancies should be small. Regardless, an assessment of this effect would constitute a clear
avenue for future work.

Whilst the thermochemical testing showed no anomalous behaviour in reaction rates
and strong agreement with other work in a number of metrics, it was also limited by
overall modelling constraints. The presented results lack any evaluation of radiative
effects, and electromagnetic effects are limited to those presented by electron pressure
gradients. Both of these limitations will exclude certain types of behaviour which may
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be significant in certain thermochemical environments and will be discussed in the
following section in greater detail.

The evaluation of the accuracy of time and spatial integration routines began with a two
dimensional shock tube case, utilised due to its calculable analytic solution. This was
simulated using N2 in thermochemical equilibrium using the AUSM and forward Euler
schemes for spatial and time integration respectively. The numerical results produced
by OP2A align well with analytic expectations, with differences at expected levels for
the schemes used. This case was then used to demonstrate grid resolution invariance,
and evaluate the effectiveness of OP2A’s parallelisation scheme. Grid invariance was
clearly demonstrated for the shock tube case, further reinforcing the good agreement
between numerical and analytical solutions. In future work, grid invariance should
ideally be demonstrated for a greater range of cases, particularly more complex cases.
Parallelisation was shown to be highly efficient across shared memory systems. This
investigation could be expanded in future by investigating the effects of simulation size
upon computational efficiency; to ensure that efficiency is not compromised as simu-
lations increase in scale. An avenue for further future verification of OP2A’s thermo-
chemical modelling would be through comparison with recently produced quantitative
chemistry data, such as that presented by Torres et al. (2022).

In order to demonstrate OP2A’s resolution of complex flow fields, a 2d axisymmetric
simulation of the double cone case was performed. The results of this simulation were
compared to equivalents in the surrounding literature, including Candler et al. (2002)
and Expósito and Rana (2019). Whilst these comparisons yielded promising qualita-
tive alignment, they could not be directly compared due to differing inflow conditions.
Reappraising this case with identical inflow conditions is a clear opportunity for future
work, and would allow a more thorough quantitative assessment. In spite of this, the
qualitative comparisons show strong agreement, with no unexplained or anomalous
features present.

Simulating cases relevant to capsule design requires OP2A to be able to implement ther-
mochemical non-equilibrium models in more realistic re-entry configurations. In order
to investigate such post-shock thermochemical behaviour, various capsule forebodies
were simulated in a two dimensional axisymmetric configuration and post shock flows
analysed. Grids corresponding to multiple capsules were generated rapidly owing to
the simple grid type utilised by OP2A. The behaviour of temperatures and chemical
species concentrations along the stagnation line were then presented and examined.

The first chosen capsule was the Hayabusa capsule, simulated in re-entry conditions
corresponding to an altitude of 60 km. The gas mixture used was air-5 in thermochem-
ical non-equilibrium. The shape and resolution of the produced boy shock were found
to be in good agreement with other published simulations, including those of Kihara
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et al. (2013) and Ozawa et al. (2011). Examining temperature and chemical species con-
centration profiles along the stagnation line showed that they possess strong qualitative
agreement with publications of similar simulations. Additionally, reaction behaviours
show reasonable behaviour with respect to the behaviour of their controlling temper-
atures. Quantitative comparisons with existing work were limited by the differences
in altitude of conducted simulations. However, quantitative values such as peak and
equilibrium temperatures fell within expected quantitative ranges. However a dis-
crepancy in post-shock equilibrium temperature was potentially found; this is found
in conjunction with an overestimation of the shock stand-off distance (SSD). These dis-
crepancies are likely a limitation of the AUSM spatial integration scheme used, and
lead to temperature and SSD values which align more closely with the DSMC simula-
tions of Ozawa et al. (2011) than most comparable CFD simulation results Takahashi
and Yamada (2018); Fahy et al. (2021); Suzuki et al. (2014). The AUSMDV spatial inte-
gration scheme is implemented within OP2A, and would be expected to rectify these
overshoots Wada and Liou (1997). However, results using this scheme were not ob-
tained within the time frame of this work and hence constitute a promising avenue for
future work.

The second capsule simulated was the Stardust capsule, with inflow conditions corre-
sponding to an altitude of approximately 65 km. The overall flow field showed strong
qualitative alignment with the simulation results of Trumble et al. (2010b). Again tem-
perature and species concentration profiles along the stagnation line were examined.
It remained true that for all profiles reasonable qualitative agreement was shown be-
tween OP2A’s results and other published works. This included the manner in which
Stardust’s results differed from Hayabusa’s; with a smaller equilibrium region behind
the shock in common with Liu et al. (2010). This leads to concurrent smaller plateaus of
chemical concentration behind the shock, again in common with Stardust simulations
as presented by Liu et al. (2010) among others. However, in the Stardust case, the in-
flow conditions were chosen to match those of Liu et al. (2010), however, differences in
simulation method render exact quantitative alignment of results unfeasible. Specifi-
cally, the simulations of Liu et al. (2010) feature not only radiative modelling, but also
completely different chemistry including Carbon and Argon species. The temperature
profiles of OP2A feature higher peak and equilibrium temperatures than those of Liu
et al. (2010). These temperatures are also somewhat above expectations when com-
pared to other Stardust simulations, such as those of Trumble et al. (2010b) and Martin
et al. (2012). However, quantitative comparisons with such works are difficult due to
differences in inflow conditions used. In addition, published works may vary signif-
icantly in output for similar input conditions, as can be seen in the results of Shang
and Surzhikov (2011) and Martin et al. (2012), rendering such quantitative compar-
isons even more difficult. As with the Hayabusa case, these results are attributable to
the limitations of the AUSM spatial integration scheme, with Liu et al. (2010) instead
utilising the Steger-Warming flux vector splitting scheme.
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An additional form of uncertainty is attributable to resolution limitations upon the pro-
duced capsule results. In a particular example, the discrepancies in shock stand-off dis-
tance may be partially explicable through the capsule geometry uncertainty of order of
magnitude of around 0.5 mm. The exact quantitative effects of this upon the produced
shock stand-off distance are difficult to estimate ab initio. A grid variance study of the
Stardust case would yield information regarding this, and should hence be considered
a priority area of future study.

The research aimed to determine whether it is possible to produce a numerical toolkit
better tailored to simulations for capsule optimisation. Such a toolkit, OP2A, has been
designed, developed and characterised, with verification performed and clear advan-
tages and limitations described. The optimal methods for a capsule optimisation toolkit
to use have been put forward and these suggested methods have been implemented
within OP2A. OP2A has been used to perform simulations relevant to capsule design in
order to test the efficacy of these methods. These completed simulations have demon-
strated the efficacy and limitations of the implemented methods, and the creation of a
toolkit in line with the objectives set out in Chapter 1 of this document. The creation of
OP2A as an open-source software tool will hopefully prove useful for the hypersonic
CFD community, both in its current form, and with any of the future refinements which
will now be suggested.

6.3 Future Work

Whilst OP2A has been proven to be capable of performing re-entry simulations rele-
vant to space vehicle optimisation, there remain several improvements and expansions
which can be made; to expand the range of possible simulations, and to improve the
already present capabilities. Such expansions open up possibilities for simulating ever
more complex and interesting behaviour, whilst retaining OP2A’s rapid simulation ca-
pabilities.

The first key area of improvement would be the thorough verification of the AUSMDV
spatial integration scheme in order to obtain better evaluations of post-shock tempera-
tures and shock stand-off distances. Beyond this, the most obvious addition to OP2A
to allow for more rapid simulation with AUSMDV would be the implementation of
implicit time integration methods. Such methods would mitigate a large percentage
of the overshoots mentioned in section 4.4 without the need for lower time step in-
crements. OP2A is built so as to allow for different time integration methods to be
implemented without requiring modifications to other areas; hence implementing an
implicit method will be relatively straightforward. Implicit time integration methods
would also be expected to improve the accuracy of derived quantities including those
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explored herein. They would also allow for improved direct quantitative comparisons
with existing work, many of which utilise implicit time integration schemes.

Implementation of implicit time integration methods would also facilitate the use of
further spatial integration schemes. This is due to the fact that more accurate spatial
integration methods are more sensitive to time step constraints when explicit time in-
tegration schemes are used. For example the AUSMPW+ scheme, which requires addi-
tional stencil information for each flux evaluation. This additional stencil information
is readily available within OP2A due to the object layout described in Chapter 4.

In order to further improve OP2A’s simulation speed and efficiency, a key contribution
would be to expand OP2A’s parallelisation capabilities in order to efficiently simulate
such large domains at reasonable resolutions. This requires the implementation of dis-
tributed memory parallelisation using MPI, the framework for which is already present
within OP2A, as can be seen in Chapter 4. Any MPI implementation can be readily
combined with the existing OpenMP to produce a hybrid system in order to maximise
potential parallelisation efficiency Borges et al. (2014). OP2A also has the METIS library
(developed by Karypis and Kumar (1998)) integrated for mesh partitioning between
compute nodes. This library automatically partitions finite volume/element grids so
as to minimise communication workload between compute nodes. Boundaries be-
tween compute nodes will require the creation of MPI ghost cells, such ghost cells and
associated boundary conditions are already present within OP2A. Unlike the present
OpenMP scheme, MPI implementation will also require the construction of routines to
pass CFD information between MPI ghost cells. The implementation of MPI paralleli-
sation would also allow OP2A to perform simulations in three dimensions. Comparing
3d simulations to their 2d axisymmetric counterparts would provide additional verifi-
cation and analyses of the currently implemented models.

The resolution that OP2A can obtain can be further improved through the expansion
of adaptive mesh refinement (AMR). AMR refines certain areas of the spatial domain
over the course of the simulation according to some criteria (for example high gradient
regions). Such refinement can be performed recursively until an acceptable resolution
is reached. This allows for high boundary and shock layer resolutions to be achieved
without requiring this high resolution to be maintained across the entire domain. The
implementation of AMR in OP2A is facilitated by the existence of multiple grid levels
within the Grid object described in Chapter 4 and the use of block-structured Cartesian
meshes as outlined in Chapter 3. These levels allow for a more refined high resolution
grid to be stored for certain areas of the spatial domain. These levels are also recursively
extensible, meaning that any number of layers can be stored, as required.

A complementary addition would be that of ablative modelling. At the simplest level,
this could be implemented as a generic source term for the mass density of ablated
species together with an energy source term. The addition of ablated species to the
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flow would also necessitate the addition of hydrocarbon species to the currently avail-
able air mixtures. This implementation would provide an instantaneous picture of ab-
lative effects. However, such an implementation would neglect the effect of capsule
shape changes due to ablation, limiting OP2A’s ability to model capsule re-entry con-
tinuously. Whilst these shape changes are often neglected (as evinced by Ozawa et al.
(2011) and Fahy et al. (2021)), sophisticated simulations account for ablation utilising
a mesh which extends within the capsule surface. This method can be implemented
straightforwardly owing to the use of block-structured Cartesian meshes, which allow
for modifications to the capsule surface geometry to be made easily, with no remeshing
required and with no special treatment required by the solvers. The implementation of
full ablative modelling will also be made easier with the addition of AMR which will
allow additional grid layers to be introduced as required to facilitate high resolution
modifications to capsule surface geometry.

Other potential expansions to OP2A would be to expand the types of the physics it can
simulate. As described in Chapter 4, OP2A treats each of its cell-centred source terms
individually and independently. This makes them readily expandable, allowing for the
swift implementation of new cell-centred physical contributions. Such physics could
include both radiative and electromagnetic modelling.

Radiative modelling is often incorporated into re-entry simulations in order to per-
form comparisons with observational data. For example, Takahashi and Yamada (2018)
utilises a radiative transport model with an assumed Boltzmann distribution of elec-
tronic energy state population. Electronic temperature is used to control a black body
type emission model in order to estimate the radiative heat flux impinging upon the
Hayabusa capsule. Such an implementation in OP2A would allow for temperatures to
be modelled with a higher degree of accuracy, as well as facilitating a better estimate
of capsule heat loads and more quantitative comparisons. Implementing such models
within OP2A would be relatively straightforward due to the independent modelling of
source terms described in Chapter 4.

In a similar vein, electromagnetic (EM) modelling can be implemented through cell
centered momentum and energy source terms. The addition of EM modelling effects
would allow for modelling of the radio blackout mitigation methods outlined in Chap-
ter 1. In addition, MHD models allow for the simulation of novel applications, such
as re-entry power generation suggested by Wan et al. (2004) and MHD heat shielding
as proposed by Matsuda et al. (2008). An MHD capable CFD toolkit will be able to
contribute to recent efforts to examine MHD effects in the boundary layer, such as the
work of Parent et al. (2022).

Another more involved addition would be that of turbulence modelling, which would
likely be required to improve the accuracy of results at lower altitudes. Implementa-
tion of turbulence modelling would also allow more direct comparisons with existing
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experimental results. In particular, experimental studies of the double cone case such
as that of Candler et al. (2002), and MHD effects upon cylinders in hypersonic flow
such as the work of Bityurin et al. (2004).

Lastly, a more distant aim for OP2A would be to expand the range of altitudes which
can be realistically simulated. This would require some degree of hybridisation be-
tween OP2A’s CFD techniques and DSMC techniques for higher altitudes. OP2A is
already prepared for this with the inclusion of varied data holding objects as described
in Chapter 4. Such a coupling between CFD and DSMC has been achieved by contem-
porary work by researchers at the University of Strathclyde. These techniques have
been used for the simulation of bodies in Earth atmosphere hypersonic flows as pre-
sented by Casseau et al. (2016a) and Espinoza et al. (2016).

Any exploration of the future development to a code suite such as OP2A will necessar-
ily be partial. There are a myriad of ways in which this software could be expanded; as
well as undoubtedly many areas for optimisation and improvement of existing code. It
is the author’s sincere hope that the OP2A toolkit will see both use and improvement
from others within the field.
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Appendix A

Tables of Diffusive Data Coefficients

These tables list parameter value data used in the calculation of diffusive terms with
the Gupta collisional model outlined in chapter 2.
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TABLE A.1: Variable values used in calculating Gupta model collision (1,1) integrals
πΩ(1,1).

Species 1 Species 2 A B C D
N2 N2 -6.0614558E-03 1.2689102E-01 -1.0616948E+00 8.0955466E+02
N2 O2 -3.7959091E-03 9.5708295E-02 -1.0070611E+00 8.9392313E+02
O2 O2 -8.0682650E-04 1.6602480E-02 -3.1472774E-01 1.4116458E+02
N2 N -1.0796249E-02 2.2656509E-01 -1.7910602E+00 4.0455218E+03
O2 N -1.1453028E-03 1.2654140E-02 -2.2435218E-01 7.7201588E+01
N N -9.6083779E-03 2.0938971E-01 -1.7386904E+00 3.3587983E+03
N2 O -2.7244269E-03 6.9587171E-02 -7.9538667E-01 4.0673730E+02
O2 O -4.8405803E-03 1.0297688E-01 -9.6876576E-01 6.1629812E+02
N O -7.8147689E-03 1.6792705E-01 -1.4308628E+00 1.6628859E+03
O O -6.4040535E-03 1.4629949E-01 -1.3892121E+00 2.0903441E+03
N2 NO -1.9295666E-03 2.7995735E-02 -3.1588514E-01 1.2880734E+02
O2 NO -6.4433840E-04 8.5378580E-03 -2.3225102E-01 1.1371608E+02
NO N -1.5770918E-03 1.9578381E-02 -2.7873624E-01 9.9547944E+01
NO O -1.0885815E-03 1.1883688E-02 -2.1844909E-01 7.5512560E+01
NO NO 0.0000000E+00 -1.1056066E-02 -5.9216250E-02 7.2542367E+01
N2 NOp 0.0000000E+00 9.1205839E-02 -1.8728231E+00 2.4432020E+05
O2 NOp -3.7822765E-03 1.7967016E-01 -2.5409098E+00 1.1840435E+06
N NOp -1.9605234E-02 5.5570872E-01 -5.4285702E+00 1.3574446E+09
O NOp -1.6409054E-02 4.6352852E-01 -4.5479735E+00 7.4250671E+07
NO NOp -8.1158474E-03 2.1474280E-01 -2.0148450E+00 6.2986385E+04
e N2 -1.0525124E-02 1.3498950E-01 1.2524805E-01 1.5066506E-01
e O2 2.3527001E-02 -6.9632323E-01 6.8035475E+00 1.8335509E-09
e N 0.0000000E+00 1.6554247E-01 -3.4986344E+00 5.9268038E+08
e O 9.9865506E-03 -2.7407431E-01 2.6561032E+00 4.3080676E-04
e NO 1.0414818E-01 -2.8369126E+00 2.5323135E+01 7.7138358E-32
N2 Np -1.0687805E-02 2.4479697E-01 -2.3192863E+00 1.0689229E+05
O2 Np 0.0000000E+00 8.7745537E-02 -1.8347158E+00 1.9830120E+05
N Np -4.0078980E-03 1.0327487E-01 -9.9473323E-01 2.8178290E+03
O Np -1.5767256E-02 3.5405830E-01 -3.0686783E+00 4.6336779E+05
NO Np 0.0000000E+00 8.6531037E-02 -1.8117931E+00 1.8621272E+05
N2 Op 1.0352091E-02 -1.5733723E-01 2.9326150E-02 2.1003616E+03
O2 Op 0.0000000E+00 9.3559978E-02 -1.9842999E+00 4.3097490E+05
N Op -2.4288224E-02 5.6305072E-01 -4.6849679E+00 2.7303024E+07
O Op -3.8347988E-03 9.9930498E-02 -9.6288891E-01 1.9669897E+03
NO Op 8.3856973E-03 -1.0972656E-01 -3.3896281E-01 5.2004690E+03
N2 N2p -2.9123716E-03 9.6850678E-02 -1.1416540E+00 7.9252169E+03
O2 N2p -4.0893007E-03 1.7795266E-01 -2.3800543E+00 5.1949298E+05
N N2p -1.4501284E-02 4.1085338E-01 -4.0115094E+00 1.5735451E+07
O N2p -1.6923472E-02 4.6067692E-01 -4.3294966E+00 2.5538927E+07
NO N2p -9.2292933E-03 2.9813226E-01 -3.2899475E+00 4.9147046E+06
N2 O2p 1.2405624E-02 -2.0452111E-01 3.5478475E-01 1.0778357E+03
O2 O2p -8.9520932E-03 2.2749642E-01 -2.0758341E+00 6.7674419E+04
N O2p 0.0000000E+00 8.3065769E-02 -1.7501512E+00 1.0846799E+05
O O2p -2.9417970E-03 1.5129273E-01 -2.2497964E+00 2.9325215E+05
NO O2p 1.3731123E-02 -2.3920299E-01 6.7093226E-01 4.0068731E+02
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TABLE A.2: Variable values used in calculating Gupta model collision (2,2) integrals
πΩ(2,2).

Species 1 Species 2 A B C D
N2 N2 -7.6303990E-03 1.6878089E-01 -1.4004234E+00 2.1427708E+03
N2 O2 -8.0457321E-03 1.9228905E-01 -1.7102854E+00 5.2213857E+03
O2 O2 -6.2931612E-03 1.4624645E-01 -1.3006927E+00 1.8066892E+03
N2 N -8.3493693E-03 1.7808911E-01 -1.4466155E+00 1.9324210E+03
O2 N -1.0608832E-03 1.1782595E-02 -2.1246301E-01 8.4561598E+01
N N -7.7439615E-03 1.7129007E-01 -1.4809088E+00 2.1284951E+03
N2 O -8.3110691E-03 1.9617877E-01 -1.7205427E+00 4.0812829E+03
O2 O -3.7969686E-03 7.6789981E-02 -7.3056809E-01 3.3958171E+02
N O -5.0478143E-03 1.0236186E-01 -9.0058935E-01 4.4472565E+02
O O -4.2451096E-03 9.6820337E-02 -9.9770795E-01 8.3320644E+02
N2 NO -6.8237776E-03 1.4360616E-01 -1.1922240E+00 1.2433086E+03
O2 NO -6.8508672E-03 1.5524564E-01 -1.3479583E+00 2.0037890E+03
NO N -1.4719259E-03 1.8446968E-02 -2.6460411E-01 1.0911124E+02
NO O -1.0066279E-03 1.1029264E-02 -2.0671266E-01 8.2644384E+01
NO NO -7.4942466E-03 1.6626193E-01 -1.4107027E+00 2.3097604E+03
N2 NOp 0.0000000E+00 8.5112236E-02 -1.7460044E+00 1.4498969E+05
O2 NOp 0.0000000E+00 8.4737359E-02 -1.7290488E+00 1.2485194E+05
N NOp -2.1009546E-02 5.8910426E-01 -5.6681361E+00 2.4486594E+09
O NOp -1.5315132E-02 4.3541627E-01 -4.2864279E+00 3.5125207E+07
NO NOp 1.1055777E-02 -1.6621846E-01 1.4372166E-01 1.3182061E+03
e N2 -4.2254948E-03 -5.2965163E-02 1.9157708E+00 6.3263309E-04
e O2 9.6744867E-03 -3.3759583E-01 3.7952121E+00 6.8468036E-06
e N -1.0903638E-01 2.8678381E+00 -2.5297550E+01 3.4838798E+33
e O -1.7924100E-02 4.0402656E-01 -2.6712374E+00 4.1447669E+02
e NO 0.0000000E+00 5.4444485E-02 -1.2854128E+00 1.3857556E+04
N2 Np -7.0776069E-03 1.7917938E-01 -1.9102410E+00 4.6736263E+04
O2 Np 9.8019578E-03 -1.4699425E-01 3.9382460E-02 1.5112165E+03
N Np -1.4271306E-02 3.0401993E-01 -2.4573879E+00 5.3694705E+04
O Np -1.7907392E-02 4.1207892E-01 -3.5343610E+00 1.4987678E+06
NO Np 1.1716366E-02 -1.9289789E-01 4.0269474E-01 6.0891590E+02
N2 Op 1.8733000E-02 -3.6163781E-01 1.6947101E+00 2.5244859E+01
O2 Op 1.4207970E-02 -2.4736726E-01 7.4561859E-01 3.2519188E+02
N Op -2.1681211E-02 5.2300453E-01 -4.5118623E+00 2.3467766E+07
O Op -1.6032919E-02 3.7114396E-01 -3.2050078E+00 5.8099314E+05
NO Op 1.8015337E-02 -3.4415293E-01 1.5658151E+00 3.3303758E+01
N2 N2p -1.6447237E-02 4.7759522E-01 -4.7641986E+00 2.9127542E+08
O2 N2p -4.9176811E-03 1.9694738E-01 -2.5025540E+00 6.8213629E+05
N N2p -1.2882395E-02 3.7306469E-01 -3.7106760E+00 7.5444981E+06
O N2p -1.7420606E-02 4.7126950E-01 -4.3841087E+00 2.8275095E+07
NO N2p -4.0133981E-03 1.7290664E-01 -2.2855449E+00 3.6429320E+05
N2 O2p 2.2455421E-02 -4.5106797E-01 2.3763420E+00 4.7754696E+00
O2 O2p 2.8664463E-02 -5.8087240E-01 3.2564558E+00 6.6890428E-01
N O2p 1.1205000E-02 -1.8182149E-01 3.2624972E-01 5.5186183E+02
O O2p 0.0000000E+00 8.3446262E-02 -1.7191179E+00 8.0539928E+04
NO O2p 2.2679271E-02 -4.5710920E-01 2.4427275E+00 3.6733514E+00
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TABLE A.3: Variable values used in calculating Gupta model charged particle collision
parameters. Subscript att and rep denote attractive and repulsive coefficients respec-

tively.

Collision Integral Catt catt Datt Crep crep Drep
(1,1) -0.476 0.0313 0.784 0.138 0.0106 0.765
(2,2) -0.146 0.0377 1.262 0.157 0.0274 1.235
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Appendix B

Tables of Chemical Data Coefficients

These tables list parameter value data used in the calculation of chemical reaction rates
as described in chapter 2.

TABLE B.1: Variable values used in the calculation of forward chemical reaction rates
within the 5 species air mixture.

Reaction Reaction Type C η θ

N2+N=N+N+N Dissociation 3.000E+22 -1.600E+0 1.132E+05
N2+O=N+N+O Dissociation 3.000E+22 -1.600E+0 1.132E+05
N2+N2=N+N+N2 Dissociation 7.000E+21 -1.600E+0 1.132E+05
N2+O2=N+N+O2 Dissociation 7.000E+21 -1.600E+0 1.132E+05
N2+NO=N+N+NO Dissociation 7.000E+21 -1.600E+0 1.132E+05
O2+N=O+O+N Dissociation 1.000E+22 -1.500E+0 5.936E+04
O2+O=O+O+O Dissociation 1.000E+22 -1.500E+0 5.936E+04
O2+N2=O+O+N2 Dissociation 2.000E+21 -1.500E+0 5.940E+04
O2+O2=O+O+O2 Dissociation 2.000E+21 -1.500E+0 5.940E+04
O2+NO=O+O+NO Dissociation 2.000E+21 -1.500E+0 5.940E+04
NO+N=N+O+N Dissociation 1.100E+17 0.000E+0 7.550E+04
NO+O=N+O+O Dissociation 1.100E+17 0.000E+0 7.550E+04
NO+N2=N+O+N2 Dissociation 5.000E+15 0.000E+0 7.550E+04
NO+O2=N+O+O2 Dissociation 5.000E+15 0.000E+0 7.550E+04
NO+NO=N+O+NO Dissociation 5.000E+15 0.000E+0 7.550E+04
N2+O=NO+N Exchange 6.438E+17 -1.000E+0 3.750E+04
NO+O=O2+N Exchange 8.360E+12 0.000E+0 1.970E+04

TABLE B.2: Variable values used in the calculation of backward chemical reaction rates
within the 5 species air mixture.

Reaction n A1 A2 A3 A4 A5
N2+N=N+N+N 1.000E+14 3.491E+0 8.313E-1 4.098E+0 -1.273E+1 7.487E-2

1.000E+15 2.072E+0 1.390E+0 2.062E+0 -1.183E+1 1.511E-2

1.000E+16 1.606E+0 1.573E+0 1.392E+0 -1.153E+1 -4.543E-3
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1.000E+17 1.535E+0 1.606E+0 1.299E+0 -1.149E+1 -6.980E-3

1.000E+18 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

1.000E+19 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

N2+O2=N+N+O2 1.000E+14 3.491E+0 8.313E-1 4.098E+0 -1.273E+1 7.487E-2

1.000E+15 2.072E+0 1.390E+0 2.062E+0 -1.183E+1 1.511E-2

1.000E+16 1.606E+0 1.573E+0 1.392E+0 -1.153E+1 -4.543E-3

1.000E+17 1.535E+0 1.606E+0 1.299E+0 -1.149E+1 -6.980E-3

1.000E+18 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

1.000E+19 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

N2+NO=N+N+NO 1.000E+14 3.491E+0 8.313E-1 4.098E+0 -1.273E+1 7.487E-2

1.000E+15 2.072E+0 1.390E+0 2.062E+0 -1.183E+1 1.511E-2

1.000E+16 1.606E+0 1.573E+0 1.392E+0 -1.153E+1 -4.543E-3

1.000E+17 1.535E+0 1.606E+0 1.299E+0 -1.149E+1 -6.980E-3

1.000E+18 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

1.000E+19 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

O2+N=O+O+N 1.000E+14 1.810E+0 1.961E+0 3.572E+0 -7.362E+0 8.386E-2

1.000E+15 9.135E-1 2.316E+0 2.289E+0 -6.797E+0 4.634E-2

1.000E+16 6.418E-1 2.425E+0 1.903E+0 -6.628E+0 3.515E-2

1.000E+17 5.539E-1 2.460E+0 1.776E+0 -6.572E+0 3.145E-2

1.000E+18 5.246E-1 2.472E+0 1.734E+0 -6.553E+0 3.021E-2

1.000E+19 5.099E-1 2.477E+0 1.713E+0 -6.544E+0 2.959E-2

O2+O=O+O+O 1.000E+14 1.810E+0 1.961E+0 3.572E+0 -7.362E+0 8.386E-2

1.000E+15 9.135E-1 2.316E+0 2.289E+0 -6.797E+0 4.634E-2

1.000E+16 6.418E-1 2.425E+0 1.903E+0 -6.628E+0 3.515E-2

1.000E+17 5.539E-1 2.460E+0 1.776E+0 -6.572E+0 3.145E-2

1.000E+18 5.246E-1 2.472E+0 1.734E+0 -6.553E+0 3.021E-2

1.000E+19 5.099E-1 2.477E+0 1.713E+0 -6.544E+0 2.959E-2

O2+N2=O+O+N2 1.000E+14 1.810E+0 1.961E+0 3.572E+0 -7.362E+0 8.386E-2

1.000E+15 9.135E-1 2.316E+0 2.289E+0 -6.797E+0 4.634E-2

1.000E+16 6.418E-1 2.425E+0 1.903E+0 -6.628E+0 3.515E-2

1.000E+17 5.539E-1 2.460E+0 1.776E+0 -6.572E+0 3.145E-2

1.000E+18 5.246E-1 2.472E+0 1.734E+0 -6.553E+0 3.021E-2

1.000E+19 5.099E-1 2.477E+0 1.713E+0 -6.544E+0 2.959E-2

O2+O2=O+O+O2 1.000E+14 1.810E+0 1.961E+0 3.572E+0 -7.362E+0 8.386E-2

1.000E+15 9.135E-1 2.316E+0 2.289E+0 -6.797E+0 4.634E-2

1.000E+16 6.418E-1 2.425E+0 1.903E+0 -6.628E+0 3.515E-2

1.000E+17 5.539E-1 2.460E+0 1.776E+0 -6.572E+0 3.145E-2

1.000E+18 5.246E-1 2.472E+0 1.734E+0 -6.553E+0 3.021E-2

1.000E+19 5.099E-1 2.477E+0 1.713E+0 -6.544E+0 2.959E-2
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O2+NO=O+O+NO 1.000E+14 1.810E+0 1.961E+0 3.572E+0 -7.362E+0 8.386E-2

1.000E+15 9.135E-1 2.316E+0 2.289E+0 -6.797E+0 4.634E-2

1.000E+16 6.418E-1 2.425E+0 1.903E+0 -6.628E+0 3.515E-2

1.000E+17 5.539E-1 2.460E+0 1.776E+0 -6.572E+0 3.145E-2

1.000E+18 5.246E-1 2.472E+0 1.734E+0 -6.553E+0 3.021E-2

1.000E+19 5.099E-1 2.477E+0 1.713E+0 -6.544E+0 2.959E-2

NO+N=N+O+N 1.000E+14 2.165E+0 7.858E-2 2.851E+0 -8.542E+0 5.304E-2

1.000E+15 1.007E+0 5.355E-1 1.191E+0 -7.810E+0 4.394E-3

1.000E+16 6.382E-1 6.819E-1 6.634E-1 -7.577E+0 -1.103E-2

1.000E+17 5.589E-1 7.156E-1 5.540E-1 -7.530E+0 -1.409E-2

1.000E+18 5.150E-1 7.329E-1 4.910E-1 -7.503E+0 -1.594E-2

1.000E+19 5.077E-1 7.358E-1 4.804E-1 -7.498E+0 -1.625E-2

NO+O=N+O+O 1.000E+14 2.165E+0 7.858E-2 2.851E+0 -8.542E+0 5.304E-2

1.000E+15 1.007E+0 5.355E-1 1.191E+0 -7.810E+0 4.394E-3

1.000E+16 6.382E-1 6.819E-1 6.634E-1 -7.577E+0 -1.103E-2

1.000E+17 5.589E-1 7.156E-1 5.540E-1 -7.530E+0 -1.409E-2

1.000E+18 5.150E-1 7.329E-1 4.910E-1 -7.503E+0 -1.594E-2

1.000E+19 5.077E-1 7.358E-1 4.804E-1 -7.498E+0 -1.625E-2

NO+N2=N+O+N2 1.000E+14 2.165E+0 7.858E-2 2.851E+0 -8.542E+0 5.304E-2

1.000E+15 1.007E+0 5.355E-1 1.191E+0 -7.810E+0 4.394E-3

1.000E+16 6.382E-1 6.819E-1 6.634E-1 -7.577E+0 -1.103E-2

1.000E+17 5.589E-1 7.156E-1 5.540E-1 -7.530E+0 -1.409E-2

1.000E+18 5.150E-1 7.329E-1 4.910E-1 -7.503E+0 -1.594E-2

1.000E+19 5.077E-1 7.358E-1 4.804E-1 -7.498E+0 -1.625E-2

NO+O2=N+O+O2 1.000E+14 2.165E+0 7.858E-2 2.851E+0 -8.542E+0 5.304E-2

1.000E+15 1.007E+0 5.355E-1 1.191E+0 -7.810E+0 4.394E-3

1.000E+16 6.382E-1 6.819E-1 6.634E-1 -7.577E+0 -1.103E-2

1.000E+17 5.589E-1 7.156E-1 5.540E-1 -7.530E+0 -1.409E-2

1.000E+18 5.150E-1 7.329E-1 4.910E-1 -7.503E+0 -1.594E-2

1.000E+19 5.077E-1 7.358E-1 4.804E-1 -7.498E+0 -1.625E-2

NO+NO=N+O+NO 1.000E+14 2.165E+0 7.858E-2 2.851E+0 -8.542E+0 5.304E-2

1.000E+15 1.007E+0 5.355E-1 1.191E+0 -7.810E+0 4.394E-3

1.000E+16 6.382E-1 6.819E-1 6.634E-1 -7.577E+0 -1.103E-2

1.000E+17 5.589E-1 7.156E-1 5.540E-1 -7.530E+0 -1.409E-2

1.000E+18 5.150E-1 7.329E-1 4.910E-1 -7.503E+0 -1.594E-2

1.000E+19 5.077E-1 7.358E-1 4.804E-1 -7.498E+0 -1.625E-2

N2+O=NO+N 1.000E+14 1.326E+0 7.527E-1 1.247E+0 -4.186E+0 2.184E-2

1.000E+15 1.065E+0 8.542E-1 8.709E-1 -4.019E+0 1.072E-2

1.000E+16 9.679E-1 8.913E-1 7.291E-1 -3.956E+0 6.488E-3
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1.000E+17 9.765E-1 8.904E-1 7.457E-1 -3.964E+0 7.123E-3

1.000E+18 9.619E-1 8.962E-1 7.248E-1 -3.955E+0 6.509E-3

1.000E+19 9.692E-1 8.933E-1 7.353E-1 -3.960E+0 6.818E-3

NO+O=O2+N 1.000E+14 3.544E-1 -1.882E+0 -7.211E-1 -1.180E+0 -3.083E-2

1.000E+15 9.361E-2 -1.781E+0 -1.098E+0 -1.013E+0 -4.195E-2

1.000E+16 -3.732E-3 -1.743E+0 -1.239E+0 -9.495E-1 -4.618E-2

1.000E+17 4.815E-3 -1.744E+0 -1.223E+0 -9.582E-1 -4.555E-2

1.000E+18 -9.758E-3 -1.739E+0 -1.244E+0 -9.490E-1 -4.616E-2

1.000E+19 -2.428E-3 -1.742E+0 -1.233E+0 -9.537E-1 -4.585E-2

TABLE B.4: Variable values used in the calculation of backward chemical reaction rates
for reactions unique to the 11 species air mixture.

Reaction n A1 A2 A3 A4 A5
N2+N+=N+N+N+ 1.00E+14 3.491E+0 8.313E-1 4.098E+0 -1.273E+1 7.487E-2

1.00E+15 2.072E+0 1.390E+0 2.062E+0 -1.183E+1 1.511E-2

1.00E+16 1.606E+0 1.573E+0 1.392E+0 -1.153E+1 -4.543E-3

1.00E+17 1.535E+0 1.606E+0 1.299E+0 -1.149E+1 -6.980E-3

1.00E+18 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

1.00E+19 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

N2+O+=N+N+O+ 1.00E+14 3.491E+0 8.313E-1 4.098E+0 -1.273E+1 7.487E-2

1.00E+15 2.072E+0 1.390E+0 2.062E+0 -1.183E+1 1.511E-2

1.00E+16 1.606E+0 1.573E+0 1.392E+0 -1.153E+1 -4.543E-3

1.00E+17 1.535E+0 1.606E+0 1.299E+0 -1.149E+1 -6.980E-3

1.00E+18 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

1.00E+19 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

N2+N2+=N+N+N2+ 1.00E+14 3.491E+0 8.313E-1 4.098E+0 -1.273E+1 7.487E-2

1.00E+15 2.072E+0 1.390E+0 2.062E+0 -1.183E+1 1.511E-2

1.00E+16 1.606E+0 1.573E+0 1.392E+0 -1.153E+1 -4.543E-3

1.00E+17 1.535E+0 1.606E+0 1.299E+0 -1.149E+1 -6.980E-3

1.00E+18 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

1.00E+19 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

N2+O2+=N+N+O2+ 1.00E+14 3.491E+0 8.313E-1 4.098E+0 -1.273E+1 7.487E-2

1.00E+15 2.072E+0 1.390E+0 2.062E+0 -1.183E+1 1.511E-2

1.00E+16 1.606E+0 1.573E+0 1.392E+0 -1.153E+1 -4.543E-3

1.00E+17 1.535E+0 1.606E+0 1.299E+0 -1.149E+1 -6.980E-3

1.00E+18 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

1.00E+19 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

N2+NO+=N+N+NO+ 1.00E+14 3.491E+0 8.313E-1 4.098E+0 -1.273E+1 7.487E-2

1.00E+15 2.072E+0 1.390E+0 2.062E+0 -1.183E+1 1.511E-2
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1.00E+16 1.606E+0 1.573E+0 1.392E+0 -1.153E+1 -4.543E-3

1.00E+17 1.535E+0 1.606E+0 1.299E+0 -1.149E+1 -6.980E-3

1.00E+18 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

1.00E+19 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

O2+N+=O+O+N+ 1.00E+14 1.810E+0 1.961E+0 3.572E+0 -7.362E+0 8.386E-2

1.00E+15 9.135E-1 2.316E+0 2.289E+0 -6.797E+0 4.634E-2

1.00E+16 6.418E-1 2.425E+0 1.903E+0 -6.628E+0 3.515E-2

1.00E+17 5.539E-1 2.460E+0 1.776E+0 -6.572E+0 3.145E-2

1.00E+18 5.246E-1 2.472E+0 1.734E+0 -6.553E+0 3.021E-2

1.00E+19 5.099E-1 2.477E+0 1.713E+0 -6.544E+0 2.959E-2

O2+O+=O+O+O+ 1.00E+14 1.810E+0 1.961E+0 3.572E+0 -7.362E+0 8.386E-2

1.00E+15 9.135E-1 2.316E+0 2.289E+0 -6.797E+0 4.634E-2

1.00E+16 6.418E-1 2.425E+0 1.903E+0 -6.628E+0 3.515E-2

1.00E+17 5.539E-1 2.460E+0 1.776E+0 -6.572E+0 3.145E-2

1.00E+18 5.246E-1 2.472E+0 1.734E+0 -6.553E+0 3.021E-2

1.00E+19 5.099E-1 2.477E+0 1.713E+0 -6.544E+0 2.959E-2

O2+N2+=O+O+N2+ 1.00E+14 1.810E+0 1.961E+0 3.572E+0 -7.362E+0 8.386E-2

1.00E+15 9.135E-1 2.316E+0 2.289E+0 -6.797E+0 4.634E-2

1.00E+16 6.418E-1 2.425E+0 1.903E+0 -6.628E+0 3.515E-2

1.00E+17 5.539E-1 2.460E+0 1.776E+0 -6.572E+0 3.145E-2

1.00E+18 5.246E-1 2.472E+0 1.734E+0 -6.553E+0 3.021E-2

1.00E+19 5.099E-1 2.477E+0 1.713E+0 -6.544E+0 2.959E-2

O2+O2+=O+O+O2+ 1.00E+14 1.810E+0 1.961E+0 3.572E+0 -7.362E+0 8.386E-2

1.00E+15 9.135E-1 2.316E+0 2.289E+0 -6.797E+0 4.634E-2

1.00E+16 6.418E-1 2.425E+0 1.903E+0 -6.628E+0 3.515E-2

1.00E+17 5.539E-1 2.460E+0 1.776E+0 -6.572E+0 3.145E-2

1.00E+18 5.246E-1 2.472E+0 1.734E+0 -6.553E+0 3.021E-2

1.00E+19 5.099E-1 2.477E+0 1.713E+0 -6.544E+0 2.959E-2

O2+NO+=O+O+NO+ 1.00E+14 1.810E+0 1.961E+0 3.572E+0 -7.362E+0 8.386E-2

1.00E+15 9.135E-1 2.316E+0 2.289E+0 -6.797E+0 4.634E-2

1.00E+16 6.418E-1 2.425E+0 1.903E+0 -6.628E+0 3.515E-2

1.00E+17 5.539E-1 2.460E+0 1.776E+0 -6.572E+0 3.145E-2

1.00E+18 5.246E-1 2.472E+0 1.734E+0 -6.553E+0 3.021E-2

1.00E+19 5.099E-1 2.477E+0 1.713E+0 -6.544E+0 2.959E-2

NO+N+=N+O+N+ 1.00E+14 2.165E+0 7.858E-2 2.851E+0 -8.542E+0 5.304E-2

1.00E+15 1.007E+0 5.355E-1 1.191E+0 -7.810E+0 4.394E-3

1.00E+16 6.382E-1 6.819E-1 6.634E-1 -7.577E+0 -1.103E-2

1.00E+17 5.589E-1 7.156E-1 5.540E-1 -7.530E+0 -1.409E-2

1.00E+18 5.150E-1 7.329E-1 4.910E-1 -7.503E+0 -1.594E-2
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1.00E+19 5.077E-1 7.358E-1 4.804E-1 -7.498E+0 -1.625E-2

NO+O+=N+O+O+ 1.00E+14 2.165E+0 7.858E-2 2.851E+0 -8.542E+0 5.304E-2

1.00E+15 1.007E+0 5.355E-1 1.191E+0 -7.810E+0 4.394E-3

1.00E+16 6.382E-1 6.819E-1 6.634E-1 -7.577E+0 -1.103E-2

1.00E+17 5.589E-1 7.156E-1 5.540E-1 -7.530E+0 -1.409E-2

1.00E+18 5.150E-1 7.329E-1 4.910E-1 -7.503E+0 -1.594E-2

1.00E+19 5.077E-1 7.358E-1 4.804E-1 -7.498E+0 -1.625E-2

NO+N2+=N+O+N2+ 1.00E+14 2.165E+0 7.858E-2 2.851E+0 -8.542E+0 5.304E-2

1.00E+15 1.007E+0 5.355E-1 1.191E+0 -7.810E+0 4.394E-3

1.00E+16 6.382E-1 6.819E-1 6.634E-1 -7.577E+0 -1.103E-2

1.00E+17 5.589E-1 7.156E-1 5.540E-1 -7.530E+0 -1.409E-2

1.00E+18 5.150E-1 7.329E-1 4.910E-1 -7.503E+0 -1.594E-2

1.00E+19 5.077E-1 7.358E-1 4.804E-1 -7.498E+0 -1.625E-2

NO+O2+=N+O+O2+ 1.00E+14 2.165E+0 7.858E-2 2.851E+0 -8.542E+0 5.304E-2

1.00E+15 1.007E+0 5.355E-1 1.191E+0 -7.810E+0 4.394E-3

1.00E+16 6.382E-1 6.819E-1 6.634E-1 -7.577E+0 -1.103E-2

1.00E+17 5.589E-1 7.156E-1 5.540E-1 -7.530E+0 -1.409E-2

1.00E+18 5.150E-1 7.329E-1 4.910E-1 -7.503E+0 -1.594E-2

1.00E+19 5.077E-1 7.358E-1 4.804E-1 -7.498E+0 -1.625E-2

NO+NO+=N+O+NO+ 1.00E+14 2.165E+0 7.858E-2 2.851E+0 -8.542E+0 5.304E-2

1.00E+15 1.007E+0 5.355E-1 1.191E+0 -7.810E+0 4.394E-3

1.00E+16 6.382E-1 6.819E-1 6.634E-1 -7.577E+0 -1.103E-2

1.00E+17 5.589E-1 7.156E-1 5.540E-1 -7.530E+0 -1.409E-2

1.00E+18 5.150E-1 7.329E-1 4.910E-1 -7.503E+0 -1.594E-2

1.00E+19 5.077E-1 7.358E-1 4.804E-1 -7.498E+0 -1.625E-2

N+O=NO++e 1.00E+14 -2.185E+0 -6.671E+0 -4.297E+0 -2.218E+0 -5.075E-2

1.00E+15 -1.028E+0 -7.128E+0 -2.637E+0 -2.950E+0 -2.100E-3

1.00E+16 -6.587E-1 -7.274E+0 -2.110E+0 -3.182E+0 1.331E-2

1.00E+17 -5.792E-1 -7.308E+0 -2.000E+0 -3.229E+0 1.638E-2

1.00E+18 -5.354E-1 -7.325E+0 -1.937E+0 -3.257E+0 1.823E-2

1.00E+19 -5.280E-1 -7.328E+0 -1.926E+0 -3.262E+0 1.854E-2

N+N=N2++e 1.00E+14 -4.379E+0 -4.273E+0 -7.871E+0 -4.463E+0 -1.240E-1

1.00E+15 -2.960E+0 -4.831E+0 -5.835E+0 -5.362E+0 -6.425E-2

1.00E+16 -2.494E+0 -5.015E+0 -5.165E+0 -5.658E+0 -4.460E-2

1.00E+17 -2.423E+0 -5.047E+0 -5.072E+0 -5.696E+0 -4.217E-2

1.00E+18 -2.364E+0 -5.070E+0 -4.989E+0 -5.733E+0 -3.970E-2

1.00E+19 -2.364E+0 -5.070E+0 -4.989E+0 -5.733E+0 -3.970E-2

O+O=O2++e 1.00E+14 -1.168E-1 -7.688E+0 -2.250E+0 -7.791E+0 -1.108E-2

1.00E+15 7.799E-1 -8.044E+0 -9.668E-1 -8.356E+0 2.644E-2
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1.00E+16 1.052E+0 -8.153E+0 -5.808E-1 -8.525E+0 3.763E-2

1.00E+17 1.140E+0 -8.188E+0 -4.546E-1 -8.581E+0 4.133E-2

1.00E+18 1.169E+0 -8.199E+0 -4.125E-1 -8.600E+0 4.257E-2

1.00E+19 1.184E+0 -8.205E+0 -3.915E-1 -8.609E+0 4.319E-2

N2+O2+=N2++O2 1.00E+14 -2.581E+0 2.286E+0 -5.095E+0 -2.038E+0 -1.219E-1

1.00E+15 -2.581E+0 2.286E+0 -5.095E+0 -2.038E+0 -1.219E-1

1.00E+16 -2.581E+0 2.286E+0 -5.095E+0 -2.038E+0 -1.219E-1

1.00E+17 -2.581E+0 2.286E+0 -5.095E+0 -2.038E+0 -1.219E-1

1.00E+18 -2.581E+0 2.286E+0 -5.095E+0 -2.038E+0 -1.219E-1

1.00E+19 -2.581E+0 2.286E+0 -5.095E+0 -2.038E+0 -1.219E-1

NO++N=O++N2 1.00E+14 -1.226E+0 1.004E-1 -1.221E+0 -8.988E-1 -2.523E-2

1.00E+15 -5.163E-1 -1.788E-1 -2.032E-1 -1.349E+0 4.649E-3

1.00E+16 -2.831E-1 -2.706E-1 1.315E-1 -1.496E+0 1.447E-2

1.00E+17 -2.477E-1 -2.870E-1 1.780E-1 -1.516E+0 1.569E-2

1.00E+18 -2.184E-1 -2.985E-1 2.200E-1 -1.534E+0 1.692E-2

1.00E+19 -2.184E-1 -2.985E-1 2.200E-1 -1.534E+0 1.692E-2

NO++O=N++O2 1.00E+14 -1.535E+0 1.684E+0 -2.969E+0 -6.464E+0 -8.332E-2

1.00E+15 -1.086E+0 1.506E+0 -2.327E+0 -6.747E+0 -6.455E-2

1.00E+16 -9.507E-1 1.451E+0 -2.135E+0 -6.831E+0 -5.896E-2

1.00E+17 -9.067E-1 1.434E+0 -2.071E+0 -6.859E+0 -5.711E-2

1.00E+18 -8.921E-1 1.428E+0 -2.050E+0 -6.869E+0 -5.649E-2

1.00E+19 -8.847E-1 1.425E+0 -2.040E+0 -6.873E+0 -5.618E-2

NO++O2=O2++NO 1.00E+14 1.714E+0 8.647E-1 2.768E+0 -4.393E+0 7.049E-2

1.00E+15 1.714E+0 8.647E-1 2.768E+0 -4.393E+0 7.049E-2

1.00E+16 1.714E+0 8.647E-1 2.768E+0 -4.393E+0 7.049E-2

1.00E+17 1.714E+0 8.647E-1 2.768E+0 -4.393E+0 7.049E-2

1.00E+18 1.714E+0 8.647E-1 2.768E+0 -4.393E+0 7.049E-2

1.00E+19 1.714E+0 8.647E-1 2.768E+0 -4.393E+0 7.049E-2

NO++N=N2++O 1.00E+14 -2.193E+0 2.398E+0 -3.574E+0 -2.245E+0 -7.327E-2

1.00E+15 -1.933E+0 2.297E+0 -3.198E+0 -2,412100 -6.215E-2

1.00E+16 -1.835E+0 2.260E+0 -3.056E+0 -2.475E+0 -5.792E-2

1.00E+17 -1.844E+0 2.261E+0 -3.073E+0 -2.467E+0 -5.855E-2

1.00E+18 -1.829E+0 2.255E+0 -3.052E+0 -2.476E+0 -5.794E-2

1.00E+19 -1.837E+0 2.258E+0 -3.062E+0 -2.471E+0 -5.825E-2

O2++N=N++O2 1.00E+14 -3.603E+0 2.701E+0 -5.016E+0 -8.913E-1 -1.230E-1

1.00E+15 -2.894E+0 2.422E+0 -3.998E+0 -1.341E+0 -9.309E-2

1.00E+16 -2.661E+0 2.330E+0 -3.663E+0 -1.489E+0 -8.326E-2

1.00E+17 -2.625E+0 2.314E+0 -3.616E+0 -1.508E+0 -8.205E-2

1.00E+18 -2.596E+0 2.302E+0 -3.574E+0 -1.526E+0 -8.082E-2
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1.00E+19 -2.596E+0 2.302E+0 -3.574E+0 -1.526E+0 -8.082E-2

O++NO=N++O2 1.00E+14 -1.636E+0 8.306E-1 -2.995E+0 -1.379E+0 -7.993E-2

1.00E+15 -1.636E+0 8.306E-1 -2.995E+0 -1.379E+0 -7.993E-2

1.00E+16 -1.636E+0 8.306E-1 -2.995E+0 -1.379E+0 -7.993E-2

1.00E+17 -1.636E+0 8.306E-1 -2.995E+0 -1.379E+0 -7.993E-2

1.00E+18 -1.636E+0 8.306E-1 -2.995E+0 -1.379E+0 -7.993E-2

1.00E+19 -1.636E+0 8.306E-1 -2.995E+0 -1.379E+0 -7.993E-2

NO++O=O2++N 1.00E+14 2.068E+0 -1.017E+0 2.047E+0 -5.573E+0 3.966E-2

1.00E+15 1.807E+0 -9.158E-1 1.670E+0 -5.406E+0 2.853E-2

1.00E+16 1.710E+0 -8.787E-1 1.528E+0 -5.343E+0 2.430E-2

1.00E+17 1.719E+0 -8.796E-1 1.545E+0 -5.351E+0 2.494E-2

1.00E+18 1.704E+0 -8.738E-1 1.524E+0 -5.342E+0 2.432E-2

1.00E+19 1.711E+0 -8.767E-1 1.535E+0 -5.347E+0 2.463E-2

O++N2=N2++O 1.00E+14 -9.680E-1 2.298E+0 -2.353E+0 -1.346E+0 -4.804E-2

1.00E+15 -1.416E+0 2.476E+0 -2.995E+0 -1.064E+0 -6.681E-2

1.00E+16 -1.552E+0 2.530E+0 -3.188E+0 -9.790E-1 -7.240E-2

1.00E+17 -1.596E+0 2.548E+0 -3.251E+0 -9.512E-1 -7.425E-2

1.00E+18 -1.611E+0 2.553E+0 -3.272E+0 -9.419E-1 -7.487E-2

1.00E+19 -1.618E+0 2.556E+0 -3.282E+0 -9.372E-1 -7.518E-2

N2+e=N+N+e 1.00E+14 3.491E+0 8.313E-1 4.098E+0 -1.273E+1 7.487E-2

1.00E+15 2.072E+0 1.390E+0 2.062E+0 -1.183E+1 1.511E-2

1.00E+16 1.606E+0 1.573E+0 1.392E+0 -1.153E+1 -4.543E-3

1.00E+17 1.535E+0 1.606E+0 1.299E+0 -1.149E+1 -6.980E-3

1.00E+18 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

1.00E+19 1.477E+0 1.629E+0 1.215E+0 -1.146E+1 -9.444E-3

N+e=N++e+e 1.00E+14 -1.909E+0 -3.027E+0 -3.694E+0 -1.604E+1 -5.018E-2

1.00E+15 -1.200E+0 -3.306E+0 -2.676E+0 -1.649E+1 -2.030E-2

1.00E+16 -9.671E-1 -3.398E+0 -2.341E+0 -1.664E+1 -1.048E-2

1.00E+17 -9.318E-1 -3.414E+0 -2.295E+0 -1.666E+1 -9.269E-3

1.00E+18 -9.026E-1 -3.426E+0 -2.253E+0 -1.668E+1 -8.037E-3

1.00E+19 -9.026E-1 -3.426E+0 -2.253E+0 -1.668E+1 -8.037E-3

O+e=O++e+e 1.00E+14 8.045E-2 -5.739E+0 -1.420E+0 -1.584E+1 -1.087E-3

1.00E+15 5.288E-1 -5.917E+0 -7.780E-1 -1.613E+1 1.768E-2

1.00E+16 6.648E-1 -5.972E+0 -5.849E-1 -1.621E+1 2.327E-2

1.00E+17 7.088E-1 -5.989E+0 -5.217E-1 -1.624E+1 2.513E-2

1.00E+18 7.234E-1 -5.995E+0 -5.007E-1 -1.625E+1 2.574E-2

1.00E+19 7.308E-1 -5.998E+0 -4.901E-1 -1.625E+1 2.605E-2



155

TABLE B.3: Variable values used in the calculation of forward chemical reaction rates
for reactions unique to the 11 species air mixture.

Reaction Reaction Type C η θ

N2+N+=N+N+N+ Dissociation 3.000E+22 -1.600E+0 1.132E+5
N2+O+=N+N+O+ Dissociation 3.000E+22 -1.600E+0 1.132E+5
N2+N2+=N+N+N2+ Dissociation 7.000E+21 -1.600E+0 1.132E+5
N2+O2+=N+N+O2+ Dissociation 7.000E+21 -1.600E+0 1.132E+5
N2+NO+=N+N+NO+ Dissociation 7.000E+21 -1.600E+0 1.132E+5
O2+N+=O+O+N+ Dissociation 1.000E+22 -1.500E+0 5.950E+4
O2+O+=O+O+O+ Dissociation 1.000E+22 -1.500E+0 5.950E+4
O2+N2+=O+O+N2+ Dissociation 2.000E+21 -1.500E+0 5.950E+4
O2+O2+=O+O+O2+ Dissociation 2.000E+21 -1.500E+0 5.950E+4
O2+NO+=O+O+NO+ Dissociation 2.000E+21 -1.500E+0 5.950E+4
NO+N+=N+O+N+ Dissociation 1.100E+17 0.000E+0 7.550E+4
NO+O+=N+O+O+ Dissociation 1.100E+17 0.000E+0 7.550E+4
NO+N2+=N+O+N2+ Dissociation 5.000E+15 0.000E+0 7.550E+4
NO+O2+=N+O+O2+ Dissociation 5.000E+15 0.000E+0 7.550E+4
NO+NO+=N+O+NO+ Dissociation 000E+15 0.000E+0 7.550E+4
N+O=NO++e Dissociative Recombination 5.300E+12 0.000E+0 3.190E+4
N+N=N2++e Dissociative Recombination 2.000E+13 0.000E+0 6.750E+4
O+O=O2++e Dissociative Recombination 1.100E+13 0.000E+0 8.060E+4
N2+O2+=N2++O2 Charge Exchange 9.900E+12 0.000E+0 4.070E+4
NO++N=O++N2 Charge Exchange 3.400E+13 -1.080E+0 1.280E+4
NO++O=N++O2 Charge Exchange 1.000E+12 5.000E-1 7.720E+4
NO++O2=O2++NO Charge Exchange 2.400E+13 4.100E-1 3.260E+4
NO++N=N2++O Charge Exchange 7.200E+13 0.000E+0 3.550E+4
O2++N=N++O2 Charge Exchange 8.700E+13 1.400E-1 2.860E+4
O++NO=N++O2 Charge Exchange 1.400E+5 1.900E+0 1.530E+4
NO++O=O2++N Charge Exchange 7.200E+12 2.900E-1 4.860E+4
O++N2=N2++O Charge Exchange 9.100E+11 3.600E-1 2.280E+4
N2+e=N+N+e Dissociation 3.000E+24 -1.600E+0 1.132E+5
N+e=N++e+e Electron Impact Ionisation 2.500E+34 -3.820E+0 1.686E+5
O+e=O++e+e Electron Impact Ionisation 3.900E+33 -3.780E+0 1.585E+5
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Appendix C

Acknowledgement of Resources

All of the routines, algorithms and models described in this thesis were written and
implemented by the author unless otherwise stated. This work was undertaken with
the support of the Centre for Doctoral Training in Next-Gen Computational Modelling,
including financial and computational resources. These computational resources in-
cluded access to specific resource of the Iridis 5 supercomputer cluster at the Univer-
sity of Southampton. Third party software utilised in the construction of OP2A and the
simulations undertaken includes the PLATO chemical modelling library (integrated,
but not used in the work presented) and the METIS library for mesh partitioning. Their
usage is described in the appropriate sections of this document.
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