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Optimization of waveguide enhanced Raman spectroscopy systems  

by 

Zhen Liu 

Waveguide-enhanced Raman spectroscopy (WERS) is becoming a promising emerging 

technology, and this work is aiming at three major problems that general WERS system are 

currently facing.  

Traditionally, WERS focused on single-mode operation, but this study explores the 

impact of planar waveguide thickness on surface scattering losses with a dedicated 

theoretical model on scattering loss. By considering multimode cross-polarization signal 

collection, a new generalized Figure of Merit (FOM) that takes count of the scattering loss 

is built for planar WERS. It is revealed that multimode pump excitation yields much superior 

conversion efficiencies, despite the reduced surface intensity. As a by-product, a method 

for reducing scattering loss and hence strengthen WERS with extra interface in waveguide 

substrate is also illustrated. 

Waveguide grating couplers (WGCs), which offer high coupling efficiencies and relaxed 

alignment tolerances for WERS sensors, has been modelled with approximately treating 

the grating teeth as a special optical layer that is filled with the polarized dipole. The in-

coupling of WGC is then calculated with out-scattering based on the reciprocal theorem, 

while the out-scattering is calculated with the theorem on dipole radiation at interfaces. 

The approximation extensively simplified the analytical difficulty for theoretical modelling. 

The accuracy of the model has been verified with a numerical model and the important 

physical mechanism that can be exploited for enhancing the Waveguide grating couplers 

has been revealed. 

Finally, a set of algorithms specifically for processing the signal from WERS that suffers 

from strong background and low resolution is proposed and implemented, showing good 

performance. The processing includes denoising, baseline removal and deconvolution. The 

novel multi-frame nonlocal means method has been proven more effective with simpler 

parameter settings than traditional methods.  The asymmetric least square method has 

been strengthened by incorporating a radial basis function for more precise baseline 

removal while proving constraint to deconvolution to suppress the ringing artefact.  
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Chapter 1 Introduction 

Biochemical sensing technologies are driven by the increasing demand for affordable point-

of-care clinical diagnostics, environmental detection, and chemical safety and security 

systems. The progressing silicon-based photonics technologies have been fuelling this 

growth. These technologies make use of chip-based sensing methods to detect biochemical 

species by taking advantage of the binding of biomolecules in a biological sample to 

receptors immobilized on the chip's surface, as well as the ease of integration with follow-

up devices (waveguides, waveguide coupler, etc.). Multiple optical phenomena have been 

employed to detect this binding, allowing for the identification and quantification of the 

biochemical species. Refractometry [1,2] and fluorescent labelling [3] have emerged as two 

successful approaches in this field. However, refractometry suffers from low specificity 

(interference bonding from other biomolecules in the sample) while fluorescent-based 

approaches suffer from the cost and inconvenience of labelling and the risk of altering the 

nature of the binding process. 

Optical spectroscopy techniques offer improved specificity by acquiring chemically specific 

compositional information with a reduced need for labels or surface receptors. Techniques 

such as absorption spectroscopy, fluorescence spectroscopy, and Raman spectroscopy 

have been utilized in various fields, including medical, environmental, and biological 

applications. Vibrational spectroscopies like mid-infrared (MIR) (∼2−16 μm) absorption 

spectroscopy and Raman spectroscopy provide chemically specific information (also known 

as a “fingerprint”), and they are increasingly used in biochemical sensing and 

measurements.  

Vibrational spectroscopies are based on molecular vibrations so they can provide label-free 

precise and multidirectional information. The advantages of vibrational spectroscopies, 

due to the mechanism of detection, are as follows, but not limited to:  

➢ Non-destructive: Vibrational spectroscopy does not require special sample 

preparation or destructive chemical reactions, allowing for non-destructive analysis 

of the sample. 

➢ High resolution: Vibrational spectroscopy provides high-resolution information 

about molecular structures and chemical bonds. 
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➢ Quantitative analysis: Vibrational spectroscopy can be used for quantitative analysis 

as the intensity of Raman peaks is proportional to the concentration of the 

molecules. 

➢ Versatility: Vibrational spectroscopy is applicable to a wide range of samples, 

including solids, liquids, gases, and biological samples. 

As vibrational spectroscopies, the main difference between MIR absorption spectroscopy 

and Raman spectroscopy lies in the principle of the measurement and the information 

obtained. MIR absorption spectroscopy measures the absorption of infrared radiation by 

the sample that absorbs specific infrared wavelengths corresponding to the vibrational 

energy levels of the molecules. While Raman spectroscopy detects the scattered light 

undergoing a shift in wavelength, known as the Raman shift, due to the interaction with 

molecular vibrations in the analyte [4,5]. Usually, the absorption/emission cross-section of 

Raman scattering is around 6 to 8 orders of magnitude lower than that of fluorescence 

emission. This necessitates the detection of extremely low-power spectra. Nonetheless, 

the vibrational frequencies can be upshifted by the frequency of the laser "pump" source. 

This enables measurements to be taken at a more convenient wavelength (visible or near-

infrared) when utilizing Raman spectroscopy (see diagram in Figure 1-1).. This is 

significantly important and makes Raman spectroscopy more widely applied in biomedical 

sensing. MIR absorption spectroscopy works in ∼2−16 μm wavelength band is 

unfavourable for biomedical sensing as biomedical analytes are always in an aqueous 

environment. While the light source to “pump” Raman signal in visible and near infred 

waveband is more abundant than that for MIR absorption. 

To address the weakness of Raman spectroscopy is low cross-section, many advanced 

Raman variants have been explored, including resonance Raman scattering [6] coherent 

Raman scattering [7] and surface-enhanced Raman scattering (SERS) which emerged in the 

1970s [8–11], and applied successfully in various fields. Among those approaches, SERS has 

emerged as a successful approach for identifying biochemical species at low concentrations 

on chip surfaces. It combines chemical enhancement [12–14] and electromagnetic 

enhancements [15,16], contributing significantly to the overall enhancement factor. To be 

specific, chemical enhancement contributes on enhancement factor up to 102, while the 

electromagnetic enhancement is 104.  SERS benefits from strong electromagnetic fields 

localized at the metal surface, resulting in surface selectivity and improved intensities of 
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specific vibrational bands [17,18]. Consequently, this makes SERS sensitive to the 

orientation of the molecule, providing additional information for greater confidence in the 

species, and offering improved potential for multiplexed detection as compared to 

fluorescence-based techniques [19,20]. The mechanism of physical enhancement and the 

consequent features are very similar to the waveguide-enhanced Raman spectroscopy 

(WERS), which will be detailed later. 

With the enhancements overcoming the drawback of the small-cross section in Raman 

spectroscopy, SERS has advantages over the matured commercialized fluorescence-based 

techniques in terms of sensitivity (3 orders of magnitude improvement [21,22]), quenching 

resistance, and photobleaching. However, limited commercial application is attributed to 

issues with the reproducibility and robustness of nanostructured metal surfaces. 

Translating spectroscopic techniques like SERS from research laboratories to point-of-use 

scenarios  [23] poses another challenge.  

   

Figure 1-1. Jablonski diagram of (a) infrared absorption, (b) Rayleigh scattering, (c) Stokes 
Raman scattering, (d) anti-Stokes Raman scattering, (e) resonance Raman 
scattering, (f) fluorescence, and (g) coherent anti-Stokes Raman spectroscopy. 

Waveguide-enhanced Raman spectroscopy (WERS), which also emerged in the 1970s [24–

26], provides a robust and powerful optical Raman spectroscopy-based sensing tool. 

Benefiting from the physical enhancement, which is the major contributor to Raman signal 

enhancement in SERS, WERS has similar advantages as SERS. WERS can be used for the 

same applications as those established for SERS, with modified surface chemistry for 

dielectric rather than metallic surfaces. With the development of technologies in 



Chapter 1 

4 

waveguides and integrated photonics, the use of optical waveguiding to enhance Raman 

signals at surfaces has re-emerged as a technique with strong potential to address the 

limitations of SERS [27–29]. In contrast to SERS which faces reproducibility and robustness 

challenges due to its reliance on complex nanoscale noble metal structures, WERS employs 

simple, wide-band, nearly lossless robust dielectric waveguides. WERS is based on utilizing 

the strong evanescent field and long interaction lengths of high-index contrast low-loss 

optical waveguides to achieve strong excitation of (and collection from) target molecules 

in the upper cladding of the waveguide. The lower loss of the waveguides in WERS enables 

it to build up Raman signal with length and shows a “distributed” enhancement, other than 

the local enhancement in SERS. Moreover, WERS is attracting renewed attention due to its 

reproducibility, robustness, manufacturability, and ease of integration into a photonic chip.  

The latest WERS demonstration has shown a higher signal-to-noise-ratios (SNR), and thus 

better sensitivity, than classic free space Raman systems both for thin molecular layer 

sensing and bulk sensing [30], although waveguide core and substrate can both contribute 

to the background of the collected signal. WERS has also been demonstrated to attain as 

much as a 300 times stronger Raman signal, with a potential theoretical advantage of 2000-

fold, against confocal Raman microscope systems [31]. 

Regarding the promising future of WERS and current progress, this work is mainly focused 

on optimizing the WERS system. An illustration of the WERS system and the corresponding 

optimization is shown in Figure 1-2. 

 
Figure 1-2. An illustration of WERS system and the corresponding optimization carried out 

in this work (blue boxes). 
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1.1 Background 

As illustrated in Figure 1-2, the waveguide is the core part of the WERS system, where the 

Raman response from the analyte is excited and collected. Considerable work has been 

done to optimize waveguides for WERS, including optimizing the waveguide core material 

and waveguide structure.  

1.1.1 Waveguide 

1.1.1.1 Waveguide material 

The proper material platform choice is critical for WERS performance. Materials with high 

absorption, surface scattering, or significant Raman or fluorescence response at the desired 

wavelengths may not be suitable for WERS. Absorption or scattering losses can limit the 

growth of the Raman signal along the waveguide and dissipate pump light, while high 

background emissions introduce noise and reduce the signal-to-noise ratio, ultimately 

affecting the limit of detection. 

In addition to low absorption and scattering, an ideal WERS waveguide core material should 

have a high refractive index for strong optical confinement and increased evanescent field 

strength [32]. A comparative study evaluated four commonly used photonic platforms 

(Al2O3, Si3N4, Ta2O5 , and TiO2) in terms of their broadband background emission and 

Raman conversion efficiency at a pump wavelength of 785 nm [33]. The study found that 

different materials exhibited varying levels of background emission and Raman signal 

strength. Experimental comparison of core materials [33] included four candidate 

waveguide platforms ( Al2O3 , Si3N4 , Ta2O5  and TiO2 ), and demonstrated that Ta2O5 

shows a good compromise in optical properties for WERS. The Ta2O5 core typically has a 

refractive index of 2.1, which is smaller than materials such as Si or TiO2, resulting in a 

lower Raman signal conversion efficiency, but the loss is significantly lower (measured in 

narrow strip waveguides) [33]. Compared to lower index materials, such as Al2O3 , the 

pump to signal conversion efficiency (see section 2.2) is much higher, although the loss of 

Al2O3 waveguides were half that of the Ta2O5 waveguides [33]. Si3N4 has a slightly lower 

index, so the loss and background noise is slightly lower, however, the Raman signal 

conversion efficiency is half that of the Ta2O5 waveguides [33]. In a recent experiment, 

fully optimised Ta2O5  slot waveguides have been shown to provide x4 higher signal 
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intensities than their Si3N4 counterparts [34]. Due to the good performance of Ta2O5 in 

WERS, it is selected as our waveguide core material for our experimental and theoretical 

study. 

1.1.1.2 Waveguide design  

The design process for waveguide enhanced Raman Spectroscopy (WERS) involves 

selecting the waveguide geometry and optimizing its dimensions. The most commonly used 

waveguide configurations in WERS are slab, strip, and slot waveguides. Planar (slab) 

waveguides, as an elementary form, have been investigated for power budget analysis [35] 

and comparison of collection configurations [36]. Various potential waveguide structures 

compared using various figures-of-merit (FOMs) for WERS have been investigated. Strip 

waveguides [37] have been studied due to their stronger confinement of field from two 

side walls compared to the open slab waveguide, which benefits from a more confined 

pump and better collection efficiency in the sense of guiding the collected light to the end 

of the chip and improved potential for device integration. Further, strip waveguides that 

are etched to form slot waveguides [28,38] and subwavelength grating waveguides [39] 

have been studied to access more of the evanescent field to excite the analyte. 

Slab waveguides have a simple design, where the pump interacts with a large analyte area. 

Slab waveguides are limited in length due to chip size constraints, typically a few 

centimetres. The design of slab waveguides focuses on selecting the optimal waveguide 

thickness to maximize the square of the electric field magnitude at the surface for strong 

Raman excitation [40] and Raman signal collection[32]. 

Strip waveguides guide light laterally in the film plane, providing two-dimensional guidance. 

They have the advantage of guiding all collected light to the end of the waveguide and 

allowing longer interaction lengths through spiral implementations[37]. However, low 

propagation loss is crucial to fully utilize this advantage. Slot waveguides feature high 

refractive index strips adjacent to a lower refractive index slot. They are engineered to 

enhance the light in the slotted region, reducing background Raman and fluorescence 

emission from the waveguide material and improving interaction with the analyte. Slot 

waveguides offer better signal-to-noise ratios, but narrow slots may have mass transport 

limitations and light coupling challenges. 
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Compared to slab waveguides, strip and slot waveguides require additional lithographic 

and etching steps, which can introduce side-wall roughness and increase waveguide losses.  

Overall, there is no leading approach for WERS design, as factors such as waveguide loss 

and material background significantly impact the design considerations. Numerical 

methods are commonly employed for optimizing the dimensions of the chosen waveguide 

geometry. A figure of merit (FOM) that considers the Raman excitation efficiency, signal 

capture efficiency etc. has been introduced for the optimal design [41–44]. 

 Ongoing research and improvements in waveguide technology offer promising avenues for 

enhancing the efficiency and performance of WERS systems. However, the contradicting 

requirements between strong excitation and strong scattering loss has not been properly 

stressed, which are both dependent on the modal field at interfaces, due to the 

complicated scattering mechanism and the difficulty of including the sub-nanoscale 

“scatters” in numerical modal. Therefore, to better understand how scattering impacts the 

efficiency of WERS, in Chapter 2, a theoretical model will be built for the simple slab 

waveguide and experimentally verified. 

1.1.2 Input coupling for pump 

The technique used to couple light into WERS waveguide is a crucial aspect of the system 

design, impacting its performance, complexity, cost, and suitability for different 

applications. The few mW laser pump power loss, due to the in-coupling to the WERS 

structure might be easily compensated by using a higher power laser diode. However, 

thermal dynamics has been proven to have a significant impact on the Raman background 

[45]. Therefore, the coupling efficiency of the coupler of WERS is also important. Several 

common light coupling techniques for WERS are discussed: 

(a) Prism coupling: This method utilizes evanescent coupling with a high-index prism. While 

used in early [40] and recent [36] WERS demonstrations, its complex assembly process 

makes it impractical for real-world applications, especially those requiring disposable chips. 

(b) Grating coupling: Grating coupling offers good alignment tolerance, even for the thin 

waveguide films with small mode sizes used in WERS[46,47], which is critical for the 

~100nm scale thin film used in WERS. It integrates the grating during chip production and 

allows light coupling from below the chip through a transparent substrate, enabling analyte 
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delivery without interrupting the optical path. Alignment tolerance may be reduced for 

strip and slot waveguides, but it remains a viable option. 

(c) End-fire coupling: This commonly used method in WERS involves focusing the pump 

beam using an objective or aspheric lens to match the waveguide's mode size closely [48]. 

The focused beam is directed onto the polished or cleaved end-facet of the waveguide, 

potentially with a mode-transform for improved coupling efficiency. Translational 

alignment tolerance is critical, but it can be integrated with conventional Raman 

microscopes. 

(d) Fibre coupling: Similar to end-fire coupling as a conventional fibre-chip integration 

method, fibre coupling involves connecting the pump light-carrying fibre directly to the 

waveguide's polished or cleaved end-facet [49]. Alignment tolerances are similar to an end-

fire coupling, and permanent attachment of the fibre to the chip allows for continuous 

monitoring applications. 

Optimizing the waveguide design by considering light coupling efficiency enhances the 

system's figures-of-merit (FOMs) and overall performance. Research has demonstrated the 

combination of grating coupling efficiency and surface intensity, resulting in an improved 

FOM and enhanced output Raman signal for incident pump power[42]. 

Among the above compared in-coupling method, the waveguide grating coupler is selected 

to couple pumping light for our WERS, due to the stability, high efficiency, and good 

alignment tolerance, making it an ideal choice for disposable point of care application. 

Following our previous numerical study of the waveguide grating coupler for WERS, a more 

detailed theoretical study on the waveguide grating coupler is conducted to compensate 

for the aspects that the current numerical methods struggle to solve. 

1.1.3 Data processing 

Data processing for WERS follows similar principles as Raman and SERS spectra processing 

[50,51]. A good overview of spectral pre-processing for vibrational spectroscopy is given in 

Ref. [10,52]. However, specific techniques for WERS data processing are limited. Raw WERS 

spectra include analyte Raman spectra and waveguide background spectra for referencing 

and subtraction. Background spectra should ideally match analyte spectra conditions, but 

can hardly be guaranteed. Other mechanisms, such as the wider point spread function 
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lowering the resolution and wavelength distortion, distinguish the data processing 

procedures for WERS. Particularly, the wavelength distortion due to the wavelength 

dependency of scattering loss[53] and signal capture efficiency [54] has not been fully 

addressed, which contributes to the baseline (residual background) significantly. 

Regarding the mechanisms degrading spectra from WERS, background subtraction, 

denoising, baseline correction and deconvolution are the main steps, and have been 

implemented and improved in this work. 

1.1.3.1 Background subtraction 

After minimising the WERS background at its origin using the hardware approaches 

described above, the background should be subtracted using stored analyte and 

background spectra (both integrated and averaged appropriately). Sequential analyte and 

background measurements taken using a cell with flowing samples and blanks aid accurate 

subtraction [55]. It may be possible to improve the subtraction by first normalising the 

spectra to a Raman feature emanating from the waveguide core material[56]. 

Normalization is less critical in WERS than conventional free space Raman spectroscopy 

due to less variation involved in as the spectra of the background and sample are acquired 

consistently under similar conditions. However, normalization is still useful to ensure the 

spectra of the sample and background are comparable so that the subtraction can remove 

most of the background, revealing the measurable analyte features. Standard 

normalization methods, such as min-max normalization, 1-norm, vector normalization and 

standard normal variate [57], apply to WERS spectra while the simplest min-max 

normalization can produce robust results for background subtraction for most of the cases. 

Such subtraction is seldom perfect, mostly due to wavelength distortion, waveguide 

dispersion effects and experimental inconsistencies between measurements, and a 

procedure to fit and subtract the residual background, namely the baseline removal, is 

needed.   

1.1.3.2 Denoising 

Denoising is critical in WERS due to the weak Raman signals and the shot noise associated 

with the background that is generated within the whole waveguide structure. The first step 

is to remove spike features due to cosmic rays [58,59]. Single-scan filtering-based methods 

[58,60,61] have been applied to smooth out the large numbers of spurious features. The 
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double-exposure-based method [62]  is more robust at the cost of increased acquisition 

time.   

Common filtering methods, including low-pass filtering and median filtering in both the 

space and frequency domains, are typically applied to remove noise [63] [64]. Among these 

simple filters, Gaussian filtering and median filtering are commonly used in most denoising 

scenarios, including Raman spectra denoising [64], and often act as baseline techniques to 

characterize new denoising methods [65]. These filtering techniques, however, have a 

smoothing effect on the data that can suppress random fluctuations but may result in a 

loss of contrast between signal and noise, flattening the Raman peaks in the signal, and 

thereby reducing the effectiveness of the denoising process [63]. Recently, advanced 

methods, such as Savitzky-Golay (SG)  filters [66] and wavelet-based methods [67], have 

been proposed for processing the Raman spectrum. The SG filter method has shown good 

performance but can potentially remove genuine Raman peaks with low full width at half 

maximum (FWHM) if the parameters are not appropriately set [63]. The wavelet transform 

filtering (WTF) method provides more discriminating frequency filtering than a simple 

Fourier transform because of multiscale frequency decomposition, so more precise 

denoising can be achieved than the typical low-pass filtering via Fourier transform in the 

frequency domain. However, sensitive thresholds for every decomposed frequency 

component have to be set.  In addition,  proper wavelets need to be chosen from the large 

family of wavelets, and complicated optimization algorithms have been developed just for 

choosing appropriate parameters for WTF [68]. Such sensitive parameters setting can be a 

challenging task for non-expert users, which limits their applicability in practice and 

potential for fully automated Raman signal processing. Machine learning has also been 

used to enhance the signal-to-noise ratio for Raman spectra [69]. As a data-driven method, 

it can be expected that machine learning will become more effective as standardized 

Raman data are accumulated enough for training reliable models. 

1.1.3.3 Baseline correction 

Due to wavelength distortion and waveguide dispersion in WERS, and optical differences 

between background and analyte matrices, a residual baseline often exists after 

normalization and background subtraction. Thus, baseline removal is a necessary step. 

Besides physically driven methods, such as shifted excitation [70,71], mathematical 
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methods do not need any instrumental modification, they can be equally effective with 

physical methods and are widely used. Roughly, the methods can be divided into two 

categories including the fitting base method and the filtering method. The first one is 

optimization-based fitting methods, which means fitting a smooth curve closely matching 

the spectra but always underneath the steep Raman peaks. Baseline curve fitting has 

typically been realized with generic methods [72], asymmetric least square [73], spline 

smoothing [74], polynomial fitting [75] and others. The baseline varies slowly compared to 

the Raman signal, therefore the second group of approaches uses filtering in both the space 

and frequency domains. Fourier transform [76] [77]  and wavelet transform  [78] [79]are 

representative approaches. However, current automated methods for baseline correction 

must have a certain degree of additional prior information about either the signal or the 

baseline component to succeed [80],  In addition, hybrid iterative processing that combines 

several methods, including manual methods [81], is expected to result in refined baseline 

removal [80]. Manual methods deploy selecting points for interpolating the baseline 

manually “by eye”, which is slow and not automated. However, it typically produces high 

accuracy as it is interpreted by eye, avoiding any artifact peaks. It is possible to use manual 

method produced data as standards to train models, such as machine-learning, for training 

accurate fully automated methods. 

1.1.3.4 Deconvolution 

Typically, the Raman signal from WERS is collected with a multimode fibre to guide light to 

the spectrometer, and uses a wider spectrometer slit to maintain signal throughput, which 

results inevitably in a reduced resolution. The resolution of Raman spectroscopy can be 

improved via mathematical deconvolution, which is beneficial, especially for closely-spaced 

Raman peaks. Knowledge of the spectral point spread function (PSF) is required to conduct 

deconvolution. PSF is affected by the pump linewidth and other instrument-broadening 

effects, which can be difficult to determine. One simple approach is to use a spike-shaped 

function with estimated width, such as the Lorentz function  [82]. Blind deconvolution can 

be applied to obtain PSF and deconvoluted Raman spectra simultaneously [83–86], in the 

case that PSF is difficult to be obtained accurately. As an ill-posed process, regularizations 

are typically needed. State of art regularizations such as Tikhonov regularization[87], 

maximum entropy regularization [82] and non-local low-rank regularization [85] can be 

applied.  
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1.2 Motivation, project building, thesis structure and highlights 

Having the background of WERS introduced, this thesis highlights the three main concerns 

associated with optimizing the WERS system, as illustrated in Figure 1-2. Subsequently, this 

thesis aims to present and elaborate on three key aspects of WERS optimization. The 

motivations underlying these aspects are briefly outlined here and will be extensively 

discussed in their respective chapters. These aspects encompass: 

1) Optimization of waveguide for WERS. 

As indicated in section 1.1.1.2, the efficiency of WERS is significantly limited by scattering 

loss. However, existing numerical methods face challenges in accurately incorporating sub-

nanometre scale "scatter" into the model for comprehensive optimization. Thus, the initial 

focus of this thesis is to undertake a theoretical and experimental investigation of 

scattering loss specifically in slab waveguides. By elucidating the underlying mechanism of 

scattering loss, this study proposes methods to mitigate its impact. Our new Figure of Merit 

(FOM) yields up to an up to 7-fold increase in signal power compared to conventional FOM-

designed waveguide geometries. 

This part of the work is presented in Chapter 2, and highlighted with the following points 

that have been demonstrated for the first time 

➢ Theoretically predicted and experimentally confirmed that the incorporation of 

additional interfaces in waveguide substrates leads to a substantial reduction in 

scattering loss. 

➢ Proposed the implementation of multimode cross-polarization (pump and signal in 

different polarizations). Initial experiments were conducted, demonstrating a good 

agreement in terms of the TE/TM polarization ratio. 

➢ Achieved up to a 7-fold increase in signal power by employing waveguides that 

support multimode cross-polarization collection, whereas conventional waveguides 

used in WERS are single-mode. 

2) Optimization on waveguide grating couplers for WERS 

In the context of waveguide grating couplers (WGC), the utilization of numerical methods 

is almost indispensable, considering the impractical low accuracy of analytical theoretical 

models that were established decades ago. Nonetheless, the extensive range of grating 
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parameters poses a challenge for achieving a comprehensive optimization of WGC, 

primarily due to the overwhelming computational cost, even when employing 

supercomputers. 

As the second part of this work, a new analytical theoretical model for WGCs has been 

developed. This model has been extensively validated through numerical simulations. In 

addition to surpassing expectations in terms of accuracy, this new model has revealed 

important physical mechanisms that are not captured by numerical simulations alone. 

Chapter 3 primarily focuses on clarifying the fundamental principles of WGCs and validates 

several hypotheses by modifying the existing theoretical model. Chapter 4 introduces a 

novel model that incorporates the verified hypotheses from Chapter 3. This model treats 

the region of grating teeth as an optical layer filled with dipoles, and it has been successfully 

validated through numerical simulations, demonstrating excellent agreement. This model 

has further unveiled additional physical mechanisms that can be leveraged to optimize 

waveguide grating couplers. 

The findings presented in Chapter 3 and Chapter 4, dedicated to WGCs, are highlighted by 

the following key features 

➢ High accuracy for practical waveguide grating coupler design, enabling full and fast 

optimization for waveguide grating coupler. 

➢ Important physical mechanisms have been revealed. 

➢ Applicability to general gratings with diverse geometries, allowing for expandability 

and versatility. 

 

3) Signal processing 

The third part of this study encompasses three key aspects: denoising, baseline removal, 

and deconvolution. In addressing the limitations of conventional denoising methods, as 

well as the complexity associated with advanced methods requiring sensitive parameter 

settings, a multi-frame-based nonlocal means approach is proposed and implemented in 

section 5.1. This approach aims to overcome the drawbacks of current denoising methods 

and enhance their accuracy. 
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To address the issue of asymmetric least square (ALS) methods being prone to failure when 

the gradient of the baseline approaches the Raman peaks, a radial basis function network 

is incorporated to reinforce the simplicity and robustness of baseline removal. This 

integration is presented in Chapter 5. 

These works are presented in Chapter 5 and highlighted as 

➢ A new precise denoising method with a simple and safe parameter setting has been 

successfully implemented. 

➢ The asymmetric least square method for baseline removal has been enhanced with 

a radial basis function network. 

➢ Non-negative baseline constrain has shown an effect on reducing ringing artefact 

for deconvolution. 

Regarding the contributions to development of our WERS system, the theoretical model 

developed in chapter 2 has been used to guide the waveguide design for WERS. The model 

formulated in section 4.2 has been used for designing the WGC for WERS. The signal 

processing algorithms elaborated in chapter 5 have been integrated into a software 

package with graphic interfaces and applied to our WERS signal for our internal analysis 

and publications.  

Details on the calculation of the electric field in three and multilayer waveguides, which is 

needed in waveguide and WGCs design, is provided in the Appendix A. 
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Chapter 2 Effect of scattering loss on optimization of 

waveguide-enhanced Raman spectroscopy 

Waveguide-enhanced Raman spectroscopy (WERS) is a promising sensing technology 

requiring accurate waveguide optimization to increase the pump/signal surface intensity. 

Traditionally, WERS has been focused on single-mode operation, which results in stringent 

waveguide parameter control and increased propagation losses. This chapter studies 

theoretically and experimentally the impact of planar waveguide thickness on surface 

scattering losses and waveguide propagation losses. This study considers radiation from a 

Raman-emitting dipole on a waveguide which can be captured back into the waveguide in 

polarization and spatial modes different from the pump mode, provided the waveguide can 

support them. In the case of randomly-distributed dipoles, I consider the Raman gain 

coefficients corresponding to all possible combinations of pump and signal polarization and 

spatial modes. This study introduces a new generalized FOM to optimize planar waveguide-

based WERS sensors under multimode excitation/collection operation and waveguide-

thickness and mode-dependent propagation losses. The FOM is shown to increase with the 

mode order as a result of the combination of substantial reduction in propagation loss, 

increased number of collecting modes, and longer optimum sensing lengths, and this 

occurs despite the concomitant surface intensity reduction. This implies that in the case of 

randomly distributed dipoles, single-mode pump excitation is not strictly required, and 

multimode pump excitation will give superior conversion efficiencies.  

2.1 Background  

As mentioned in introduction, numerical studies  are among the main approaches for 

optimization of the corresponding FOMs of these state-of-the-art waveguides, but they 

mainly focus on factors including the efficiency of exciting or capturing the Raman signal, 

or the pump/signal conversion efficiency per unit length [41,88]. 

However, with a few exemptions (see [41,43] ), scattering loss, which is a fundamental 

factor that limits WERS overall conversion efficiency, has received limited attention.  

Usually, it has been either neglected or oversimplified as a constant, independent of the 

waveguide parameters, in current conventional FOMs. As a strong evanescent field 
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exposed at the surface of the waveguide core is expected in WERS, scattering from the 

roughness of the surface is unavoidable. Scattering loss is not independent of the 

waveguide geometry, as surface modal field varies with geometry (i.e. thickness for planar 

(slab) waveguides), and a full optimization should take the variation of scattering loss as a 

function of waveguide core thickness into consideration. Kita et al [41,43] have considered 

the impact of slot waveguide parameters on side-wall induced scattering losses and used 

it to optimize the proposed FOM. This study, however, is limited to single-mode slot 

waveguide operation. Even optical fibres, which exhibit minimal losses reaching the limits 

of Rayleigh scattering, exhibit increased losses when single mode operation and strong 

evanescent field is needed for sensing or other similar purposes [89]. A ~dB/cm scattering 

loss could result from a nanometre surface fluctuation in this case [90].  

The mechanism of scattering loss from a waveguide has attracted attention since the late 

1960s, resulting in four main approaches to estimate it. The simplest one is based on ray 

optics, and a simple analytical expression was deduced by Tien [91], suitable mainly for 

multimode waveguides. Marcuse et al. in the 1960s studied the loss caused by 

imperfections of the surface by using the mode conversion theory for cylindrical 

waveguides [92] and slab waveguides [93]. Marcuse’s model was based on the weakly-

guiding approximation, which makes it unsuitable for WERS devices using high index 

contrast waveguides. The volume-current method [92,93] was introduced in the 1970s as 

a practical way to calculate scattering losses in waveguides [94,95]. Kita et al. [41,43] 

adopted this method in their numerical model for calculating FOMs for different 

waveguides for sensing, and it is the only work so far that takes into account scattering loss 

into the waveguide optimization and WERS FOM. Payne-Lacey’s (PL) theoretical analysis 

[96,97], based on solving the wave equation via Green’s function at a random interface, 

shows that the scattering loss is a function of the waveguide thickness and spatial 

frequency (characterized by correlation length) of the rough surface. Moreover, recent 

theoretical analysis and experimental work of Schmid et al, which is developed from PL’s 

theoretical work, has shown that surface-roughness scattering also interferes with 

reflections from other interfaces of the waveguide and significantly modifies the resultant 

scattering loss[53].  In other words, conventionally optimized waveguide parameters for 

maximum evanescent field strength at the interfaces might not be optimal for WERS due 

to the concomitant increased scattering loss due to surface roughness. 
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Another point that has been rarely addressed is the full impact of the multimode signal 

collection and cross-polarization excitation (i.e. signal and pump in different polarizations, 

which is discussed by Dhakal et al [98]). Conventionally, the waveguide is designed for the 

fundamental mode because of its strong surface modal field. However, due to additional 

requirement for minimized scattering loss, the waveguide parameters may become 

optimum for WERS when the waveguide is multimode and Raman is collected in multiple 

modes supported by the waveguide. Thus, the signal could be collected by the waveguide 

in a higher-order mode and different polarizations as the Raman signal is emitted by 

randomly oriented dipoles. These additional considerations would further impact the 

optimum waveguide length (or “saturation” length, in the case of backscattered collection), 

which is simply the reciprocal of the loss coefficient for single mode excitation and 

collection.  

This work expands previous approaches and extends the WERS waveguide design into the 

multimode regime by considering the combined effects of reduced surface intensities, 

reduced scattering losses (increased interaction lengths) and increased number of pump 

excitation/signal collection spatial/polarization modes. Section 2.2.1 expands the random 

dipole-to-waveguide coupling into multimode polarization-resolved operation. Section 

2.2.2 considers multimode pump-excitation/signal-collection and generalize previously 

derived FOMs, applicable to single-mode operation, for application in the multimode 

regime.  Section 2.2.3 extends previously derived modal field, coupling efficiency and 

scattering loss calculations into the multimode regime. The model on scattering loss is 

extended with the transfer matrix method so that the multilayer interference effect on 

scattering loss is considered. Section 2.3.2, shows detailed comparison between planar 

waveguide scattering loss theoretical calculations and experimental measurements.  In 

sections 2.3.3 and 2.3.4, the traditional singlemode-pumping/singlemode-collection FOM 

calculations are used to compare with the new singlemode-pumping/ multimode-

collection FOM.  In addition, we have also calculated and compared the signal-background-

ratio. Section 2.4 summarizes and present the final conclusions.   

2.2 Theoretical model  

In Figure 2-1, a typical three-layer WERS waveguide system is shown. The pump is coupled 

into the waveguide from a coupler and excites the Raman signal from the analyte, which is 
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modelled as an oscillating dipole, on the top of the core of the waveguide excited by the 

evanescent field, while the guided power is scattered by the rough core-cladding interface. 

   
Figure 2-1. Illustration of a WERS system with a three-layer waveguide. The refractive index 

for cladding, waveguide core, and substrate are n3, n1 and n2 respectively. The 
geometry of the waveguide for further calculation is depicted. The root-mean-
square (RMS) fluctuation is 𝜎, as marked. 

The randomly oriented excited molecule radiates the Raman signal incoherently and 

isotropically. Therefore, the signal can be collected in TE and TM polarization regardless of 

the pumping polarization from the top of the waveguide (free-space collection) and the 

ends of the waveguide. However, it has been shown that much more power can be 

collected from the ends of the waveguide [36], and hence, the top-collection is not 

considered further here. The forward-/back-collected signal is the integration of the signal 

excited and captured by the waveguide with the supported spatial mode along the 

waveguide from 𝑧 = 0 to 𝑧0. Following Ref. [41], the Raman gain coefficient 𝜂𝑗 for the jth 

mode, which indicates the efficiency of converting pump to guided jth mode Raman signal 

per unit length, is the product of the efficiency of dipole excitation by the pump and the 

coupling efficiency of the power radiated from the dipole into the guided mode.   

2.2.1 Dipole-to-waveguide coupling efficiency; pump/signal polarization dependence 

The coupling efficiency into the jth waveguide mode of the emission from a dipole on a 

layered structure is calculated in terms of the waveguide mode power (Pj) normalized to 

the dipole free space emission power ( 𝑃0) and is, in general, given as [54,98,99]: 
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𝑑𝑃𝑗
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(2.1) 

where 𝜇 and k3 = n3k0 are the dipole moment and wavenumber in the superstrate, while 

the subscripts y and 𝜌  denote the vertical and horizontal (x-z plane) components, 

respectively. 𝑟𝑗𝑇𝑀  and 𝑟𝑗𝑇𝐸  are the plane-wave reflectivity for the p (TM) and s (TE) 

polarizations of the whole structure, including the waveguide and any other interface(s) in 

the substrate (see Figure 2-1). 𝑟0 is the distance between dipole and waveguide core. For 

monolayer detection, the analyte is deposited on the waveguide core, so 𝑟0 = 0. TM/TE 

waveguide modes are given by the poles of the 𝑟𝑗𝑇𝑀/𝑟𝑗𝑇𝐸 reflectivity and the integration is 

calculated along the infinitesimal semicircle in the complex plane surrounding the 

corresponding pole [98,99]. The horizontal dipole moment (𝜇𝜌) can be further analysed 

into two orthogonal components (µx and µz). Randomly oriented dipoles can also be divided 

into three equally-populated x-, y-, and z-oriented subgroups and the horizontal and 

vertical dipole moment contributions in equation (2.1) are usually taken as 𝜇𝜌/µ = 2/3 and 

µy/µ = 1/3 [98,99]. Strictly speaking, this applies when the dipole excitation is isotropic with 

respect to the pump field vector (i.e., it depends only on the pump intensity ∝|Ep|2), as is 

the case when considering gain effects in doped planar waveguides [100]. However, in 

WERS the x-, y- and z-oriented subgroups will be predominantly excited by the x-, y- and z-

components of the pump field, respectively, and, therefore, this study will explicitly use 

µx/µ = µy/µ = µz/µ = 1/3, along with the appropriate pump field components, in the 

subsequent analysis. equation (2.1) gives the total collected signal power including TE and 

TM polarized modes. The collected signal partition into TE and TM waveguide modes is 

given by the terms containing explicitly the 𝑟𝑗𝑇𝐸 and 𝑟𝑗𝑇𝑀 coefficients. 

For calculating the reflectivity and transmissivity for the dipole coupling efficiency in 

equation (2.1) 

 𝑘𝑦𝑛 = √𝑘𝑛
2 − 𝑘𝜌

2 (2.2) 

The free-space radiation power normalized to pump power 𝑃𝑝 from a dipole excited by the 

evanescent field of a planar waveguide is [101] 

𝑃0

𝑃𝑝𝑢𝑚𝑝
=

4𝜋3

3𝑘𝑣휀0
2

𝜎𝑅(𝜔𝑝, 𝜔𝑠)𝑛𝑔(𝜔𝑝)

�̃�𝑒𝑓𝑓(𝜔𝑝)
(2.3) 

where 𝜎𝑅  is the scattering cross-section and is given a representative value of 10−30𝑐𝑚2 

in the following calculations, while 𝑘𝑣 ≈ 1.26 × 1023 𝐶−2𝑉2𝑚2 is a constant specified by 
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Long [52], 𝑛𝑔 is the group index and �̃�𝑒𝑓𝑓 is the effective mode area defined in Ref.[101] 

and given as 

�̃�𝑒𝑓𝑓(𝑟0, 𝜔𝑝) ≡
∬ 휀𝑟(𝑟, 𝜔𝑝)|𝑒(𝑟, 𝜔𝑝)|

2

𝐴
𝑑𝐴

|𝑒(𝑟0, 𝜔𝑝)|
2 (2.4) 

𝜎𝑅(𝜔𝑝, 𝜔𝑠) is the cross-section of the scatter. 𝑛𝑔(𝜔𝑝) is the group refractive index for the 

pump. 𝑘𝑣 = 1.26 × 1023𝐶−2𝑉2𝑚2 is a constant given by Long [52]. 휀(𝑟, 𝜔𝑝) is the relative 

dielectric function of the pump. 𝑒(𝑟, 𝜔𝑝) is the electric field of in its mode area. 

The group refractivity is defined as the velocity of light in vacuum, c, divided by the group 

velocity of the mode, while Snyder proves the group velocity of a slab waveguide to be the 

modal power 𝑃𝑗 divided by, 𝒲𝑗, the total stored energy per unit length of the waveguide 

[102]  

𝑣𝑔𝑝 =
𝑃𝑝

𝒲𝑝
(2.5) 

For non-dispersive core [102],  

𝒲𝑝 =
1

2
휀0 ∬ 𝑛(𝑟)2|𝑒𝑝(𝑟, 𝜔𝑝)|

2

𝐴∞

𝑑𝐴 (2.6) 

  

  

  

While the power can be calculated by integrating the Poynting vector. So, the item of 
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now is taking a more straightforward form, 
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(2.7) 

Where the power-normalized modal field can be defined to simplify the formula, 

|𝐸𝑝(𝑟0)|
2

=
|𝑒𝑝(𝑟0)|

2

∬ 𝑒𝑝(𝑟) × ℎ
𝑝

∗
(𝑟) ⋅ �̂�

𝐴∞
𝑑𝐴

(2.8) 
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Therefore, taking the previous derived expression form [101], the free-space radiation due 

to the evanescent field from a slab waveguide can be written in a simple form,  

𝑃0

𝑃𝑝𝑢𝑚𝑝
=

4𝜋3𝑐

3𝑘𝑣휀0
𝜎𝑅(𝜔𝑝, 𝜔𝑠)|𝐸𝑝(𝑟0)|

2
(2.9) 

The Raman gain coefficient, 𝜂𝑗  for the 𝑗𝑡ℎ  signal mode is calculated by multiplying the 

signal coupling efficiency equation (2.1) and excitation efficiency equation (2.9), namely, 

𝜂𝑗 =
𝑑𝑃𝑗

𝑃𝑝

1

𝑑𝑧
=

4𝜋3𝑐

3𝑘𝑣휀0
𝜎𝑅(𝜔𝑝, 𝜔𝑠)|𝐸𝑝(𝑟0)|

2 𝑑𝑃𝑗

𝑃0
(2.10) 

From Equation(2.1),  (2.9) and (2.10) we can derive the following polarization resolved 

dipole excitation and signal collection cases. |𝐸𝑝|
2
 is the power normalized squared electric 

field. The TE polarization |Ep|2 = |Ex|2 while for TM polarization |Ep|2 = |Ey|2 +|Ez|2. 

Equation (2.10) is also applied to approximately calculate the background generated by the 

pump in the core and substrate area by Ref. [33,43]. The excitation efficiency for 

background is written as [33,43],  

𝜂𝑏𝑔 = 𝜌𝑏𝑔𝜎𝑏𝑔𝑛𝑔
2𝜆2 ∫

|𝑒(𝑟0)|4

(∫ 휀𝑟|𝑒(𝑟)|2𝑑𝑟
∞

)
2

𝑑𝑟𝒐𝑐𝑠

. (2.11) 

In this equation, 𝜌𝑏𝑔 and 𝜎𝑏𝑔 are the density and cross-section of background.  These terms 

will cancel each other out during the computation of the relative signal background ratio 

(rSBR), based on the assumption that the density and cross-section values for both the 

signal and background are identical. The group index 𝑛𝑔 is calculated with equation (2.7). 

The integration is calculated along the region where background generated. Following Ref. 

[33,43], equation (2.11) is used for calculating the rSBR that characterizes the background, 

while the signal generated at the cladding interface, which is key focus of the study, is 

specified as follows. 

2.2.1.1 TE pump 

In this case |Ep|2 = |Ex|2, 
𝜇𝜌

2

𝜇2 =
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2

𝜇2 =
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3
 and equation (2.1)and (2.9)reduce to:  
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(2.12) 
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where l denotes the infinitesimal contour of integration in the complex 𝑘𝜌 plane around 

the rjTE and rjTM poles. More specifically, kρ=βj+ϵexp(iθ), where βj is the propagation 

constant of the captured mode, ϵ is a small number and the integration is done along θ=0 

to π. rjTE and rjTM are in general functions of kρ and are calculated at kρ=βj. It is apparent that 

TE polarized pump excites the x-oriented dipole subgroup and contributes to both TE and 

TM signal coupling. 

2.2.1.2 TM pump 

In this case |Ep|2 = |Ez|2 + |Ey|2 and 
𝜇𝜌

2
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=

𝜇𝑧
2

𝜇2
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1

3
 , 

𝜇𝑦
2
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1

3
 and from equation (2.1) and (2.9) 

it can be obtained:  
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It is evident that TM polarized pump excites both the z- and y-oriented dipole subgroups 

(with strengths proportional to the |Ez|2 and |Ey|2 pump components, respectively) and 

contributes to both TE and TM signal coupling. It is also shown that under TM polarized 

pump excitation both TE and TM signal modes are collected. It should be mentioned that 

in previous studies [98,99] the full pump field |Ep|2 was considered with and 
𝜇𝜌

2

𝜇2 =
2

3
 , 

𝜇𝑦
2

𝜇2 =

1

3
 in equation (2.1). 

2.2.2 Raman conversion efficiency – effect of scattering propagation loss 

Due to the scattering loss, the collected signal at the waveguide ends is a function of both 

the loss coefficient and waveguide length, and for the 𝑗𝑡ℎ − mode collected Raman signal, 

𝑃𝑠𝑗  , can be described by the following differential equations, for the forward collection 

configuration (equation (2.14)(a)) and the back collection configuration (equation (2.14) 

(b)), 

𝑑𝑃𝑠,𝑗

𝑑𝑧
= {

𝜂𝑗𝑃𝑝(𝑧)𝑒−𝛼𝑠,𝑗(𝑧0−𝑧) (𝑎)

𝜂𝑗𝑃𝑝(𝑧)𝑒−𝛼𝑠,𝑗(−𝑧) (𝑏)
(2.14) 
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where 𝑧0 is the total sensing length, and 𝛼𝑠,𝑗 is the loss coefficient for a signal collected in 

the 𝑗𝑡ℎ mode. The pump decays exponentially along the waveguide with loss coefficient 𝛼𝑝, 

and is expressed as 𝑃𝑝(z) = 𝑃𝑝(0)𝑒−𝛼𝑝𝑧 . The 𝑗𝑡ℎ  mode collection efficiency is obtained 

from equation (2.14) as  

𝑃𝑠,𝑗

𝑃𝑝
= 𝜂𝑗𝑓𝑓(𝑏),𝑗 (2.15) 

equation (2.15) determines the ability of the waveguide to convert the pump power into 

Raman signal in the jth mode, where 𝑓𝑓(𝑏),𝑗 is the integrated function regarding the loss of 

signal and pump along the waveguide for forward (indicated by subscript f) and backward 

collection (indicated by subscript b), and is expressed as 

𝑓𝑓,𝑗(𝛼, 𝑧0) = {
(𝑒𝑎𝑝𝑧0−𝑒

𝛼𝑠,𝑗𝑧0)𝑒
−𝑧0(𝑎𝑝+𝑎𝑠,𝑗)

𝛼𝑝−𝛼𝑠,𝑗
𝛼𝑝 ≠ 𝛼𝑠,𝑗

𝑧0𝑒−𝛼𝑝𝑧0 𝛼𝑠,𝑗 = 𝛼𝑝

(2.16) 

   

𝑓𝑏,𝑗(𝛼, 𝑧0) =
1 − 𝑒−𝑧0(𝛼𝑝+𝑎𝑠,𝑗)

𝑎𝑝 + 𝑎𝑠,𝑗
(2.17) 

  

2.2.2.1 Analytical model on scattering loss 

As mentioned in the introduction, the geometry of the waveguide (thickness of the planar 

waveguide core) changes the scattering loss as well, through two mechanisms. Firstly, the 

core thickness determines the strength of the modal field at the core-cladding interface, 

and a stronger surface modal field creates stronger scattering. Waveguide scattering loss 

is usually calculated by the Payne-Lacey’s model [97]. This model has been modified by 

Schmid et al [53] to include the contributions of the interference effects inside the two core 

interfaces that change the scattering significantly. The modified scattering loss coefficients 

are given by [53]  

𝛼𝑗𝑇𝐸 =
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𝜋

0

�̃�(𝛽 − 𝑛3𝑘0cos𝜃)d𝜃(2.18) 
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(2.19) 

  

where 𝐸0
𝑥  (𝐸0

𝑦
, 𝐸0

𝑧) is the normalized TE (TM) mode field at the n1/n3 interface, 𝑛𝑗eff is the 

effective refractive index of the corresponding waveguide jth mode. 𝑟𝑗𝑇𝐸\𝑇𝑀 and 𝑡𝑗𝑇𝐸\𝑇𝑀 

are the total reflectivity and transmittance for TE/TM waves reflected and transmitted 

through the whole structure of the waveguide. 𝑟𝑗𝑇𝐸\𝑇𝑀 and 𝑡𝑗𝑇𝐸\𝑇𝑀 are also expressed as 

functions of 𝜃, the angle of scattered light. 𝑏 = ∫ 𝑛2(𝑦)
∞

−∞
|𝐸𝑦(𝑦)|2d𝑦is the normalization 

constant. �̃� is the correlation function of the roughness which takes the widely-accepted 

auto-correlation form [97] �̃�(𝑘) =
2𝜎2𝐿

1+𝐿2𝑘2, characterized by the root-mean-square height 

variation of the fluctuating surface 𝜎, and 𝐿 is the rough-surface correlation length. The 

expressions (2.18) and (2.19) are originally for a waveguide core with two rough interfaces, 

while, for the planar waveguide the substrate interface is normally much smoother and 

therefore contributes negligible loss. Therefore, the loss coefficients used in the following 

study are half the ones given by equation (2.18) and (2.19). For given roughness parameters, 

changes in the waveguide parameters (core thickness and/or refractive indices) will impact 

the scattering loss through the variation of the n1/n3 interface field strength, as well as the 

changes in 𝑟𝑗𝑇𝐸\𝑇𝑀 and 𝑡𝑗𝑇𝐸\𝑇𝑀.  

2.2.2.2 Interference from multilayer substrate. 

Schmid et al’s model only considers the interference effect in a typical three-layer 

waveguide, i.e. the reflections / transmissions through cladding – core – substrate [53]. 

However, practical waveguides might be more complicated than the simple three-layer 

structure, i.e., the substrate could be multilayered. Theoretically, the reflection of the 

scattering in the substrate could also impact the interference, so original Schmid et al.’s 

model should be expanded by including this multilayer interference effect into 

consideration. The transfer matrix method is adopted here to include such concerns, and 

we employ standard transfer matrix method for calculating the multilayer structure 

illustrated in Figure 2-2 is given by Ref. [103,104]. 

Light transfer in the same layer n from upper interface 𝑦𝑛−1 to lower interface 𝑦𝑛 



Chapter 2 

25 

 [
𝐴𝑛
’

𝐵𝑛
’ ] = 𝑀𝑛 [

𝐴𝑛

𝐵𝑛
] (2.20) 

where the transfer matrix for layer n is  

 𝑀𝑛 = [𝑒𝑖𝜙𝑛 0
0 𝑒−𝑖𝜙𝑛

] (2.21) 

in which 𝜙𝑛 = 𝑘𝑦𝑛ℎ𝑛
 is the phase shift in layer n, where 𝑘𝑦𝑛 and ℎ𝑛 are the y component 

of the wave number in layer n and thickness of layer n, respectively. 

And for calculating the loss coefficient (equation (2.18) and (2.19)), assuming the scattering 

is from layer 0-1 interface, with a scattering angle 𝜃 (0~𝜋), 

 𝑘𝑦𝑛 = √𝑘𝑛
2 − 𝑘0

2cos2(𝜃) (2.22) 

The matrix for the interface can be written as  

  

 𝑚𝑛𝑛+1 =
1

𝑡𝑛𝑛+1
 [

𝑟𝑛𝑛+1 1
1 𝑟𝑛𝑛+1

] (2.23) 

where r and t are the Fresnel reflectivity and transmissivity from a single layer. The transfer 

matrix describes the light transfer from layer n to n+1 is  

 [
𝐴𝑛

𝐵𝑛
] = 𝑴𝑛𝑛+1 [

𝐴𝑛+1

𝐵𝑛+1
] (2.24) 

where 𝐌𝒏𝒏+𝟏 = 𝑀𝑛𝑀𝑛𝑛+1. 

 The transfer matrix for the whole structure is the product of all matrixes for each layer 

 [
𝑟
1

] = �̃� [
0
𝑡

] (2.25) 

where,  

 
�̃� = ∏

�̃�𝑛𝑛+1

𝑛

𝑖=0

 (2.26) 

i.e. 
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   [
𝑟
1

] = [
�̃�00   �̃�01

�̃�10   �̃�11

] [
0
𝑡

] (2.27) 

Hence  

 𝑡 =
1

�̃�11
，  𝑟 =

�̃�01

�̃�11
 (2.28) 

 
Figure 2-2. Illustration of the light propagation, reflection (r) and transmission (t) in a 

multilayer structure with an input (marked as 1) from layer 0. 

2.2.3 Raman conversion efficiency – Figure of Merit (FOM) 

Normally, optimization focuses on strengthening the surface field for a higher Raman 

conversion coefficient, while the impact on the scattering loss is either ignored or simply 

treated as a constant, independent of the waveguide parameters. In this case, the 

fundamental mode is always preferred due to the strongest modal field, and the loss for 

pump and signal are assumed to be the same (𝛼𝑠 = 𝛼𝑝). By taking the conventional optimal 

length, 𝑧0 =
1

𝛼𝑝
 [41], into equation (2.16), for forward collection, the function 𝑓𝑓 takes its 

maximum value, an appropriate FOM for forward collection is given by [41] 

   𝐹𝑂𝑀𝑓 =  
𝜂𝑗

𝑒1𝛼𝑝
 (2.29) 

The constant 𝑒1 is omitted in reference [41] for simplicity, but here it is kept because it 

allows direct quantitative comparison of forward and backward configurations. For 

backward collection, the signal increases with waveguide length monotonically to its 
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extreme value 𝑃𝑠𝑗(z0 → ∞) =
𝜂𝑗𝑃𝑝(0)

𝑎𝑝+𝛼𝑠
, which is indicated by equation (2.17). The 

corresponding backward collection FOMb is [33,43]  

 𝐹𝑂𝑀𝑏 =  
𝜂𝑗

2𝑎𝑝
 (2.30) 

This implies that all else being equal, backward collection is always ~36% better than 

forward collection.  

As can be inferred from equation (2.18) and (2.19), for fixed surface roughness parameters 

and refractive indices, the loss coefficient is a function of the thickness of the waveguide h. 

It is therefore expected that the thickness that maximizes the surface mode field does not 

necessarily maximize the overall WERS conversion efficiency. For example, due to reduced 

scattering loss, the optimum thickness could be greater than the conventional FOM 

indicates. Furthermore, a thicker waveguide may guide more modes and higher order 

modes may be used to increase the overall Raman collection. The captured signal and the 

pump in the core can be guided with different modes, in which case the loss coefficient will 

no longer be the same. Therefore, here the new FOMs for signal collected in each individual 

(𝑗𝑡ℎ) mode are expressed using a more generalized formula including the ratio between 

the collected signal power and pump power, following equation (2.15) 

   𝐹𝑂𝑀𝑓(𝑏)𝑗 = 𝜂𝑗(ℎ)𝑓𝑓(𝑏)𝑗(ℎ, 𝑧0)   (2.31) 

The signal collected at the ends of the waveguide is incoherently excited and captured by 

all the modes and polarizations that the waveguide supports. In order to calculate the FOM 

for bulk analyte, this study assumes the dipole is evenly distributed with a density 𝜌 along 

y direction. In this case, generalizing the single-mode excitation/collection FOM mentioned 

above, this study introduces a FOM applicable to single-mode excitation/multimode 

collection WERS arrangements, namely: 

  

𝐹𝑂𝑀𝑓
𝑚 = ∑ ∑ 𝐹𝑂𝑀𝑓𝑗𝑘

𝑚

𝑁

𝑗=0

𝑇𝑀

𝑘=𝑇𝐸

 

  

= ∑ ∑ 𝜂𝑗𝑘
𝑚 (ℎ)𝑓𝑓𝑗𝑘

𝑚 (ℎ, 𝑧0)

𝑁

𝑗=0

𝑇𝑀

𝑘=𝑇𝐸

(2.32) 
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In the equation (2.32), 𝐹𝑂𝑀𝑓
𝑚 is the total FOM for forward signal collection (subscript f), 

obtained under mth (TE or TM) mode pumping, by summing up the individual figures of 

merit 𝐹𝑂𝑀𝑓𝑗𝑘
𝑚  corresponding to individual jth signal mode with k (TE or TM) polarization 

pumped by the mth mode. 𝜂𝑗𝑘
𝑚  is the simplified Raman coefficient given by Eqns. (2.12) and 

(2.13) for the mth pump mode and the jth signal mode with k (TE or TM) polarization. 𝑓𝑓𝑗𝑘
𝑚  is 

given in equation (2.16) and corresponds to the propagation factor with the propagation 

loss coefficient of the mth pump mode and the jth signal mode with k (TE or TM) polarization 

given by Eqns. (2.18) and (2.19). A similar formula applies for the case of backward 

collection (with f replaced with b). The new generalized FOM incorporates geometry 

dependent loss and multi-interface interference effects and includes collection in multiple 

modes and both polarizations for polarized waveguide excitation.  

This study covers both monolayer and bulk analyte detection, where the analyte fills the 

entire cladding. For monolayer, the value of density 𝜌 along y direction is apparently 1, 

while for bulk analyte with a typical molecule size of ~nm, the value 109 is taken into our 

calculation. To calculate the FOM for bulk detection, we integrate the excitation efficiency 

η over the cladding area. This allows for a comprehensive evaluation of WERS performance 

for different analyte detection scenarios. FOM calculations are usually for monolayer 

detection, unless otherwise specified. 

2.3 Theoretical calculations 

In this section, modal field, coupling efficiency and scattering loss calculations are 

conducted for the following comparison with experimental waveguide loss measurements. 

The theoretical calculations also build the foundation for FOM calculations for polarization 

resolved single-mode pumping and single-mode/multi-mode signal. The calculations 

presented here correspond to a planar waveguide with Ta2O5 core deposited on a SiO2 

substrate. The cladding is assumed to be water. The refractive index for cladding, core, and 

substrate used throughout this section are 1.333, 2.12, and 1.4535 at a wavelength of 

785nm, respectively. The pumping wavelength is set to be 785nm, which is a balanced 

choice in terms of sensitivity and fluorescence background noise [105]. First, the dispersion 

equation is solved to obtain the electric field of the waveguide modes, normalized to carry 

1W/m power. Details regarding obtaining the electric field of the waveguide modes is 

elaborated in Appendix A. 
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2.3.1 Modal field, coupling efficiency and scattering loss calculations 

 
Figure 2-3. Excitation and waveguide coupling for a dipole on the cladding-core interface; 

(a) Normalized squared electric field at the core-cladding surface. (b) Signal 
capture efficiency in different modes for horizontal dipole. (c) Signal capture 
efficiency in different modes for vertical dipole.  

The surface electric field for various waveguide modes as a function of core thickness is 

shown in Figure 2-3(a). TM modes show the highest core/cladding surface field, making 

them preferable to the TE modes for WERS. In Figure 2-3(b), the efficiency for coupling the 

radiation from a horizontal dipole to guided modes is shown, assuming the dipole is 

radiating at the same wavelength as the pump (𝜆s = 𝜆𝜌=785nm). Figure 2-3(c) shows the 

case for a vertical dipole. It is shown that, in this case, there are no TE signal modes excited 

or collected. We also observe that for TM0 pumping the collection efficiency can be >1 due 

to the strong Purcell effect. Figure 2-3 shows that the TM mode is preferable for pumping. 

The combined signal collection for vertical and horizontal dipole shows that TM mode is 

superior than TE mode. 

Both the thickness of the waveguide and the roughness parameters impact the scattering 

loss. The loss coefficient is proportional to the square of the RMS roughness amplitude. In 

our model, the RMS amplitude is set to 1nm in line with recently developed state-of-art 

roughness measurements [106–108], which is also a value close to the lattice constant of 

Ta2O5 (a=0.620 nm, b=0.366 nm and c=0.389 nm) [109].  
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Figure 2-4 The propagation loss coefficient is plotted as a function of core thickness and 

correlation length for (a) TE0 mode and (b) TM0 mode. The surface roughness 
RMS amplitude is 1nm. The red lines mark the thickness that maximizes the 
surface modal field. (c) loss coefficient for the first three modes as a function 
of thickness with correlation length fixed at 180nm. The waveguide comprises 
a water-Ta2O5-SiO2 three-layer structure. The dot-dash line corresponding to 
the right y-axis is calculated by the widely used Payne’s model. (d) The 
scattering loss from the film on Si substrate with a 2 𝜇𝑚 oxidized (SiO2) layer in 
between. The waveguide comprises a water-Ta2O5-SiO2-Si four-layer structure. 
The waveguide structure is used for experimentally validate the model on 
scattering loss in the following section. 

The correlation length is related to the spatial frequency components of the roughness and, 

combined with the core thickness dependent propagation constant and surface field, 

impacts the scattering. In contrast to the RMS amplitude, the correlation length has been 

less systematically studied. Ladouceur et al. considered that the correlation length, L, for a 

rough waveguide surface is in the range between 0.1 to 1𝜇𝑚 [110]. Kita considered L to be 

~100nm[41] and Schmid et al’s measured value is 180nm, with which a good experimental 

and analytical agreement is achieved [53]. For deposited Ta2O5 thin films, the measured 

correlation length range from ~100nm [111], 400nm [112] and 49 to 282nm [113]. Due to 

the rather wide range of the correlation length reported, the relationship between 

scattering loss and correlation length is first investigated by calculating the loss of 

fundamental modes as a function of correlation length and core thickness using equations 

(2.18) and (2.19) . Figure 2-4(a) and (b), for the TE0 and TM0 modes respectively, show that 

the scattering loss does not change dramatically when the correlation length is in the range 

from 50nm to 400nm. The correlation length of 180nm measured by Schmid et al is inside 

range for the measured value for Ta2O5 thin film, and both roughness for the sidewall and 

deposited thin film are of exponential autocorrelation with similar RMS value, so 180nm is 
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adopted in this work as a representative value for correlation length. Another significant 

point is that the thickness that maximizes the surface field, marked by the red lines in Figure 

2-4(a) and (b), generates strong scattering, although it does not necessarily maximize it. 

This shows that the impact of the core thickness on scattering loss should be quantified 

and taken into account into WERS waveguide optimization. 

Figure 2-4(c) shows the propagation loss coefficient for both TM and TE polarizations versus 

core thickness for the first three modes. Obviously, the loss coefficient for different modes 

is not the same, so that the assumption that the loss coefficient for pump and signal are 

the same is not valid for signal collected in different modes. To illustrate the effect of the 

interference effect on scattering, the scattering loss calculated by the widely-used Payne’s 

model, which does not consider interference, is also included in the same figure. The 

interference effect within the waveguide layers results in pronounced undulations and 

strong suppression of the scattering from ~10dB/cm down to ~3.5dB/cm. 

Figure 2-4(d) shows the scattering loss from a Ta2O5 film deposited on the Si substrate 

coated with a 2 𝜇𝑚 oxide layer. The reason for simulating this multilayer substrate is that 

oxidized silicon wafers have excellent surface quality, the silica layer enables low-loss 

waveguiding on a silicon substrate and they are convenient substrates to experimentally 

study the scattering loss. Due to the extra layer, the reflectivity and transmissivity for 

calculating the scattering loss is determined by the transfer matrix method [103,104] 

specified in section 2.2.2. The calculation shows that the extra layer impacts the 

interference, and consequently the scattering loss, significantly.  

The above study shows that the waveguide core thickness impacts the surface modal field, 

efficiency of coupling the signal and the scattering loss significantly. Thus, the optimization 

for WERS should take these parameters into account, especially the scattering loss that 

strongly depends on the core thickness as it impacts the surface field and interference.  

2.4 Waveguide fabrication and loss measurements 

The scattering loss is shown to have a more complicated dependency on the core-thickness, 

but has been always oversighted or oversimplified. Moreover, experimental studies have 

rarely been carried out especially with the multilayer interference considered. To verify the 

theoretical prediction for the scattering loss, a systematic measurement of the loss 
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coefficient vs core thickness was carried out. Ta2O5 thin films with thicknesses between 90 

nm and 360 nm were deposited on silicon wafers with a 2 µm oxidized layer.  

2.4.1 Fabrication of waveguide 

The main goal is to deposit thickness controlled, pure, uniform Ta2O5 film on silicon wafers. 

The sputtering, a Physical Vapour Deposition (PVD) method, in the integrated photonics 

cleanroom is a technique that provides thin film deposition with good adhesion, controlled 

thickness and good uniformity. To achieve minimal surface roughness, the sputtering 

parameters, including Ar: O2 ratio, chamber pressure, and RF power, were optimized. The 

deposition parameters are as follows. The RF power is 250 Watts, Ar: O2 ratio is 20:6 and 

chamber pressure is 7 mTorr. The sputtering target is a 150 mm diameter powder-pressed 

pure Ta2O5 bulk. The inclusion of oxygen is to avoid the oxygen deficiency when sputtering 

the metal oxides, even if the target is the desired material. 

To fill any oxygen vacancies lost during the sputtering process and thereby reduce 

absorption due to the unoxidized metal, a process of annealing is adopted, following 

deposition. All samples were annealed at 550 ℃  for two hours. The temperature was 

ramped up to 550 ℃ at a rate of 50 ℃/min, and cooling down with a rate of 20℃/min.  

During the fabrication process, the cleanness of the silicon wafer substrate is crucial to the 

quality of the deposition. Therefore, any contact with skin must be avoided and 

contamination must be removed before coating. Additionally, the plasma strike on the 

substrate, which is typically to further clean the substrate, should not be conducted to the 

wafer due to the side effect of worthening the flatness of the surface. 

2.4.2 Characterization of waveguide 

The coated Ta2O5 surfaces were characterized by a stylus profiler for surface roughness and 

the thickness of the Ta2O5 thin film. The stylus profiler has a similar resolution as atomic 

force microscopy (AFM) in the vertical direction for the rough surface, while its field of view 

is much larger, thus making the RMS amplitude measured from a wider range more reliable. 

The horizontal resolution for the stylus profiler is much lower than an AFM, so the 

correlation length obtained from the stylus profiler was not applied in this study. Instead, 

as discussed above, 180nm was adopted in our model as a representative value for the 
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correlation length. The auto-correlation function was calculated from the raw data from 

the stylus profiler so that the RMS amplitude is obtained for theoretical calculations, as 

shown in Table 2-1. As to the thickness of the thin film, a simple method is employed as 

follow. A line was drawn with a mark pen prior to coating, and then the ink can be removed 

along with the film after coating. The step height of the mark, which can be easily measured 

with the stylus profiler, is the thickness of the film. 

The loss coefficient measurements were conducted with the prism coupling based 

Metricon machine. Only when the phase-matching angle is achieved, the incident laser 

power can be coupled into the waveguide in a certain mode. By recording and analysing 

the decaying light in the thin film with the built-in photodetector, an exponential curve can 

be fitted, thus obtaining the loss coefficient. The reliability of the measured loss coefficient 

could be affected by several factors. Firstly, the measured decaying profile of the coupled 

light might deviate from a strict exponential form, diminishing the precision of the 

exponential fitting for the loss coefficient determination. Secondly, the possible residue 

contamination on the substrate and the possible non-uniform thickness of the film can lead 

further irregularity and complexity. To mitigate such inaccuracy, multiple measurements 

were conducted for each sample. 

2.4.3 Measured and calculated loss coefficients comparison 

The experimental measurements and theoretical calculations are shown in Figure 2-5. The 

experimental loss coefficients are normalized to the mean square of the fluctuation of the 

rough surface, 𝜎2, since the scattering loss coefficient is proportional to it (see equation 

(2.18) and (2.19)), and the ideal roughness created by an optimized deposition recipe 

should be around 1nm in practice as mentioned above. The samples are deposited by 

plasma sputtering with different recipes, which were aiming at exploring the optimal recipe 

for the surface roughness, and their corresponding mean square of the fluctuation and 

original loss are given in Table 2-1. The loss measurements were carried out by a Metricon 

instrument operating at 632.8 nm in air, so the theoretical curves are re-calculated for this 

wavelength and are different to the ones in Figure 2-4(d). It is worth noting that the 120nm 

thick film was exposed to a longer plasma strike than the rest of the samples during the 

deposition process which may have damaged its surface and led to the increased loss 

values. Moreover, the 359nm core exhibits higher loss coefficients than the theoretical 
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prediction for fundamental modes most likely because the core is too thick to allow the 

annealing to oxidize all the tantalum. Therefore, with the fundamental modes mostly 

confined in the core higher absorption contributes to higher propagation loss. The good 

agreement between experimental and theoretical results validates the use of the Schmid 

et al’s augmented scattering loss coefficient model and our extension of considering 

multilayer interference with the transfer matrix method.  

 
Figure 2-5. Measured loss coefficient and comparison with the theoretical value for 

different modes. The theoretical value is calculated by assuming the RMS, 𝜎, is 
1nm. The measured experimental loss coefficient is normalized to the mean 
square of the RMS amplitude, σ2. 

 

 90nm 106nm 120nm 130nm 150nm 179nm 210nm 359nm 

𝜎 (𝑛𝑚) 2.06 1.05 2.74 0.91 1.78 1.80 1.35 1.57 

TE0 loss 

(dB/cm) 

8.31 1.83 14.51 1.66 6.47 5.02 2.44 2.06 

TM0 loss 

(dB/cm) 

\ \ 7.87 1.156 5.90 5.45 2.28 2.05 

TE1 loss 

(dB/cm) 

\ \ \ \ \ \ \ 3.88 

TM1 loss 

(dB/cm) 

\ \ \ \ \ \ \ 3.27 

Table 2-1. Mean square of fluctuation and loss for different fabricated core thicknesses. 



Chapter 2 

35 

Both theoretical and experimental values show that a thicker waveguide suffers less 

scattering loss, and, for a waveguide with a specific thickness, TM modes typically will 

experience less loss when the Ta2O5 core is fabricated with the optimized recipe to reach 

an ideal roughness.  

2.5 FOM Calculations 

2.5.1 Single-Mode Pumping / Single-Mode Collection 

In a practical device, the Raman signal is collected as the sum of each of the multiple spatial 

and polarization modes supported by the waveguide. This study first calculated the 

individual FOMs obtained with a single pump mode and a single collected signal mode, 

from a conventional three-layer waveguide. Results for TM0 and TE0 pumping are shown 

in Figure 2-6 and Figure 2-7. As shown, the signal collected by the lowest order fundamental 

mode has the highest efficiency, but the collection efficiency into higher order modes is not 

negligible, with weaker dependence on waveguide thickness and length. Comparing TM 

and TE excitation, the former is shown to give larger efficiencies.  

The conventional FOM is calculated using Equations (2.29) and (2.30) with the waveguide 

thickness that maximizes the surface modal field of the pump, as discussed in Section 3.1. 

The conventional FOM for TE0  and TM0  pumping and collection and the corresponding 

waveguide parameters are listed in Table 2-2. It is shown that for randomly distributed 

dipoles, compared to TE0 pumping/collection, TM0 pumping/collection results in 2.3 times 

larger Raman conversion efficiency, due to higher optimum surface modal field and lower 

thickness-dependent scattering loss (see Figure 2-3(a) and Figure 2-4(c)). In addition, the 

optimum waveguide thickness and length are ~2 times larger. FOM for bulk analyte has 

also been presented in Table 2-2, providing supplementary information for planar WERS. 

The value of bulk FOM is much smaller than the monolayer FOM because the analyte 

density is not included. Considering the analyte molecule with ~nm scale, the bulk FOM will 

be greater by approximately two orders, which means the signal from a monolayer is only 

around a percent of that from the bulk analyte. In this scenario, obtaining more signal 

power is priority and is indicated by our new FOM.  
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Figure 2-6. FOM calculations for forward collection as a function of core thickness and 

waveguide length for TE0 pumping and signal collected as (a) TE0, (b) TE1, (c) TE2 
and (d) TM0, (e) TM1, (f) TM2.  

  
Figure 2-7. FOM calculations for forward collection as a function of core thickness and 

waveguide length for TM0 pumping and signal collected as (a) TE0, (b) TE1, (c) 
TE2 and (d) TM0, (e) TM1, (f) TM2.  

The relative FOM (rFOM) (defined as the new FOM (equation (2.31)), which takes into 

account the thickness dependence of the scattering loss, divided by the conventional FOM 

of TE0) and the related optimal parameters are listed in Table 2-3 and Table 2-4 for forward 

and backward collection, respectively. It is evident that the new optimum waveguide 

parameters are significantly different from the conventional ones shown in Table 2-2. The 

new optimized waveguides are of longer length and larger thickness, due to the 

corresponding lower propagation loss in the presence of roughness. The TE0 
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pumping/collection Raman conversion efficiency is 1.18 times larger when compared to 

the optimum conventional TE0 case. The TM0 pumping/collection Raman conversion 

efficiency, on the other hand, is 2.5 times larger when compared to the optimum 

conventional TE0 case. This figure decreases to 1.1 when compared to the optimum 

conventional TM0 case, due to the smaller difference in scattering losses in the 

corresponding optimum thicknesses (c.f. Figure 2-4(c)). 

 

 Forward FOM  Backward FOM Optimum Thickness 

(𝜇𝑚) 

Length 

 (𝑐𝑚) 

TE0 2.4 × 10−26 3.26 × 10−26 0.080 1.46 

*TE0 Bulk 8.51 × 10−25 1.16 × 10−24 0.071 1.34 

TM0 5.53 × 10−26 7.51× 10−26 0.168 2.94 

*TM0 Bulk 1.91 × 10−24 2.59× 10−24 0.168 2.94 

Table 2-2. The optimal conventional FOM for TE0 and TM0 modes pumping and the 
corresponding optimum core thickness and optimum (forward collection) / 
effective (backward collection) waveguide length 

* “Bulk” indicates the signal is excited and collected over the infinite water-filled cladding 

 

  rFOM(*)  Thickness (𝜇𝑚)  Length (cm) 

Signal  TE0 TM0  TE0 TM0  TE0 TM0 

TE0  1.181 1.684  0.105 0.122  1.88 2.76 

TE1  0.367 0.664  0.312 0.309  4.27 4.02 

TE2  0.101 0.157  0.549 0.549  7.66 7.79 

TM0  0.421 2.521  0.288 0.248  7.16 4.65 

TM1  0.143 1.241  0.497 0.357  10.68 7.66 

TM2  0.053 0.519  0.687 0.617  13.94 15.95 

Table 2-3. The optimal new relative FOM for TE0 and TM0 modes pumping and the 
corresponding optimum waveguide parameters for forward collected signal in 
each individual mode 

(*) rFOM denotes the relative FOM, the ratio between new FOM and conventional FOM 
(Table 2-2) of TE0 pumping  
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As can be clearly seen, the waveguide parameters are significantly different from the 

conventional FOM values due to the impacts of scattering loss, and the cross-polarization 

collection generates nonnegligible signal. 

 

  rFOM  Thickness (𝜇𝑚)  Length (cm) 

Signal  TE0 TM0  TE0 TM0  TE0 TM0 

TE0  1.183 1.658  0.105 0.124  1.88 2.76 

TE1  0.342 0.630  0.309 0.308  3.77 3.64 

TE2  0.088 0.137  0.547 0.547  6.41 6.41 

TM0  0.421 2.524  0.288 0.248  7.16 4.65 

TM1  0.134 1.229  0.491 0.354  8.92 7.66 

TM2  0.047 0.460  0.679 0.609  10.68 12.56 

Table 2-4. The optimal new relative FOM for TE0 and TM0 modes pumping and the 
corresponding optimum waveguide thickness and effective length for 
backward collected signal in each individual mode. 

2.5.2 FOM Calculations – Single-Mode Pumping / Multi-Mode Collection 

The single-mode pumping/collection cases studied in Section 2.5 have clearly 

demonstrated the impact of the waveguide thickness on the pump/signal surface 

intensities and the corresponding scattering loss, captured by the new FOM definition. 

However, in practice, the signal is always collected by all guided modes and the optimum 

waveguide parameters should maximize the overall Raman conversion efficiency. The FOM 

is calculated and shown in detailed contour map for the conventional three-layer 

waveguide at first. The overall rFOM for the four-layer structure, the Ta2O5 layer deposited 

on the silicon wafer with an oxidized layer which creates extra reflections and interference 

to reduce the scattering loss, is also calculated in this section. 
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Figure 2-8. Total forward-collection FOM for different pumping polarization and modes. 

The pumping is in (a) TE0, (b) TE1, (c) TE2 and (d) TM0, (e) TM1, (f) TM2  
polarization, for forward collection. 

 

 
Figure 2-9. Total backward-collection FOM for different pumping polarization and modes. 

The pumping is in (a) TE0, (b) TE1, (c) TE2 and (d) TM0, (e) TM1, (f) TM2 
polarization, for backward collection.  

Using equation (2.32) and summing up Raman collection in all the spatial and polarization 

modes, the FOM that characterizes the total collected signal is shown in Figure 2-8 for 

forward collection. In general, the TM modes show better performance compared to TE 

modes excitation in terms of the FOM as well as core thickness and the length fabrication 

tolerances. From the contour maps in Figure 2-8(b) and (c), it is shown that the total FOM 

of higher-order mode pumping is comparable to the fundamental mode performance, 

despite the fact that higher-order modes have a much smaller surface modal field (c.f. 

Figure 2-2(a)). This is due to larger number of collected modes, the much lower scattering 

losses (c.f. Figure 2-3(c)) and the corresponding longer optimum sensing lengths. 
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The backward collection is also calculated and shown in Figure 2-9. As expected from 

equation (2.17), the FOM increases with the sensing length monotonically and saturates to 

a maximum value. Compared to forward collection, backward collection results in stronger 

Raman signal conversion efficiencies and wider sensing length fabrication tolerances. 

Therefore, the backward collection would be a better choice provided that the presence of 

the pump in-coupling method does not hinder the Raman signal collection. 

The contour maps in Figure 2-8 and Figure 2-9 show multiple peaks due to the multimode 

collection, and cut-off of the guided modes due to core thickness is clearly indicated by the 

vertical lines. However, in addition to the FOM value, the waveguide thickness and sensing 

length fabrication tolerances need to be considered in real WERS systems and applications. 

 

 rFOM rSBR(*) Length (cm) Thickness (𝜇𝑚) 

Pump Forward Backward Forward Backward Forward Backward Forward Backward 

TE0 1.46 1.47 1.04 1.04 2.14 2.14 0.113 0.113 

TE0 Bulk 1.34 1.35 0.87 0.87 1.88 2.01 0.101 0.101 

TE1  1.40 1.40 0.63 0.63 3.02 3.02 0.325 0.325 

TE1 Bulk 1.81 1.81 0.69 0.69 3.27 3.27 0.306 0.308 

TE2 1.06 1.05 0.53 0.53 3.14 3.14 0.583 0.583 

TE2 Bulk 1.49 1.48 0.56 0.56 3.89 3.89 0.553 0.553 

TM0 3.96 4.07 0.92 0.92 8.29 8.54 0.330 0.330 

TM0 Bulk 4.08 4.10 2.01 2.00 3.14 3.27 0.128 0.126 

TM1 3.92 4.04 0.96 0.97 8.92 9.30 0.619 0.617 

TM1 Bulk 4.62 4.81 1.56 1.56 6.03 6.41 0.356 0.356 

TM2 3.99 4.12 1.43 1.43 7.04 7.54 0.665 0.664 

TM2 Bulk 4.95 5.14 1.60 1.59 7.29 7.79 0.629 0.628 

Table 2-5. The optimal new relative total FOM for each single-mode pumping and the 
corresponding optimum waveguide thickness and effective length for the 
forward and backward signal collected by all supported modes. * rSBR indicates 
the relative signal noise ratio 



Chapter 2 

41 

The optimum rFOM and the corresponding waveguide parameters are listed in Table 2-5. 

It should be mentioned that in this case the optimum waveguide thickness and sensing 

length do not correspond to a particular mode but are average values that maximize the 

overall collection efficiency. With the growing thickness, the propagation loss drops and 

the corresponding waveguide length becomes longer, and deviates from the conventional 

reciprocal of the loss coefficient. When compared with the results in Table 2-3 and Table 

2-4, it is clear that multimode collection is more efficient than the single-mode collection. 

It is also shown that the different TE/TM pumping modes provide comparable rFOM. This 

implies that in the case of randomly distributed dipoles, the single-mode pump excitation 

is not strictly required, and multimode pump excitation will give comparable conversion 

efficiencies. This is an important result as it relaxes considerably the fabrication and other 

experimental tolerances. 

In Table 2-5, to present a full picture of the optimization, the rFOM and relevant waveguide 

parameters for bulk analyte are also provided, along with the relative signal-background-

ratio r(SBR), which indicates the signal quality. The signal noise ratio (SBR) is calculated with 

equation (2.11), following Ref. [33,43]. The SBR normalized to the value calculated from 

the core thickness from conventional FOM, and is listed in Table 2-5 as rSBR. A concern 

could be arisen with our optimization that more waveguide material has overlapped with 

modal field so that more background could be generated. However, the calculated rSBR 

shows that signal quality is not significantly affected by our optimized waveguide 

parameters, and configurations for high-order TM modes can even enhance the SBR. The 

indicators, rSBR and FOM, for bulk analyte are following the trend for monolayer FOM. 

The same FOM analysis is also carried out for the waveguide with oxidized silicon wafer 

substrate, whose scattering loss behaviour is shown in Figure 2-3(d). The results are 

summarized in Table 2-6 and Table 2-7. Compared to the previous simpler three-media 

planar waveguide, this composite waveguide provides much superior conversion efficiency 

performance. This is due to the improved scattering losses, as a result of the additional 

interference effects from the oxidized SiO2/Si interface. This is important as it clearly 

demonstrates the significance of interference effects on the waveguide loss performance 

and the WERS sensor overall efficiency.  
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 Forward FOM  Backward FOM Optimum Thickness (𝜇𝑚) Length (𝑐𝑚) 

TE0 3.08 × 10−26 4.18 × 10−26 0.080 1.88 

TE0 Bulk 1.08 × 10−24 1.46 × 10−24 0.071 1.88 

TM0 1.08 × 10−25 1.47 × 10−25 0.168 5.77 

TM0 Bulk 3.47 × 10−24 5.08 × 10−24 0.168 5.77 

Table 2-6. The optimal conventional FOM for TE0 and TM0 modes pumping and the 
corresponding optimum core thickness and optimum (forward) / effective 
(backward) waveguide length for the multilayer oxidized silicon wafer substrate 

 

 rFom rSBR Length (cm) Thickness (𝜇𝑚) 

Pump 
Forwar

d 

Backwar

d 

Forwar

d 

Backwar

d 

Forwar

d 

Backwar

d 

Forwar

d 

Backwar

d 

TE0 1.92 1.93 0.95 0.96 3.89 3.89 0.128 0.126 

TE0 Bulk 1.65 1.67 0.73 0.73 3.64 3.77 0.120 0.120 

TE1 1.68 1.68 0.64 0.64 4.65 4.52 0.334 0.334 

TE1 Bulk 2.06 2.06 0.72 0.72 4.65 4.52 0.324 0.324 

TE2 1.21 1.20 0.37 0.37 6.66 6.41 0.696 0.696 

TE2 Bulk 1.64 1.62 0.55 0.55 5.40 5.28 0.553 0.553 

TM0 6.04 5.87 0.92 0.92 17.21 14.57 0.330 0.330 

TM0 Bulk 6.61 6.68 2.04 2.04 6.53 6.78 0.132 0.132 

TM1 6.15 6.17 1.30 1.32 13.07 12.31 0.479 0.476 

TM1 Bulk 6.87 6.99 1.45 1.50 12.94 12.06 0.349 0.352 

TM2 6.30 6.23 1.40 1.40 15.33 13.82 0.685 0.683 

TM2 Bulk 7.37 7.35 1.55 1.56 14.82 13.44 0.656 0.653 

Table 2-7. The optimal new relative total FOM for each single-mode pumping and the 
corresponding optimum waveguide thickness and effective length for the front 
and backward signal collected by multimode for the multilayer oxidized silicon 
wafer substrate 
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2.6 Conclusions 

Conventional optimization of waveguides for advanced WERS sensor applications is based 

on defining the waveguide dimensions that maximize the pump and signal surface intensity 

under pump/signal single-mode operation. However, this approach overlooks the fact that 

maximization of the surface intensity results inevitably in increased surface-induced 

scattering losses, increase the waveguide propagation losses and reduce the overall Raman 

collection efficiency.  

This work has first studied theoretically and experimentally the impact of planar waveguide 

thickness on surface scattering losses and the waveguide propagation losses. It is shown 

that surface scattering losses are strongly influenced by interference effects due to 

reflections at the core/cladding and core/substrate interfaces, as well as additional 

reflections from other interfaces at adjacent substrate layers. It should be mentioned that 

this is similar to the reduction of propagation losses in anti-resonant waveguides [114] and 

hollow-core anti-resonant fibres [115,116]. In the case of Ta2O5 waveguides in silica-on-

silicon substrates with typical surface roughness parameters, it is shown that the peak 

propagation losses reduce from ~10dB/cm to below ~3dB/cm for TE0 modes and below 

~2dB/cm for TM0 modes, when the interference with additional reflections from the 

substrate interfaces is taken into account. The propagation losses are even lower for 

higher-order modes. These results are in good agreement with experimental data. 

In our study, we consider radiation from a Raman-emitting dipole on a waveguide can be 

captured back into the waveguide in polarization and spatial modes different from the 

mode carrying the pump, provided the waveguide can support them. In the case of 

randomly distributed dipoles, we consider the Raman gain coefficients corresponding to all 

possible combinations of pump and signal polarization and spatial modes. It should be 

noted that, in this case, single-polarization pump will produce both co-polarized and cross-

polarized Raman signal. Our initial WERS experimental results have confirmed both co-

polarized (TE) and cross-polarized (TM) signal collection from a TE pumped waveguide, and 

the ratio of the observed power in different polarizations agrees well with our theory.  

This chapter introduced a new generalized FOM to optimize planar waveguide-based WERS 

sensors under multimode excitation/collection operation and waveguide-thickness- and 

mode-dependent propagation losses. Our new FOM suggests, for example, that once the 
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core thickness increases from ~80nm, which is the optimum value given by traditional FOM 

for a Ta2O5 on SiO2 TE0 waveguide at 785nm, the signal power will increase significantly due 

to the reduced scattering loss and higher number of modes supported by the waveguide, 

as shown in Table 2-5. It is shown that in comparison with the traditional optimization, our 

optimized larger-core waveguides result in a WERS signal collection efficiency increase by 

a factor of ~1.5 when using TE0 pumping and a factor of ~5 when using TM0 pumping. It is 

also shown that the improvement increases to ~4 when TM1 and TM2 pump is used. When 

the waveguide is deposited on a multilayer oxidized silicon wafer substrate, improvements 

by a factor of ~6 to ~7 are observed when the pumping mode order increases from TM0 to 

TM2 (see Table 2-7). The FOM increase with the mode order is a result of the combination 

of substantial reduction in propagation loss, increased number of collected modes, longer 

optimum sensing lengths and occurs despite the concomitant surface intensity decrease. 

This implies that in the case of randomly distributed dipoles, the single-mode pump 

excitation is not strictly required, and multimode pump excitation will give superior 

conversion efficiencies. This is an important result as it relaxes the fabrication and other 

experimental tolerances  considerably, and it is expected to result in more robust, 

reproducible, and cheaper WERS sensors. 

Compared to the singlemode waveguide counterpart, use of multimode waveguides and 

multimode signal collection is likely to affect the spectroscopic measurements.  This will be 

the case, if the multimode waveguide signal output is collimated and directly fed into the 

spectrometer.  However, in most WERS system implementations, a multimode fibre is used 

at the output to collect the signal and feed it into the spectrometer [35,36,117,118].  In this 

case, the input to the spectrometer is highly multimoded even in the case of a singlemode 

waveguide and it will not further affect the spectroscopic measurements. 

Finally, this work has shown the significance of considering the propagation losses, due to 

surface roughness, when designing for optimised waveguides for WERS applications.  

Although the study is focused on planar slab waveguides, it is expected that the proposed 

design strategy will be even more important in the case of other waveguide types, such as 

rib or slot waveguides, where the surface roughness and associated propagation losses will 

be mode pronounced due to the additional etching processes.  
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Chapter 3 Modelling Waveguide grating coupler for 

WERS I—basic theorems and model 

As discussed in introduction chapter, the waveguide grating coupler is selected to couple 

pump light for our WERS system[42,119], due to the stability, high-efficiency, and good 

alignment tolerances. Simple grating structures have been studied for over a century [120]. 

However, it is quite involved to calculate the coupling efficiency when used as an input 

coupler for waveguides or fibres. Unlike the surface scattering problem, which is stochastic 

and random by nature, gratings are deterministic and can be numerically solved with good 

accuracy. Many iterative searching methods, including one of our group [42], using 

numerical solutions of Maxwell equations, have been proposed for better design of the 

grating coupler [121]. However, these methods are still facing several difficulties, which will 

be specified below. Therefore, this chapter aims to build a theoretical model to understand 

the physical mechanisms and for improved WGC optimization. The theoretical model has 

been developed and validated with the comparison to our previous publication on 

numerical WGC optimization for our WERS system [42]. 

3.1 Background 

Waveguide grating couplers (WGCs) are proving to be essential components for coupling 

light from fibre/free space into integrated waveguide circuits and have found increasingly 

widespread use in areas such as silicon photonics [122] and, more recently, in bio-medical 

sensing[42]. Over the years, WGCs have attracted extensive research related to their 

underlying physical mechanisms and efficiency optimization. The WGC input coupling 

efficiency (CE) is usually treated analytically by considering its reciprocal problem of out-

coupling or output scattering [123–125]. However, the output scattering analytical models 

are usually based on a rather restrictive assumption that the grating depth is small[123], 

which makes the modelling inaccurate in a number of practical situations. For more 

accurate calculations, numerical simulation is the mainstream approach for WGC 

optimization [42,121].  

However, full numerical models suffer from several shortcomings. Firstly, the WGC CE is 

affected by a number of factors, and a full optimization taking into account all contributing 
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parameters can result in prohibitively long computing times. The computational cost of the 

multi-factor-based optimization increases almost exponentially with the number of the 

impacting factors, and the FDTD or FEM methods for solving Maxwell equations are known 

to require intense computation. Secondly, numerical searching for the most efficient 

solutions could converge on a local optimum, especially when the parameter space is large. 

Finally, important underlying physical mechanisms can be obscured, and significant 

physical insight can be lost.  

In this chapter, the basic theories, including reciprocal theorem, theory on grating 

scattering order, are introduced. Sychugov et al.’s model [123], as a rare model that can be 

used to calculated the CE, is adopted for reproducing our previously published numerical 

results. The inaccuracy of Sychugov et al.’s model has been analysed and the model has 

been modified for significant improvement. Important underlying physical mechanisms 

have been revealed with Sychugov et al.’s model and the modifications. 

3.1.1 Grating-assisted coupling efficiency (CE) – reciprocity in WGC 

Waveguide grating-assisted waveguide out-coupling and in-coupling is a pair of reciprocal 

problems. Analytically calculating the in-coupling efficiency (CE) can be a quite complex 

problem. However, designing the in-coupler is easier to be accomplished by analysing the 

out-coupling problem first. The reciprocal and direct problem is shown in Figure 3-1(a) and 

(b), respectively. 

 

Figure 3-1. Illustration of reciprocity of (a) reciprocal out-coupling and (b) direct in-coupling 
of a waveguide grating coupler. nf, ns and na denote the refractive index of core, 
substrate, and cladding respectively.  
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Supposing the waveguide is lossless except for the scattering in the grating area, due to the 

conservation of energy, the power carried by each scattered radiation and surface wave 

fits the following relation, 

 𝑃0 = Σ𝑖(𝑃𝑖
𝑠 + 𝑃𝑖

𝑎)   (3.1a) 

 𝑃𝑖
∗ = 𝑃0

∗ + Σ𝑖(𝑃𝑖𝑠
∗ + 𝑃𝑖𝑎

∗ ) + 𝑃𝑡𝑎
∗ +𝑃𝑟𝑠

∗    (3.1b) 

 The parameters are shown in Figure 3-1. 𝑃0 is the power of guided mode. 𝑖 denotes 

the diffraction order, 𝑠 and 𝑎 stand for the substrate and superstrate cladding. The asterisk 

denotes the in-coupling configuration. 𝑃𝑡𝑎
∗ and 𝑃𝑟𝑠

∗  are the transmitted and reflected 

coupling power.  As a reciprocal procedure, the electromagnetic field fits the Lorentz 

reciprocity theorem,  

 ∫ {E × 𝐻∗ − 𝐸∗ × 𝐻}
𝐴∞

⋅ 𝑧𝑑𝐴 = 0  (3.2) 

in which, 𝐸  and 𝐻  are the corresponding electric and magnetic fields. According to the 

Lorentz reciprocity theorem,  ∫ Ej × 𝐻𝑘
∗

𝐴
⋅ 𝑧𝑑𝐴 = ∫ Ek

∗ × Hj𝐴
⋅ z𝑑𝐴 = 0 if j and k correspond 

to waves travelling in different directions, and the only non-zero pairs are the ones that 

travel in opposite directions. As shown in Figure 3-1, only the [𝑃𝑖
∗,𝑃1𝑠] and [𝑃0

∗,𝑃0] are the 

reciprocal pairs. The relation between the reciprocal powers is given by Dalgoutte [125], 

namely  

 
𝑃0

∗

𝑃𝑖
∗ = [∫ 𝑔(𝑧)ℎ(𝑧)𝑑𝑧

∞

−∞
]

2 𝑃𝑖
𝑠

𝑃0
   (3.3) 

where 𝑔(𝑧) and ℎ(𝑧) are the profiles of the normalized field distribution of the in-coupling 

𝑃𝑖
∗ and out-coupled 𝑃𝑖

𝑠 fields as shown in Figure 3-2. 

For semi-infinite gratings, the profile of scattered power into substrate, 𝑃𝑖
𝑠 , is 

approximately exponentially decaying due to the radiation loss of the grating, namely, 

𝑔(𝑧) = exp(𝛼𝑧) for 𝑧 < 0, and 𝑔(𝑧) = 0 for 𝑧 > 0. Therefore, g(z) is non-zero only over 

the grating length L. For the in-coupling Gaussian beam, ℎ(𝑧) is the projection on 𝑧 axis of 

the normalized Gaussian profile with an incident angle of 𝜃𝑖𝑛
∗ . The two profile functions are 

normalized on the (y’z’) plane such as ∫ [𝑔(𝑧′)]2𝑑𝑧′0

−∞
= ∫ [ℎ(𝑧′)]2𝑑𝑧′∞

−∞
= 1. In this case, 

the two field profile functions take the form [125,126], 

 𝑔(𝑧′) = √2𝛼𝑡𝑜𝑡𝑒𝑥𝑝(𝛼𝑡𝑜𝑡𝑧′)  (3.4) 
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 ℎ(𝑧′) = √
(2 𝜋⁄ )1 2⁄

𝜔𝑖𝑛
𝑒𝑥𝑝 [− (

𝑧′

𝜔𝑖𝑛
)

2

]  (3.5) 

 

 
Figure 3-2. Reciprocal modes of in-coupling (red) and out-coupling (green) from the grating. 

The incident (first-order diffraction) coupled in (out) from the grating with the 
angle of θin

*. The full-depth of the grating is 𝜎, and the waveguide thickness is 
𝑑 . The beamwidth of in-coupling plane (𝑦’𝑧’) is 𝜔  and ω0 is the projected 
beamwidth on the grating plane (yz).  

Projecting the above functions on the (yz) grating plane ( 𝑧 = 𝑧′ 𝑐𝑜𝑠(𝜃𝑖𝑛
∗ )⁄ ) , Equation 

 (3.3) takes the form: 

 𝜂𝑖 =
𝑃0

∗

𝑃𝑖
∗ = 𝜂𝑚𝑎𝑥

𝑃𝑖
𝑠

Σ𝑖(𝑃𝑖
𝑠+𝑃𝑖

𝑎)
= 𝜂𝑚𝑎𝑥

𝛼𝑖
𝑠

Σ𝑖(𝛼𝑖
𝑠+𝛼𝑖

𝑎)
= 𝜂𝑚𝑎𝑥

𝛼𝑖
𝑠

𝛼𝑡𝑜𝑡
  (3.6) 

where 𝜂𝑖  is the waveguide coupling efficiency (CE), 𝛼𝑖𝑠(𝑎) are the ith order radiation loss 

coefficients into substrate (s) and superstrate (a), and [126] 

 𝜂𝑚𝑎𝑥 =
2𝛼𝑡𝑜𝑡√2 𝜋⁄

𝜔0
{∫ 𝑒𝑥𝑝(𝛼𝑡𝑜𝑡𝑧)𝑒𝑥𝑝 [− (

𝑧+𝑧𝑐

𝜔0
)

2

] 𝑑𝑧
0

−𝐿
}

2

  (3.7) 

 𝜂𝑚𝑎𝑥  is the maximum achievable grating-assisted waveguide coupling efficiency, given as 

a function of the grating length L, the total radiation loss 𝛼𝑡𝑜𝑡 = Σ𝑖(𝛼𝑖𝑠 + 𝛼𝑖𝑎) , the 

Gaussian beam offset 𝑧𝑐  from the grating edge (z=0) and the projected Gaussian field 

radius 𝜔0 = 𝜔𝑖𝑛 𝑐𝑜𝑠𝜃𝑖𝑛
∗⁄ .   
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In the case of a semi-infinite grating (𝐿 → ∞ ), the integral of Equation (3.7) attains the 

maximum value 𝜂𝑚𝑎𝑥 = 0.81  when the following conditions are met [124], 

  
2𝛼𝑡𝑜𝑡𝑤0 = 1.36

𝑧c

𝑤0
= 0.733

   (3.8) 

In this case, the optimal coupling efficiency takes the simplified form [123], 

  𝜂𝑖 = 0.81
𝛼𝑖𝑠

Σ𝑖(𝛼𝑖𝑠+𝛼𝑖𝑎)
  (3.9) 

In Figure 3-3 we plot the maximum coupling efficiency (equation (3.7) for the case of semi-

infinite gratings (𝐿 → ∞)) as a function of total radiation loss (𝛼𝑡𝑜𝑡), Gaussian beam-width 

(𝜔0), and beam offset (𝑧𝑐).  It is shown that 𝜂𝑚𝑎𝑥 ≈ 0.81 when 𝛼𝑡𝑜𝑡𝑤0 ≈ 0.68 and 
𝑧c

𝑤0
≈

0.733, in close agreement with conditions (3.8).   

  

Figure 3-3. Contour map of the coupling efficiency (ηmax) of semi-infinite gratings (𝐿 → ∞) 
as a function of total radiation loss (αtot), Gaussian beam-width (ω0), and beam 
offset (zc).  

From Equation (3.6), it becomes obvious that in order to achieve the maximum coupling 

efficiency with uniform gratings, in addition to optimizing 𝜂𝑚𝑎𝑥  as shown above, we should 

design the grating/waveguide system in the reciprocal arrangement to radiate only into 

one substrate order.  In this case 𝜂𝑖 =  𝜂𝑚𝑎𝑥 ≈ 0.81.  Coupling efficiencies 𝜂𝑖 > 0.81 can 

be achieved by properly apodising the grating so that the out-coupling shape matches the 
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in-coming beam profile (𝑔(𝑧′) ≅ ℎ(𝑧′)).  This, however, can complicate the grating design 

and fabrication and therefore can increase the cost and reduce manufacturability and it is 

not considered here. 

 

3.1.2 Grating diffraction orders 

 
Figure 3-4. Diagram of in/out-scattering orders (a) Reciprocal in/out put scattering orders 

(b) Multiple scattering orders  

As mentioned above, the in-coupling efficiency can be analysed via the reciprocal out-

coupling problem. The diffracting grating was initially studied by Rayleigh[120]. The 

Rayleigh approach is valid for weak gratings and is not suitable for strong deep-grooved 

gratings [127]. According to Rayleigh expansion, for TE mode, the diffracted electric field 

of the 𝑗𝑡ℎorder is,  

𝐸𝑛(𝑦, 𝑧) = 𝐴𝑛𝑒−𝑖𝑘𝑖,𝑗𝑧𝑧𝑒−𝑖𝑘𝑖,𝑗𝑦𝑦 

where,  

𝑘𝑖,𝑛𝑦 = 𝑘𝑖 cos 𝜃𝑖,𝑗 ,   𝑘𝑖,𝑛𝑧 = 𝑘𝑖 sin 𝜃𝑖,𝑗  



Chapter 3 

51 

i.e.  

  𝑘𝑖,𝑗𝑦
2 + 𝑘𝑖,𝑗𝑧

2 = 𝑘𝑖
2  (3.10) 

in which 𝑘𝑖 =
2𝜋𝑛𝑖

𝜆
 is the wavevector determined by the grating function, and 𝑛𝑖  is the 

refractive index of medium 𝑖. For the three-layer waveguide, which is shown in Figure 3-4, 

media 𝑖 are cladding (denoted by 𝑎), core (denoted by 𝑓) and substrates (denoted by 𝑠) 

respectively. The variable 𝑘𝑖,𝑗𝑦 and  𝑘𝑖,𝑗𝑧 are the wave vector of  𝑗𝑡ℎ diffraction order along  

𝑦 and  𝑧 axis. 𝑘𝑖,𝑗𝑧 is determined by, 

  𝑘𝑖,𝑗𝑧 = 𝑘𝑓,0𝑧 + 𝑗𝐾,   (3.11) 

where 𝐾 is the spatial frequency of the grating, 𝐾 =
2𝜋

𝑃
, and 𝑃 is the period (pitch size) of 

the grating. And 𝑘𝑓,0𝑧  is the propagating constant of the waveguide, and 𝑘𝑓,0𝑧 = 𝛽𝑤 =

2𝜋𝑛𝑒𝑓𝑓

𝜆
= 𝑘𝑓,0cosθf,0. By substituting (3.11) into (3.10) 

  𝑘𝑖,𝑛𝑦 = ±[𝑘𝑖
2 − (𝛽

𝑤
+ 𝑗𝐾)

2
)

1

2   (3.12) 

in free space, i.e. the radiative field in cladding or substrate, |𝑘𝑖,𝑛𝑦| and |𝑘𝑖,𝑛𝑥| can be any 

value between 0 and 𝑘𝑖, otherwise 𝑘𝑖,𝑛𝑦 or  𝑘𝑖,𝑛𝑧 would be imaginary. But for the 𝑘𝑓,𝑛𝑧 in 

the waveguide, it can only take the discrete values ±𝛽𝑚, the Propagating constant of the 

𝑚𝑡ℎ waveguide mode supported by the waveguide. Here, only the single-mode waveguide 

is taken into consideration. A typical out-coupling schematic from waveguide grating as the 

reciprocal of forward coupling setup is shown in Figure 3-4. The guided mode is propagating 

along the negative 𝑧 direction, and the -1st-diffraction order goes into the substrate, (which 

corresponds to the in-coupling beam of the reciprocal arrangement) with a small angle 

𝜃𝑠,−1(reciprocal of the in-coupling angle 𝜃𝑖
∗).  So, for the -1st-diffraction order 𝑘𝑖,−1𝑧 = 𝛽𝑤 −

𝐾. According to Snell’s law,  𝑘𝑖,−1𝑧 = 𝑘𝑓𝑠𝑖𝑛𝜃𝑓,−1 = 𝑘𝑎𝑠𝑖𝑛𝜃𝑎,−1 = 𝑘𝑠𝑠𝑖𝑛𝜃𝑠,−1 . Therefore, 

the grating period, in this case, is given by  

 𝑃 =
2𝜋

𝛽𝑤−𝑘𝑠𝑠𝑖𝑛𝜃𝑖
∗.   (3.13) 

The number of diffracting orders is discussed next. For the reciprocal problem of forward 

in-coupling configuration, as shown in Figure 3-4, the diffracted 𝑘𝑖,−1𝑧 must be of same 

direction as the main wave 𝛽𝑤, which is negative 𝑧 in  Figure 3-4. So, the diffraction order 
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𝑗  can only take negative values, otherwise |𝑘𝑗,−1𝑧| >  𝛽𝑤  which means it cannot be 

propagating in any one of the three layers.  

For the shown three-layer waveguide grating, typically, the wavevectors in each layer 

satisfy 𝑘𝑓 > 𝛽𝑤 = 𝑘𝑓𝑐𝑜𝑠𝜃𝑓,0 > 𝑘𝑠 > 𝑘𝑎. So, only a few orders can be supported. For the 

negative 𝑗, from equation (3.12) it is clear that when |𝛽𝑤 + 𝑗𝐾| < |𝑘𝑖| , the 𝑗𝑡ℎ order could 

be radiated. So, the maximum number of orders is 

 |𝑗|𝑚𝑎𝑥 = ⌊
𝛽𝑤+𝑘𝑖

𝐾
⌋ = ⌊

𝛽𝑤+𝑘𝑖

𝛽𝑤−𝑘𝑠𝑠𝑖𝑛𝜃𝑖
∗⌋ = ⌊

𝑛𝑒𝑓𝑓+𝑛𝑖

𝑛𝑒𝑓𝑓−𝑛𝑠𝑠𝑖𝑛𝜃𝑖
∗⌋   (3.14) 

In order to minimize the number of orders, for the forward coupling arrangement, the 

incident angle 𝜃𝑖
∗ should be close to but larger than zero. 

In the core region, assuming 𝑛𝑠𝑠𝑖𝑛𝜃𝑖
∗ is positive but small,  |𝑗|𝑚𝑎𝑥 = ⌊

2𝑛𝑒𝑓𝑓

𝑛𝑒𝑓𝑓−𝑛𝑠𝑠𝑖𝑛𝜃𝑖
∗⌋ = 2. 

This indicates that there could be a -2nd order. Taking 𝑗 = −2 and equation (3.13) into 

equation (3.11), it can be found that 𝑘𝑖,−2𝑧 = −𝛽𝑤 + 2𝑘𝑠𝑠𝑖𝑛𝜃𝑖
∗.  

So, the  𝜃𝑖
∗ cannot be zero to prevent the -2nd order from being coupled into a backward 

mode. 

In the substrate region, |𝑗|𝑚𝑎𝑥 = ⌊
𝑛𝑒𝑓𝑓+𝑛𝑖

𝑛𝑒𝑓𝑓−𝑛𝑠𝑠𝑖𝑛𝜃𝑖
∗⌋ = ⌊1 +

𝑛𝑖+𝑛𝑠𝑠𝑖𝑛𝜃𝑖
∗

𝑛𝑒𝑓𝑓−𝑛𝑠𝑠𝑖𝑛𝜃𝑖
∗⌋ . When 𝜃𝑖

∗ >

arcsin (
𝑛𝑒𝑓𝑓−𝑛𝑖

2𝑛𝑠
 ), the -2nd order will be radiated into medium 𝑖.  

To avoid the -2nd-order radiation in the forward coupling, the in-coupling angle should lie 

within 

 0 < 𝜃𝑖
∗ < arcsin (

𝑛𝑒𝑓𝑓 − 𝑛𝑠

2𝑛𝑠
 )   (3.15) 

When the index contrast of the waveguide is small or the core is thin, 𝑛𝑒𝑓𝑓 will be very close 

to 𝑛𝑠, so the 𝑘𝑖,−2𝑧 will be very close to −𝛽𝑤. According to the coupled mode theory, it is 

possible to be coupled into the back-propagating mode, which reduces the in-coupling 

efficiency. 

For backward in-coupling, 𝑠𝑖𝑛𝜃𝑖
∗ < 0, and there will always be the -1st order in the substrate.  
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3.1.3 Radiation loss coefficients of a rectangular-teeth grating  

The loss coefficient of the waveguide grating has been investigated by Kiselev’s [128], [129] 

and Tishchenko’s [130]. The model was built for a waveguide grating with a sinusoidal 

boundary and was theoretically solved from the Maxwell equation and the two continuous 

boundary conditions.  

The radiation loss coefficients of the -1st diffraction order into the superstrate (𝛼a
(−1)

) and 

substrate ( 𝛼s
(−1)

) cladding are given by Sychugov et al. [123] in 1997. This is a rare 

theoretical analytical result that explicitly gives the scattering into upper cladding and 

substrate, 

 

𝛼a
(−1)

= (
𝑘𝜎∗ 

2
)

2 𝑛f
2 − 𝑛eff

2

𝑛eℎe

×
(𝑛f

2 − 𝑛a
2)𝑁a[𝑁s

2 + (𝑛f
2 − 𝑛s

2) cos2 𝜓]

(𝑁f
2 + 𝑁s𝑁𝑎)2 − (𝑛f

2 − 𝑛s
2)(𝑛f

2 − 𝑛a
2) cos2 𝜓

(𝑎) 

 
  (3.16)   

 

𝛼s
(−1)

= (
𝑘𝜎∗

2
)

2 𝑛f
2 − 𝑛eff

2

𝑛eℎe

×
(𝑛f

2 − 𝑛a
2)𝑁s𝑁f

2

(𝑁f
2 + 𝑁s𝑁a)2 − (𝑛f

2 − 𝑛s
2)(𝑛f

2 − 𝑛a
2) cos2 𝜓

(𝑏) 

where 𝑁𝑗 = √𝑛𝑗
2 − (𝑛eff −

𝜆

𝑑
)

2

, 𝜓 = 𝑘𝑁f𝑑, 𝑗 = a, f, s , and 𝑑  is the thickness of the grating 

coupler. ℎe is the effective thickness of the waveguide and 𝑛e is the mode effective index. 

The original formula of equation (3.16) is derived for grating with the sinusoidal profile. 

Therefore, for a rectangular grating profile, the parameter 𝜎∗ =
2

𝜋
𝜎 is the equivalent half 

depth of the sinusoidal grating, which corresponds to the first-order Fourier component of 

the rectangular grating corrugation. For the small-angle incidence, the −3rd order will not 

be generated and −2nd order will not be generated when the grating profile is an even 

function because the Fourier coefficient of even order is zero for an even function, which 

is the case for rectangular grating.  

 Thus, the in-coupling efficiency (CE) is purely dependent on 𝛼−1
𝑎  and 𝛼−1

𝑠  [123] 
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 𝜂−1 = 𝜂𝑚𝑎𝑥
𝛼s

(−1)

αtot
= 𝜂𝑚𝑎𝑥

𝛼s
(−1)

𝛼s
(−1)

+𝛼c
(−1) = 𝜂𝑚𝑎𝑥

𝑁s𝑁f
2

𝑁s𝑁f
2+𝑁a[𝑁s

2+(𝑛f
2−𝑛s

2) cos2 𝜓]
   (3.17) 

where αtot = 𝛼−1
𝑎 + 𝛼−1

𝑠  The required grating pitch size (period) can be calculated from the 

grating functions (3.11) ~ (3.13), and the grating depth can be found by fulfilling the optimal 

overlap condition (3.8), 𝛼𝑡𝑜𝑡𝑤0 = 0.68.  

Equation (3.17) shows that the coupling efficiency does not depend explicitly on the grating 

amplitude 𝜎∗. However, the grating amplitude affects 𝜂𝑚𝑎𝑥  through the total radiation loss 

coefficient αtot  (see Equations (3.7) and (3.16)), which defines the extent of the 

exponentially decaying function 𝑔(𝑧)  (see equation (3.4)).  In case the function 𝑔(𝑧) 

exceeds the grating length L, the maximum efficiency drops below the ultimate value 

( 𝜂𝑚𝑎𝑥 < 0.81 ).   

3.2 Results of Sychugov et al.’s model  

To validate the model established in section 2.2, the analytical theoretical model is 

compared with our numerical results[42]. The numerical model is simulated with finite-

deference time domain (FDTD) method-based commercial software 𝐿𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙𝑇𝑀  for 

following WGC configuration shown in Figure 3-5. The period of grating, marked as pitch P, 

and etch depth d are the parameters optimized by the swamp particle algorithm. The 

substrate is SiO2 and the cladding is air. The beam width is 25 𝜇𝑚  and  the grating length 

is fixed to 50𝜇𝑚. The Gaussian source is set inside the SiO2 substrate with a launching angle 

𝜃𝑠𝑢𝑏 = 5.5𝑜, which is equivalent to a lunching angle in air of 𝜃𝑎𝑖𝑟 = 8𝑜.  The horizontal 

position of the input source, marked as the offset position 𝑧𝑐, is obtained by parameter 

sweep after obtaining the P and d. The reason for not optimizing 𝑧𝑐 with P and d at the 

same time together because the three-dimensional optimization for WGC with FDTD is 

enormously time-consuming, and it is even too difficult for a supercomputer to conduct 

such computational workload. Meanwhile, as shown in Figure 3-3, the 𝑧𝑐 does not change 

the CE coupling efficiency dramatically. Therefore, the results from the numerical model 

that simulated with the state-of-art commercial software are trustworthy and have been 

published recently[42], and are used as benchmarks for validating our theoretical models 

in the following sections.  
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Figure 3-5. The numerical model for WGC, including the whole simulation area confined by 

the perfect match layer (PML) and the grating structure at the grating-
waveguide joint.  

As to the theoretical model, it is confirmed that there is only one scattering order in 

cladding and substrates, so equation(3.16) is used to calculate the scattering strength into 

cladding and substrate. We assume that, as a global optimization method, the swamp 

particle method could be able to find the optimal P and d pair. Therefore, the CE is 

calculated by Equation (3.17) with 𝜂𝑚𝑎𝑥 = 0.81. The effective index 𝑛eff  is obtained by 

solving the dispersion equation of a typical three-layer waveguide, which is a function of 

the indices of each layer and the thickness of the core layer. The parameters of 𝑁𝑓(𝑠) are 

readily known with 𝑛eff. 

Firstly, the model is applied to the thin waveguide with a core thickness that maximizes the 

core-cladding surface intensity. The maximum surface intensity and its corresponding core 

thickness as a function of the core index are shown in Figure 3-6. The maximum surface 

intensity increases and optimal core thickness decreases with the core index.  
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Figure 3-6. The maximum surface intensity and optimal core thickness that maximizes the 

surface intensify as a function of the core index. 

  
Figure 3-7. The theoretical and numerical results of coupling efficiency (CE) and the 

corresponding grating parameters as a function of core refractive index for the 
optimal thickness that maximizes the surface intensity. The beam radius is set 
to 25𝜇𝑚.  Incident wavelength is 785nm(a) The theoretical CE was calculated 
with the optimal condition and the numerical results in the dot-dash line 
from[42]. (b) The optimal grating depth and period as a function of core 
refractive index. The solid lines are the theoretical result and dot-dash lines are 
the numerical results. 

Here, we can assume that the numerical optimization results the optimal WGC parameters 

so that the optimal condition is satisfied. With the known beam width, 𝑤0 ,  the total 
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scattering coefficient 𝛼𝑡𝑜𝑡  can be calculated straightforwardly by the optimal condition 

defined in equation(3.8). Then the grating depth can be found with equation (3.16) by 

letting 𝛼−1
𝑎 + 𝛼−1

𝑠 = 𝛼𝑡𝑜𝑡 .  And the grating period can be easily obtained with equation 

(3.13).  The CE for WGC as a function of the core refractive index is shown in Figure 3-7(a). 

For each core refractive index, we consider the optimal thickness, which maximizes the 

surface intensity as shown in Figure 3-7(a) on the right y-axis. The corresponding grating 

parameters, including grating depth and grating pitch size, are shown in Figure 3-7(b).   

 
Figure 3-8. The theoretical and numerical results of CE and the corresponding grating 

parameters as a function of core thickness for Si-core WGC working at 1300nm. 
(a) The theoretical CE (solid line) is calculated with the optimal condition and 
the same applies to numerical results (dotted line). (b) The optimal grating 
depth and period as a function of core refractive index. The solid lines are the 
theoretical result and dotted lines are the numerical results. 

As shown in Figure 3-7 (a), it is clear that the theoretical model cannot be practically applied 

due to poor accuracy. It is also obvious that the accuracy of the model becomes increasingly 

inaccurate with the reduction of the core index, although the trends for both CE and 

parameters of WGC predicted by the theoretical model roughly agree with the numerical 

results. It can be observed from Figure 3-6 and Figure 3-7 that the accuracy drops with the 

core index, surface intensity increases with the core index and grating depth increases with 

the core index. Considering the fact that Sychugov’s model is derived from the theoretical 

analysis of corrugated waveguide, which is based on the assumption that the fluctuation of 
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the corrugation is shallow[130], the observed trends in efficiency can be easily understood 

When the surface intensity is weaker, the grating needs to be deeper to create enough 

scattering to fulfil the optimal condition (equation(3.8)), thus the accuracy drops because 

the shallow grating assumption is further violated.  

 
Figure 3-9. The theoretical and numerical results of CE and the corresponding grating 

parameters as a function of core thickness for Ta2O5-core WGC working at 
785nm. (a) The theoretical CE is calculated with the optimal condition and the 
numerical results in the dot dash line. (b) The optimal grating depth and period 
as a function of core refractive index. The solid lines are the theoretical result 
and dot-dash lines are the numerical results. 

To verify this reasoning, the CE and the corresponding WGC parameters are calculated for 

WGC as a function of core thickness with a fixed core index. Figure 3-8 shows the results 

for Si-core WGC with the core index of 3.505 working at the wavelength at 1.3𝜇𝑚.  It is 

clearly shown that the accuracy for CE drops with the core thickness. The thicker core 

creates weaker core-cladding surface intensity, so deeper grating is needed for creating 

sufficient scattering, therefore departing from the shallow grating assumption. A similar 

comparison is made for 𝑇𝑎2𝑂5-core WGC, which has a lower core index of 2.12 working at 

a wavelength of 785nm, as shown in Figure 3-9.  The discrepancy between numerical and 

theoretical results is much more significant than that of the Si core WGC.  
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3.3 Modification to Sychugov et al.’s model  

The previous study shows that the Sychugov et al.’s model demonstrate the trend of the 

behaviour of WGCs, although the accuracy is problematic for practical application. 

Observing the comparison with numerical results, besides the deteriorating accuracy of CE 

with grating depth, due to the shallow grating assumption, the following features can be 

found:  

1. The simulated grating period is always bigger than the theoretical results. 

2. There is a sinusoidal feature for the CE-core index curve, as shown in Figure 3-7 and  

Figure 3-8, which is attributed to the interference effect of the reflection from core-

cladding and core-substrate interfaces. However, the numerical results always 

show a longer sinusoidal period. 

3.3.1 Four-layer model assumption of WGC and modifications 

3.3.1.1 Four-layer model assumption of WGC 

Considering feature 1 together with the universal grating equation (3.13), a hypothesis can 

be made as follows. The value of propagating constant 𝛽𝑤 is smaller than the value that we 

obtained by solving the dispersion equation for the three-layer structured waveguide. 

What causes the 𝛽𝑤 become smaller might be the optical thickness in the grating area is 

smaller than the core thickness times the core refractive index. What causes the optical 

thickness in the grating area to be thinner might attribute to the grating teeth area being 

less optically dense than the core.  

If this hypothesis is valid, feature 2 can also be explained readily—the  ratio between the 

scattered power into cladding and substrate is given by [131] 

 
𝛼s

(−1)

𝛼a
(−1) = |

𝑏−1
−

𝑏−1
+ exp(𝑖𝑁𝑓

−1𝑘𝑑)|
𝑁𝑠

−1

𝑁𝑓
−1   (3.18) 

where 𝑏−1
±  is the amplitude of the up and down going electric field at the core-cladding 

interface. Equation (3.18) clearly shows that smaller 𝑁𝑓
−1 = √𝑛𝑓

2 − (𝑛eff −
𝜆

d
)

2

 produces the 

slower varying ratio between the scattered power into cladding and substrate. And the 

smaller 𝑁𝑓
−1 could be a result of the less optically dense grating teeth area. Therefore, the 
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approximation made by almost all the literature that the propagating constant in the 

grating and waveguide are the same [132] is inaccurate.  

To obtain the accurate propagating constant, the grating area must be treated more 

carefully. We assume that the horizontal periodic grating structure does not impact the 

propagating constant and we introduce the following two simplifications as shown in Figure 

3-10. The first simplification is replacing the grating with a three-layer waveguide with an 

effective thickness. The effective thickness is calculated as the full thickness of the core 

minus the half-depth of the grating with a 50% duty cycle. The second simplification is 

treating the grating teeth area as a special layer with a volume-averaged permittivity, which 

has been widely applied for similar simplification [53,132]. In fact, the two methods have 

both been adopted in our modelling and have both shown better results but the four-layer 

simplification is slightly more accurate for calculating the propagating constant.  

  

Figure 3-10. Simplification of WGC for calculating the propagating constant in the grating 
area (a) WGC (b) Three-layer with effective thickness structure (b) four-layer 
structure. 

To obtain the propagating constant in the four-layer structure, a general transfer matrix 

method is applied [103,104], which has been applied for obtaining the propagating 

constant for the 𝑇𝑎2𝑂5 waveguide with an extra 𝑆𝑖𝑂2 layer in chapter 2.  

For the four-layer structure, the expression for the scattering coefficient is modified 

accordingly, 
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𝛼a
(−1)

= (
𝑘𝜎∗ 

2
)

2 𝑛f
2 − 𝑛eff

2

𝑛eℎe

×
(𝑛g

2 − 𝑛a
2)𝑁a[𝑁s

2 + (𝑛f
2 − 𝑛s

2) cos2 𝜓]
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2) cos2 𝜓

 
  (3.19 

a) 

 

𝛼s
(−1)

= (
𝑘𝜎∗

2
)

2 𝑛f
2 − 𝑛eff

2

𝑛eℎe

×
(𝑛g

2 − 𝑛a
2)𝑁s𝑁f

2

(𝑁f
2 + 𝑁s𝑁a)2 − (𝑛f

2 − 𝑛s
2)(𝑛f

2 − 𝑛a
2) cos2 𝜓

 
  (3.19 

b) 

in which the permittivity contrast is (𝑛g
2 − 𝑛a

2) different to (𝑛f
2 − 𝑛a

2) and the phase shift 

term 𝜓 is no longer expressed as 𝜓 = 𝑘𝑁f𝑑, but as 𝜓 =  𝑘𝑁f(𝑑 − 𝜎) +  𝑘𝑁g(𝜎). 

In addition to above modifications, another issue is raised. Since the propagating constant 

in the grating region is different, there must be a mode conversion at the joint between the 

grating and waveguide. Therefore, joint loss at the joint must be considered for the mode 

conversion. The joint loss in the WGC has not been discussed before, but similar connection 

loss in fibres [133–135] has been thoroughly studied and is similar to our three-to-four-

layer structure mode conversion.   

3.3.1.2 Joint loss assumption of WGC 

An analytical expression for the conversion efficiency can be derived from the reciprocal 

theorem.  At the coupling joint interface, the mode converted into grating can be obtained 

using the transverse field decomposition of the modes in the waveguide, namely 

  𝐸g,𝑖 = ∑ 𝑎𝑗𝐸w,𝑗

𝑗

𝐻g,𝑖 = ∑ 𝑏𝑗𝐻w,𝑗

𝑗

   (3.20) 

where i and j denote the 𝑖𝑡ℎ and 𝑗𝑡ℎ mode in waveguide and grating, a and b are the coupler 

coefficients for electric and magnetic field respectively. g and w denote the grating and 

waveguide. 

According to the reciprocal theorem, expressed by equation (3.2),  the coupling coefficient 

can be found as  
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𝑎𝑗 =

∫ 𝐸w,𝑖 × 𝐻𝑔,𝑖
∗ ⋅ 𝑑𝑦

∫ 𝐸w,𝑗 × 𝐻w,𝑗
∗ ⋅ 𝑑𝑦

𝑏𝑗 =
∫ 𝐸g,𝑖 × 𝐻w,𝑗

∗ ⋅ 𝑑𝑦

∫ 𝐸w,𝑗 × 𝐻w,𝑗
∗ ⋅ 𝑑𝑦

   (3.21) 

Therefore, the coupling efficiency between 𝑖𝑡ℎ − 𝑗𝑡ℎ mode is expressed as； 

 𝜂𝑖,𝑗 =
𝑃g,𝑖

𝑃w,𝑗
=

1
2 Re{∫ 𝑎𝑗𝐸g,𝑗 × (𝑏𝑗𝐻g,𝑗)

∗
⋅ 𝑑𝑦}

1
2 Re{∫ 𝐸w,𝑖 × 𝐻w,𝑖 

∗ ⋅ 𝑑𝑦}
   (3.22) 

when 𝑖 = 𝑗, it is the same order mode conversion with relatively good conversion efficiency 

because of similar propagation constants and field distributions. However, when the 

waveguide core becomes thicker, it is possible that a higher-order mode can be excited, 

although the conversion efficiency is very small according to our calculation and cannot be 

observed from numerical simulations. A single mode propagating in the grating region 

because the propagating constant is fixed by the launching angle and grating period (see 

equation (3.12)), while the waveguide could be multimoded as the mode from the grating 

region can be coupled to any mode supported by the waveguide with different mode 

conversion efficiency (although the efficiency for higher mode is minimal for the WGC 

designed for fundamental mode). So, the overall coupling efficiency is the sum Σj𝜂𝑖,𝑗. For 

each mode in waveguide, the conversion efficiency is simplified to  

 𝜂 = Re {
∫ 𝐸g × 𝐻w

∗ ⋅ 𝑑𝑆∫ 𝐸w × 𝐻𝑔
∗ ⋅ 𝑑𝑦

∫ 𝐸g × 𝐻𝑔
∗ ⋅ 𝑑𝑦

}
1

Re{∫ 𝐸w × 𝐻w ∗ ⋅ 𝑑𝑦}
   (3.23) 

And for TE mode, it is further simplified to  

 𝜂 =
|∫ 𝐸𝑔𝐸𝑤𝑑𝑦|

2

∫ |𝐸𝑔|2𝑑𝑦∫ |𝐸𝑤|2𝑑𝑦
   (3.24) 

In addition to mode conversion, as marked in Figure 3-10 (c), there is refractive index 

contrast which means a reflection takes place reducing the coupling efficiency. The 

transmittance T can easily be calculated with the Fresnel equation, thus, the total loss at 

the joint interface is  
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 𝐿𝑗 = (1 − Σj𝜂𝑖,𝑗)𝑇   (3.25) 

3.3.1.3 Unfulfilled optimal condition 

If the assumption of joint loss is valid, it is possible that the optimal condition, 𝜂𝑚𝑎𝑥 = 0.81, 

will not be satisfied. To obtain  𝜂𝑚𝑎𝑥 = 0.81, sufficient scattering strength needs to be 

generated, which might require a deep grating, resulting in stronger joint loss. In this case, 

there could be a compromise between optimal 𝜂𝑚𝑎𝑥  and joint loss.  

3.3.1.4 The effective depth of WGC 

Besides modifying Sychugov’s model with the four-layer assumption for WGC, another 

point that should be addressed is that Sychugov’s model is derived based on the shallow 

grating approximation. One of the key points in this assumption is that the modal electric 

field is a constant 𝐸0  over the grating region.  The value 𝐸0 is approximated with the 

surface modal field of the three-layer waveguide with a core thickness of 𝑑 − 0.5𝜎, i.e. the 

average thickness. However, when the depth is not negligible compared to the core 

thickness, the electric field is no longer a constant. To mitigate the limits of the shallow 

grating assumption in Sychugov’s approach, the effective depth is introduced in the 

modified model as 

 𝜎∗ =
2

𝜋

| ∫ 𝐸(𝑦)𝑑𝑦|
0

−𝜎

|𝐸0|
   (3.26) 

Where 2/𝜋 is the Fourier coefficient for rectangular wave. With the modifications that have 

been made in section 3.3.1,  the overall CE is calculated with  

 𝜂−1 = (1 − 𝐿𝑗)𝜂𝑚𝑎𝑥

𝛼s
(−1)

𝛼s
(−1)

+ 𝛼c
(−1)

   (3.27) 

Where 𝜂𝑚𝑎𝑥  is no longer 0.81 but calculated with equation (3.7) and the scattering 

coefficients are calculated by  equation (3.19 a)) with the effective depth. 

3.3.2 Results of modified Sychugov et al.’s model 

Figure 3-7, Figure 3-8 and Figure 3-9 are re-calculated results for CE and corresponding 

parameters with the modified model. Due to the optimal condition is no longer fulfilled 
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according to our analysis, and the grating period needs to be calculated with the 

propagating constant in the grating region, the optimization method is applied to search 

the optimal grating parameters and the optimal CE. The simple Brent algorithm [136] 

provided by the SciPy package [137] as a default searching method is utilized. Results 

calculated with the modified model are shown in Figure 3-11, Figure 3-12 and Figure 3-13. 

Theoretical results with and without considering joint loss have both been presented in the 

figures. 

 
Figure 3-11. Reproduction of Figure 3-7 with the modified model.The theoretical and 

numerical results of CE and the corresponding grating parameters as a function 
of core refractive index for the optimal thickness that maximizes the surface 
intensity. Dash lines are the results without considering the joint loss 
considered; the solid line is the theoretical results and the dot for numerical 
results (a) The CE and theoretical joint loss. (b) The optimal grating depth and 
period. 
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Figure 3-12. Reproduction of Figure 3-8, CE and the corresponding grating parameters as a 

function of core thickness for Si core WGC, with the modified model. Dash lines 
are the results without considering the joint loss; the solid line is the theoretical 
results and the dot for numerical results (a) The optimal grating depth and 
period. (b) The CE and theoretical joint loss. 

  
Figure 3-13. Reproduction of Figure 3-9, CE and the corresponding grating parameters as a 

function of core thickness for Ta2O5-core WGC, with the modified model. Dash 
lines are the results without considering the joint loss; the solid line is the 
theoretical results and the dot for numerical results (a) The optimal grating 
depth and period. (b) The CE and theoretical joint loss. 
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Figure 3-11 shows the CE and the corresponding grating parameters as a function of the 

core refractive index for thin-core WGC--the optimal thickness that maximizes the surface 

intensity. It is clearly showing that, compared to the original model, the discrepancy 

between the theoretical model becomes smaller. The theoretical results of CE and 

parameters agree with the numerical results relatively well, especially for the higher-index 

thinner core with shallower grating depth.  

It is also notable that the consideration of joint loss makes a significant difference, and 

improves the accuracy significantly, especially for the lower-index thicker core as shown in 

Figure 3-11. The well-agreed grating period shows that the propagating constant in the 

grating region, which is different from the waveguide region,  has been correctly calculated. 

In this sense, our four-layer model for grating should be a valid assumption. 

To further validate our modified model, WGCs with thicker cores are also calculated. The 

results for the Si d Ta2O5 core with different core thicknesses are shown in Figure 3-12 and 

Figure 3-13. For both Ta2O5  core and Si core, considering the joint loss improves the 

agreement between theoretical and numerical results. The accuracy for both  Ta2O5 core 

and Si core is relatively good when the core thickness is below 200nm. However, the 

accuracy is still getting worse with the increase of the core thickness. The most likely reason 

is the shallow grating assumption, although the effective grating depth has been applied to 

ease the limits of the shallow grating assumption in Sychugov et al.’s model, however, the 

limits of the shallow grating assumption can not be fully resolved. If the grating teeth 

should be theoretically treated as a special optical layer, there must be a multilayer 

reflection and multilayer interference effect in the cladding-grating layer-waveguide core-

substrate structure. However, Sychugov et al.’s model has been exhausted to cover this 

fact.  

Another point that needs attention is the breaking point in Figure 3-12. It seems like a 

failure of our model but will be discussed and clarified in the next chapter. 

3.4 Conclusion 

Optimizing the WGC is dependent on multiple factors. There are three parameters, 

including pitch size (period), thickness, and depth, for the grating, and three parameters, 

including beam width, angle and offset, for the input beam. Therefore, WGC optimization 
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with numerical method is extremely time-consuming and could produce local optima. This 

chapter developed a theoretical model based on the reciprocity principle of the grating 

coupler. The complicated in-coupling CE is converted to the easier calculation of the inverse 

grating-assisted out-scattering waveguide loss and the overlapping of the in/out beams. 

The original Sychugov et al.’s model, an analytical theoretical model, is able to calculate the 

scattering coefficient from the cladding and substrate and has been first adopted into our 

theoretical model to calculate the CE and corresponding WGC parameters. Theoretical 

results have been compared to numerical results. The comparison shows that the 

theoretical model can only predict the trend but lacks accuracy for practical WGC design. 

By analysing the comparison between theoretical and numerical results, modifications to 

the original Sychugov et al.’s model have been made. At first, the propagating constant in 

the grating region 𝛽𝑔for calculating the grating period is smaller than that in the waveguide 

region 𝛽𝑤. For more precisely calculating the propagating constant 𝛽𝑔, the grating teeth 

region is modelled as an optical layer with volume-averaged permittivity, which is lower 

than the waveguide core and therefore produces a smaller propagating constant. Secondly, 

the joint between the waveguide and grating creates joint loss because of the mode 

conversion and interface reflection. The limit of shallow grating assumption in the original 

Sychugov et al.’s model is alleviated with the introduced effective depth to account for the 

fact that the modal field in the grating teeth area is not evenly distributed. The 

modifications have been incorporated into the improved model for CE and WGC 

parameters calculation.  

The modified Sychugov et al.’s model has shown an improved accuracy for both CE and 

WGC parameters calculation, which has been validified with numerical results. The 

modified model can precisely reproduce the results from the numerical model with very 

good agreement for WGC with a thin core, although the accuracy for a thicker core is still 

problematic. However, the physical mechanism confirmed with the model is valuable for 

investigating WGC. A more accurate and flexible model that refers to the mechanism 

revealed in this chapter is developed and presented in the next chapter. 
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Chapter 4 Modelling Waveguide grating coupler for 

WERS II—accurate dipole radiation model 

4.1 Introduction 

The potential of the Sychugov et al.’s model has been exhausted for calculating the WGC 

even with extensive modifications including comprehensive physics factors. However, the 

following mechanism verified with Sychugov et al.’s model is valid and useful for more 

advanced models. The grating can be theoretically treated as a four-layer 1D structure for 

calculating the propagating constant and field distribution. Therefore, the key point for a 

more accurate theoretical analytical model is to calculate the scattering coefficient from 

the four-layer structure. 

The random scattering from the rough waveguide surface, which can be treated as a grating 

with a wide range of spatial frequencies, has been modelled as a thin dipole sheet and the 

scattering field is successfully solved with Green’s function [53], showing good accuracy. 

Given that the discrepancy is obvious between the scattering from grating which has a scale 

much bigger than the sub-nanometre roughness, however, it is possible to model the 

grating teeth as an optical layer filled with radiating dipoles for calculating the scattered 

field. Following this thought, the dipole radiation model for WGC is explored in this chapter. 

4.2 Accurate dipole radiation model 

4.2.1 Theoretical model  

4.2.1.1 Dipole radiation generated field 

The starting point of the model is the same as the previous chapter—calculating the CE via 

its reciprocal problem out coupling. The period of the grating is adjusted so that no more 

than one order is scattered into the substrate and the cladding. Therefore, the CE is 

calculated as [125],  

 
𝑃0

∗

𝑃𝑖
∗ = [∫ 𝑔(𝑧)ℎ(𝑧)𝑑𝑧

∞

−∞
]

2 𝑃−1
𝑠

𝑃0
  (4.1) 
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where 𝑔(𝑧) and ℎ(𝑧) are the profiles of the normalized field distribution of the in-coupling 

𝑃𝑖
∗ and out-coupled 𝑃−1

𝑠  fields, Power conservation requires that the total power 𝑃0 is the 

summation of all the scattered powers, so 𝑃−1
𝑠(𝑎)

𝑃0⁄ =
𝛼−1

𝑠(𝑎)

𝛼𝑡𝑜𝑡
 , where 𝛼𝑡𝑜𝑡 = 𝛼−1

𝑠 + 𝛼−1
𝑎 [123], 

and 𝑔(𝑧) = 𝑔0 exp(−𝛼𝑡𝑜𝑡𝑧) . 𝑔(𝑧)  is the aperture function [125] normalized such that  

∫ [𝑔(𝑧)]2𝑑𝑧
+∞

−∞
= 1.   

The scattering strength is calculated following the   

 

Figure 4-1. Dipole radiation model of WGC: (a)The grating is replaced by a special layer of 
average index ng filled with infinitesimal scattering-dipole sheets, with radiation 
exiting the multilayer structure after multiple reflections. (b)  Illustration of 
multilayer reflection/transmission with the dipole source in the grating layer, 
in terms of transfer matrix method. 

To make it applicable to “thick” gratings, we replace the grating region with a uniform layer 

with a volume-averaged refractive index 𝑛𝑔 and thickness that equals the grating depth 𝜎, 

following the approach in Ref.[53], as shown in Figure 4-1. To be specific, the average index 

𝑛𝑔  for the grating layer is calculated as 𝑛𝑔 = (∫
𝑛2(𝑟)

𝑉𝑑𝑟𝑉
)

1

2
 within a single period, i.e. 𝑉 ∈

(0 > 𝑧 > −𝑑, 0 > 𝑦 > 𝜎), following Ref.[132]. The grating layer is typically much thicker 

than the random roughness in Ref.[53], so the reflection in the grating layer must be 

considered. We next consider the fields generated by infinitesimal scattering-dipole sheets 

within the “average index” layer and take into account multiple reflections from the 

adjacent layer interfaces, utilizing the transfer matrix method[104] (see Figure 4-1(b)), 

which will be detailed below. We finally integrate the entire “average index” grating layer 

thickness to obtain the total scattered fields.  
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To calculate the scattering coefficients 𝛼−1
𝑠  and 𝛼−1

𝑎 , we consider an infinitesimal 

scattering-dipole sheet within the grating region (𝑛𝑔) (see Figure 4-1). A similar approach 

has been adopted by Schmid et al. for modelling scattering loss from the rough surface of 

waveguides[53]. In this case, the wave equation takes the form: 

 𝛻2𝑬 + 𝑛2(𝑦)𝑘0
2𝑬 = 4𝜋𝑘0

2𝑷， (4.2) 

where 𝑘0  is the wavevector in free space and 𝑛(𝑦) is the refractive index in each layer 

shown in Figure 4-1, and 𝐏 is the additional polarization source due to the infinitesimal 

scattering-dipole sheet at 𝑦0. The modal field for the four-layer structure can be found from 

the homogeneous solution of equation(4.2). The simple transfer matrix method [104] is 

applied to obtain the propagating constant and modal field distribution in this work. Using 

the shift theorem[138], the polarization 𝐏 induced by the modal electric field 𝐄(𝑦0, 𝑧) =

𝐄(𝑦0) exp(𝛽𝑧) at the point 𝑦0 is Fourier transformed and takes the form[53]: 

 

𝑷(𝑦0, 𝑘𝑧)

=
(𝑛𝑔

2 − 𝑛𝑎
2)

4𝜋𝜎
�̃�(𝑘𝑧 − 𝛽) (�̂��̂� +

𝑛𝑎
2

𝑛𝑔
2

�̂��̂� + �̂��̂�) 𝑬(𝑦0)， 
(4.3) 

where �̃�(𝑘)  is the Fourier transform of the grating surface profile and �̂�, �̂�, �̂�  are the 

coordinate unit vectors. This study focuses only on the TE mode, so only the x component 

of the electric field is considered. Fourier transforming the square-wave grating profile, �̃� 

is expressed as �̃�(𝑘𝑧 − 𝛽) = σ Σn=−∞
+∞ 𝑐𝑛2𝜋𝛿 (𝑘 −

2𝜋𝑛

𝑑
) , where 𝑐𝑛 = 𝐷𝑠𝑖𝑛𝑐(𝑛𝐷)  is the 

Fourier coefficient for the square wave with duty cycle D. Therefore, the polarization in a 

TE mode WGC is simplified to  

 

𝑷(𝑦0, 𝑘𝑧)

=
(𝑛𝑔

2 − 𝑛𝑎
2)

2
∑ 𝑐𝑛𝛿

+∞

𝑛=−∞

(𝑘 +
2𝜋𝑛

𝑑
) 𝑬𝑥(𝑦0). (4.4) 

The scattered field due to the source polarization inside an optical layer is found with the 

use of surface Green’s functions, the introduction of vectors 𝑒𝑞(𝑦) =

[𝐸𝑞+𝑒+𝑖𝑘𝑦𝑞𝑦,   𝐸𝑞−𝑒−𝑖𝑘𝑦𝑞𝑦]
𝑇

,  and the use of the discontinuity-source vector in terms of 

transfer matrix method [139]: 
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𝑒𝑎(0) = 𝑀𝑎𝑔𝑀𝑔(−𝑦0)𝑒𝑔(𝑦0
+) 

𝑒𝑔(𝑦0
−) = 𝑀𝑔(𝑦0 + 𝜎)𝑴𝒈𝒔𝑒𝑠(−ℎ). 

(4.5) 

where the vector 𝑒𝑎(0) = [𝐄𝑎
+, 0]𝑇 and 𝑒𝑠(−ℎ) = [0, 𝐄𝑠

−e𝑖𝑘𝑦𝑠ℎ]
𝑇

, in which the 𝐄𝑎
+ and 𝐄𝑠

− 

are the electric field in the cladding and substrate generated by the source polarization 

𝑃(𝑦0, 𝑘𝑧) at point 𝑦0 (no incident fields from ±∞ are assumed). The matrices 𝑀𝑥𝑦 and 𝑀𝑥 

are the regular transfer matrices (detailed in Ref. [104,139] and section 2.2). Specifically, 

the subscript 𝑥𝑦 denotes transfer from layer 𝑥  to 𝑦, while the single-lettered subscript 

indicates transfer in a specific layer, where there is only the phase shift due to propagation. 

𝑴𝒈𝒔 = 𝑀𝑔𝑓𝑀𝑓𝑀𝑓𝑠 is the composite g-s-f layer transfer matrix, which can also be expressed 

in terms of the g-f-s layer total reflectivity (𝑅𝑔𝑠, 𝑅𝑠𝑔) and transmissivities (𝑇𝑠𝑔, 𝑇𝑔𝑠) [139] 

(see also Figure 4-1 (b)) The field at the upper limit 𝑒𝑔(𝑦0
+) and lower limit 𝑒𝑔(𝑦0

−) of the 

source have the relation expressed as, 𝑒𝑔(𝑦0
+) = [𝑣+, −𝑣−]𝑇 + 𝑒𝑔(𝑦0

−), where 𝑣± is given 

as[53,139]: 

 
𝑣± =

2𝜋𝑖𝑘0
2

𝑘
yg

⋅ 𝑷(𝑦0, 𝑘𝑧)， 
(4.6) 

where 𝑘𝑦𝑔  is the 𝑦  component of the wavevector and given as 𝑘𝑦𝑔
2 = 𝑘0

2𝑛𝑔
2 − 𝑘𝑧

2 . The 

transfer matrix method for calculating the transmitted scattered field into upper cladding 

and lower substrate from the grating layer is deducted below.  

4.2.1.2 Transfer matrices with a polarization layer 

Transmittance/reflectivity across the multilayer is calculated with the transfer matrix 

method, including the standard case that the source wave is incident from outside the 

optical layers and the case that the source is dipole radiation from inside the optical layers, 

and detailed as follows.  

Ref. [139] has given the solution for field distribution of the dipole radiated from a three-

layer system, however, here, the solution for the four-layer system that was discussed in 

the main text will be found from a generalized n-layer system. 
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Figure 4-2. Diagram for the transfer matrix for (a) standard multilayer structure with input 
source from outside layers (b) multilayer structure with a special layer with a 
source in the first layer. 

Standard transfer matrix method for calculating the multilayer structure illustrated in 

Figure 4-2(a) is given by Ref. [103,104], and has been discussed in subsection 4.2.1.2. 

𝑅 and 𝑇,  the reflectivity and transmissivity for the whole structure from layer 0 to layer n 

is expressed with the elements of the total transfer matrix  �̃� (c.f. subsection 4.2.1.2), 

 𝑇 =
1

�̃�11
,  𝑅 =

�̃�01

�̃�11
  (4.7) 

The transfer matrix can also be applied for calculating the propagating constant 𝛽 of the 

guided mode of the surface wave in the layers simply by find the singular z component of 

the wavevector letting [10]: 

  �̃�11 = 0.  (4.8) 

For the structure with the input source from the dipole located within the layers, the 

electric field in the first and the last layer are 𝑒0 = [𝐄𝐫, 0]𝑇  and 𝑒𝑛 = [0, 𝐄𝐭]𝑇 , so the 

transfer matrix is,  

 𝑒0 = �̃� 𝑒𝑛. (4.9) 

Assuming the dipole is located at 𝑦0 in the grating layer, the electric field is not continuous 

and can be expressed as for the lower (𝑦0
−) and upper limits (𝑦0

+) around the dipole is [139], 
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 𝑒1(𝑦0
+) =  [

𝑣+

−𝑣−
] + 𝑒1(𝑦0

−)   (4.10) 

The dipole induced electric field through the multilayer after multiple reflection is, in terms 

of transfer matrix, resambling Ref. [139] 

 𝑒0(0) = 𝑀01𝑀1(−𝑦0)𝑒1(𝑦0
+) 

𝑒1(𝑦0
−) = 𝑀1(𝑦0 + 𝑦1)𝑴𝟏𝒏𝑒𝑛(𝑦𝑛) 

(4.11) 

Where 𝐌1𝑛  is the transfer matrix for layer 1 to layer n, as can be inferred from the 

definition of transfer matrix in subsection 4.2.1.2. Then we can use equation (4.10) and 

(4.11) to derive the connection between the dipole generated field in the upper and lower 

side of the multilayer  

 [
𝑬𝒓

0
] = 𝑀𝟎𝟏𝑀𝟏(−𝑦0) [

𝑣+

−𝑣−
] +  �̃� [

0
𝑬𝒕

] (4.12) 

Thus, the up and down going electric field can be found as    

 
𝑬𝒕 =

1
𝑡01

(𝑣−𝑒−𝑖𝜙0 − 𝑟01𝑣+𝑒𝑖𝜙0)

�̃�11

 

𝑬𝒓 =
1

𝑡01
(−𝑟01𝑣−𝑒−𝑖𝜙0 + 𝑣+𝑒𝑖𝜙0) + �̃�01𝑬𝒕 

(4.13) 

where ±𝑖𝜙0  is the phase shift for the up and down going wave from 𝑦0  to lower 0-1 

interface. Equation (4.13) is the general expression for the dipole at 𝑦0 induced electric 

filed at both upper and lower sides of the n-layer structure. For the four-layer structure in 

our main text, the solution can be simply found by replacing the subscribe of 0~3 with a, g, 

f and s for the transfer matrices. Since 𝑴𝑖𝑗𝑴𝑗𝑖 = 𝑰, where 𝑰 is the 2x2 unit diagonal matrix, 

so equation (4.12) can be rewritten as  

 𝑀𝑔(𝑦0)𝑀𝑔𝑎 [𝑬𝑎
+

0
] =  [

𝑣+

−𝑣−
] +  𝑴𝑔𝑠 [

0
𝑬𝒔

−] (4.14) 

By replacing the matrix element with corresponding reflectivity/transmissivity and phase 

shift indicated in equation (4.4) and (4.7), an expression with clearer physical meaning is 

found as, 

   

 𝐄𝐬
−(𝑦0, 𝑘𝑧) =

𝑇𝑔𝑠𝑒+𝑖𝑘𝑦𝑔𝜎(𝑣+𝑟𝑔𝑎𝑒−𝑖𝛷0+𝑣−𝑒+𝑖𝛷0)

1−𝑟𝑔𝑎𝑅𝑔𝑠𝑒+𝑖2𝑘𝑦𝑔𝜎  
(4.15) 
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𝐄𝑎
+(𝑦0, 𝑘𝑧)

=
𝑡𝑔𝑎𝑒+𝑖𝑘𝑦𝑔𝜎(𝑣+𝑒−𝑖𝑘𝑦𝑔𝜎𝑒−𝑖𝛷0 + 𝑣−𝑅𝑔𝑠𝑒+𝑖𝑘𝑦𝑔𝜎𝑒+𝑖𝛷0)

1 − 𝑟𝑔𝑎𝑅𝑔𝑠𝑒+𝑖2𝑘𝑦𝑔𝜎
 

By substituting equation (4.4) and equation (4.6) into equation (4.15), 𝐄𝒂
+ and 𝐄𝒔

− can be 

written as function of modal field 𝐄𝐱(𝑦0) in the wavevector domain. The scattered field 

due to source polarization at 𝑦0  can be found by Fourier transforming 𝐄𝒂
+(𝑦0, 𝑘𝑧)  and 

𝐄𝒔
−(𝑦0, 𝑘𝑧) back into the real space. Similar approach has been followed by Payne and Lacey 

when modelling the random scattering from waveguides with rough surfaces[96].  

The total scattered electric fields in the substrate (s) and cladding (a) areas are obtained by 

integrating the contributions of the infinitesimal source polarization sheet over the entire 

grating layer, and expressed as: 

 

𝐸𝑛𝑠
− =

𝑐𝑛𝑘0
2(𝑛𝑔

2 − 𝑛𝑎
2)𝑒+𝑖𝑘𝑦𝑔𝜎

2𝑘𝑦𝑔(1 − 𝑟𝑔𝑎𝑅𝑔𝑠𝑒+𝑖2𝑘𝑦𝑔𝜎)
[ ∫ 𝑓𝑠(𝑦0)𝑬𝒙(𝑦0)𝑑𝑦0

0

−𝜎

] 

𝐸𝑛𝑎
+ =

𝑐𝑛𝑘0
2(𝑛𝑔

2 − 𝑛𝑎
2)𝑒+𝑖𝑘𝑦𝑔𝜎

2𝑘𝑦𝑔(1 − 𝑟𝑔𝑎𝑅𝑔𝑠𝑒+𝑖2𝑘𝑦𝑔𝜎)
[ ∫ 𝑓𝑎(𝑦0)𝑬𝒙(𝑦0)𝑑𝑦0

0

−𝜎

], 

(4.16) 

where 𝑓s(𝑦0) = (𝑟𝑔𝑎𝑒+𝑖𝛷0 + 𝑒𝑖𝛷0)  , 𝑓a(𝑦0) = (𝑒−𝑖𝑘𝑦𝑔𝜎𝑒−𝑖𝛷0 + 𝑅𝑔𝑠𝑒+𝑖𝑘𝑦𝑔𝜎𝑒+𝑖𝛷0)  . It 

should be stressed that the terms 𝑓s(𝑦0) ,  𝑓a(𝑦0) and 𝐹(𝜎) = [1 − 𝑟𝑔𝑠𝑅𝑔𝑠 exp(𝑖2𝑘𝑦𝑔𝜎)]  

express the effects of multiple reflections from the interfaces adjacent to the thick grating 

layer.  The impact of multiple reflections on scattering has also been discussed in Ref.[123] 

following a different approach applicable to “shallow” gratings without treating the grating 

as a specific layer.  

The scattered powers into the substrate and cladding can now be calculated from the 

corresponding scattered fields given by equation (4.16). The guided power in the grating 

region is calculated by 𝑃0 =
𝛽

𝜔𝜇 ∫ |𝐸𝑥|2𝑑𝑦
∞ 

. Note that β and 𝐸𝑥  refer to the propagation 

constant and the modal field distribution in the four-layer (𝑛𝑎-𝑛𝑔-𝑛𝑓-𝑛𝑠) grating region. 

Calculation of the scattering coefficients and consequently of the aperture function g(z) 

results in the calculation of the grating coupling efficiency 𝜂𝑔 = 𝑃0
∗ 𝑃𝑖

∗⁄ , through equation 

(4.1). Considering the joint loss that has been shown in section 3.3.1.2, the overall efficiency 
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is  𝜂𝑔
𝑡 = 𝜂𝑔(1 − 𝐿𝑗) = (𝑃0

∗ 𝑃𝑖
∗⁄ )(1 − 𝐿𝑗)  , where 𝐿𝑗  is the joint loss defined in 

equation(3.25). 

The other grating parameter, grating period, has been discussed in section 3.1.2 and simply 

calculated with (3.11). 

4.2.2 Results and discussion  

To validate the theoretical model, we compared it with our previously published numerical 

results based on vectorial 2D-Finite-Difference Time-Domain simulations using Lumerical 

FDTD Solutions [42]. The WGC is configured as follows: the grating is etched on the 

waveguide core with SiO2 substrate and air cladding. The grating profile is regular uniform 

square-wave-shaped with a 50% duty cycle and 50 𝜇𝑚  length. The incident light with 

785nm wavelength is launched from the substrate with the angle in the substrate 𝜃𝑠𝑢𝑏 =

5.5𝑜. The incident light has a Gaussian profile with a beam width of 25𝜇𝑚. The etching 

depth and period of the grating are optimized for maximum CE. In the numerical model, 

the CE is calculated by solving the Maxwell equation for the whole structure when 

searching the optimal grating etch depth (e) and period (p). Particle swarm optimization, 

combined with a nested sweep of etch depth (e) and period (p), is used for this purpose. 

The numerical optimization is conducted on a supercomputer and takes hours to produce 

the results shown in Figure 4-3, Figure 4-4 and Figure 4-5. For the theoretical model, the 

running time is a few tens of seconds on a personal computer to produce much more data 

points, using the Brent algorithm [136] provided by the SciPy [137] package as a default 

searching method. 
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Figure 4-3.: CE and WGC parameters for different core indices, with core thickness selected 
to maximize the surface intensity; (a) CE on the left y-axis in blue and joint loss 
on the right y-axis (b) WGC etch depth (left axis) and grating period (right axis). 
Dots: numerical from  Ref.[42]), solid line: theoretical, dashed line: theoretical 
without joint loss. 

 
Figure 4-4. Total CE and WGC parameters for different Si core thicknesses; (a) WGC etch 

depth (left axis-red) and grating period (right axis-blue), (b) CE (left axis–blue) 
and joint loss (right axis-red). Solid lines: theoretical result; dots: numerical 
results from Ref.[42]  

To further validate the theoretical model, we have compared the total CE and WGC 

parameter variation as a function of core thickness and compared them again to numerical 

data from Ref.[42]. The grating configuration and beam profile remain unchanged, except 

for the core material being Si at the wavelength of 1300nm. The results are summarized in 



Chapter 4 

77 

Figure 4-3 (a) plots the WGC etch depth (left axis-red) and grating period (right axis-blue), 

and Figure 4-3 (b) plots the total CE (left axis – solid blue line) and joint loss (right axis-red 

line). Also shown are the numerical results from Ref.[42] (dots).  

    

Figure 4-5. Total CE and WGC parameters for different Si core thicknesses; (a) WGC etch 
depth (left axis-red) and grating period (right axis-blue), (b) CE (left axis–blue) 
and joint loss (right axis-red). Solid lines: theoretical result; dots: numerical 
results from Ref.[42]  

In Figure 4-3, the requirement for maximum surface intensity results in relatively thin 

waveguides and a monotonic increase of total CE along with a monotonic decrease of 

grating depth with the core refractive index. In sharp contrast, Figure 4-5 shows that both 

the total CE and the grating depth vary non-monotonically as the core thickness increases. 

This is a direct result of the multiple-scattering interference effects discussed in section 

4.2.1.2. In addition, unlike Figure 4-3, there is a significant discrepancy of the grating depth 

between the numerical and theoretical results for a core thickness around ~390nm, 

although the total CEs are similar.  
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Figure 4-6. (a) Normalized attenuation coefficient (left axis - solid lines), and joint loss (right 
axis - dashed lines) as a function of etch depth; (b) total CE as a function of 
grating depth, for different core thicknesses.  

To clarify this discrepancy, a more detailed study on grating depth for core thickness around 

390nm is shown in Figure 4-6 (a) shows that the scattering strength does not increase 

monotonically with the etch depth, due to multilayer interference effects. At the same time, 

joint loss is exponentially growing. These two factors combine to “flatten” the total CE 

dependence on grating depth and make it multi-peaked around the core thickness of 

390nm. This renders the WGC optimization a non-convex problem, making the numerical 

calculation of the exact optimum grating depth very difficult. However, the “flatness” of 

the total CE dependence on grating depth around this core thickness results in minute 

differences in the returned total CE.  

After the validation of the theoretical model with three sets of numerical results, the good 

agreements have been reached, verifying the accuracy of the theoretical model. The 

hypothesis such as the joint loss and reflection/interference within multiple optical layers 

including the modelled grating teeth layer are valid. 

4.3 Limits and breakthrough of multilayer interference effect in WGC 

As can be observed from Figure 4-3 to Figure 4-6, the CEs vs core thickness are showing a 

sinusoidal shape, which is evidently a result of the multilayer interference effect. In other 

words, the CE is limited by the multilayer interference effect once the optimal condition 

(discussed in Section 3.1.1 ) is fulfilled. As a result, the CE can be over 70%, reaching the 

theoretical upper limit 80%, for some specific core thicknesses. Meanwhile, optimal CE is 



Chapter 4 

79 

far from the upper limits for some core thickness. Therefore, the limitation of multilayer 

interference effect on CE is explored, and one of the possible methods to break such limits 

is presented. Si on SiO2 is currently the most popular photonics platform, so the following 

study is conducted on a Si core waveguide on SiO2 substrate working at 1300nm. 

4.3.1 Theoretical and numerical model 

To begin with, the input angle, which has been fixed to 8 degrees (in the air) for all previous 

studies, is investigated. As it is known, the multilayer interference effect can be impacted 

by the input angle because the reflectivity and transmissivity are functions of the incident 

angle at optical interfaces (Fresnel equation) and the input angle also changes the optical 

path in each optical layer (phase shift due to propagation). 

To study the impact of input angle the shallow grating (10nm etch depth) is assumed for 

different core thicknesses to eliminate the joint loss, although shallow grating needs 

impractical grating length to create enough scattering. CE and corresponding grating length 

as function input angle (in the substrate) and core thickness are shown in Figure 4-7. In 

Figure 4-7 (a), it's evident that the highest coupling efficiency (CE) is achieved when the 

input angle is significantly large, almost parallel to the waveguide. However, it's important 

to note that it is the propagation angle in the substrate, which means that a prism is 

required to achieve this angle in the substrate when launching the laser from beneath the 

substrate. Another obvious point clearly shown is the interference effect between the core 

interfaces defined by the core thickness. Figure 4-7 (a) also shows a shadowed corner on 

the contour map. The reason for the CE drops for the large angle input for thin waveguide 

core is higher scattering order will be generated once the −1𝑠𝑡  order is scattered with a 

large forward angle while the propagating constant is small, which can be inferred from 

section 3.1.2. Figure 4-7 (a) indicates that a large backward input is optimal, however, 

practically, the laser is launched outside the substrate. Therefore, the critical refraction 

angle and refraction from the substrate back to free space must be considered, just as 

shown in Figure 4-7(b). When considering the substrate reflection, the small input angle is 

more favourable, justifying our choice of input angle in our previous publication [42].  
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Figure 4-7. Impact of input (in substrate) angle for different core thickness. (a) CE as a 
function of input angle and core thickness without considering the reflection 
from substrate back to air when launching the laser beneath the SiO2 substrate 
(b) CE as a function of input angle and core thickness with considering the 
reflection from substrate back to air (c) corresponding optimal grating length 
as a function of input angle and core thickness for shallow grating teeth (10nm) 
(d) CE as a function of input angle for 70nm core thickness (i) substrate 
reflection considered (ii) substrate reflection not considered 

 

Figure 4-8. (a) CE with corresponding (b) optimal grating length as a function of grating 
depth and core thickness for the grating  

Figure 4-7(c) shows the corresponding grating length calculated in accordance with the 

optimal condition equation (3.8)  for the shallow grating teeth. It is clearly showing that the 

shallow grating is impractical due to the long grating length. Therefore, the input angle is 
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fixed to 8 degrees (in air) again to study the CE as a function of grating depth and core 

thickness.  

 CE and grating length as a function of grating depth and core thickness are shown in Figure 

4-8 (a) and (b), respectively. The grating depth is shown in terms of the ratio between 

grating teeth and total core thickness for clarity. The contour map gives a full picture of 

how parameters, especially the grating depth of WGC, impact the CE, from which some 

mechanism can be inferred and refer to more general WGC design. Firstly, the deeper 

grating creates stronger scattering so the corresponding grating length can be shorter, 

while, in general, the CE decreases with grating depth due to increased joint loss. Secondly, 

there are two ridges on the CE contour map, which is, evidently, a result of multilayer 

interference.   The ridges, especially the ridge for the thicker core, are bending towards the 

thicker core with the increase of the grating depth. This bending behaviour can be easily 

explained as follows. For a specific WGC, the optical path through the grating layer (𝑛𝑔) and 

core layer (𝑛𝑐) decrease with the increment of the grating layer due to its smaller refractive 

index, although the total thickness of the grating layer and core layer stay the same. Thirdly, 

the bending of the ridges makes the CE-grating depth function multi-peaked for some 

certain core thickness, e.g., 360 nm. This is again proof of the non-convex nature of CE 

optimization of WGC, and a supplementary explanation for the overshot in Figure 4-5 

(more clearly shown in Figure 4-9). Last but not least, some specific core thickness suffers 

from low CE, i.e., core thickness around 200nm and 400nm due to the limits of interference 

effect.  

Regarding the low CE limits of specific core thickness, it is possible to manipulate the 

interference effect. The interference could be impacted by intentionally manipulating the 

phase of the scattered light in the grating teeth region. Recalling the theoretical model in 

section 4.2.1., the grating teeth are modelled as a special layer filled with polarized dipole 

source so the phase of the scattered light can be changed via changing the horizontal 

position of the dipole sheet to add an extra phase shift—tilting the grating teeth. As 

aforementioned, the deeper grating offers more space for manipulation (considering the 

ridge in Figure 4-8 (a) around core thickness is 400nm). 

For investigating the tilted grating, the grating length is fixed at 50𝜇𝑚, which is a practical 

value for fabrication and application, following our previous setup [42]. CE as a function of 
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core thickness and grating depth with the fixed length is shown in Figure 4-9, including the 

numerically optimized grating depth for each core thickness. Expectedly, the thicker core 

suffers from even lower CE with limited grating length. With the increase of core thickness, 

the modal field at the grating teeth region decreases, which weakens the scattering 

strength. The scattering can be increased with grating depth, while the dilemma is the 

consequent increased joint loss.  

 

Figure 4-9.  CE as a function of grating depth and core thickness for grating length fixed at 
50𝜇𝑚. Red dots are the results from numerical optimization. 

Since the thicker core suffers low CE, while allowing deeper etching that enables more 

space for manipulating the phase shift, i.e., by tilting the same angle, more phase shift can 

be obtained with deeper grating. A structure of numerical model for tilted grating built with 

Lumerical FDTD solution is shown in Figure 4-10. 

  

Figure 4-10. Diagram of tilted grating. The tilted angle 𝜃 denotes the angle between the 
sidewall of the grating teeth and the norm. 
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Following the theoretical model built in section 4.2. The grating in teeth region is still 

modelled as a dipole-filled optical layer. The infinitesimal dipole sheet at 𝑦0,  due to the 

tilting, has a horizontal position shift Δ𝑧 = 𝑦0 sin 𝜃, equivalent to a phase shift in Fourier 

transformed wavevector domain, as shown in Figure 4-11. The shift in the space domain 

and in the wavevector domain is linked by the shift theorem [138], given as 

 𝑠(𝑧 − Δ𝑧)𝑒𝛽𝑧 ↔ �̃�(𝑘 − 𝛽)𝑒𝑖𝑘𝑑Δ𝑧 (4.17) 

 

 

 

Figure 4-11. Illustration of the shift of infinitesimal dipole sheet due to tilting (a) in space 
domain and (b) in wavevector domain. 

where 𝑘𝑑 =
2𝜋

𝑑
 is the spatial frequency of the grating, and �̃�(𝑘𝑧 − 𝛽) =

σ Σn=−∞
+∞ 𝑐𝑛2𝜋𝛿 (𝑘 −

2𝜋𝑛

𝑑
), where 𝑐𝑛 = 𝐷𝑠𝑖𝑛𝑐(𝑛𝐷). Therefore, the expression for dipole 

radiation at position 𝑦0 in tilted grating, can be expressed by substituting (4.17) into the 

expression for dipole polarization (4.3),  

 

𝐏(𝑦0, 𝑘𝑧)

= 𝑐𝑛(𝑦0)
(𝑛𝑔

2 − 𝑛𝑎
2)

2
∑ 𝑐𝑛𝛿(𝑘 + 𝑛𝑘𝑑)

+∞

𝑛=−∞

)𝑬𝑥(𝑦0). (4.18) 

Fourier coefficient 𝑐𝑛(𝑦0) is no longer a constant but a function of its vertical position due 

to additional shift is given by  

 𝑐𝑛(𝑦0) = 𝑐𝑛(0) exp(𝑘𝑑y0sinθ) (4.19) 

where 𝑐𝑛(0) = 𝐷𝑠𝑖𝑛𝑐(𝑛𝐷).by substitute the polarization P that considers the phase shift 

into (4.6) and then (4.15), the final scattered field is found as  
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𝐸𝑛𝑠
− =

𝑐𝑛(0)𝑘0
2(𝑛𝑔

2 − 𝑛𝑎
2)𝑒+𝑖𝑘𝑦𝑔𝜎

2𝑘𝑦𝑔(1 − 𝑟𝑔𝑎𝑅𝑔𝑠𝑒+𝑖2𝑘𝑦𝑔𝜎)
[ ∫ 𝑓𝑠(𝑦0)𝑬𝒙(𝑦0)𝑒𝑘𝑑y0sinθ𝑑𝑦0

0

−𝜎

]  

𝐸𝑛𝑎
+ =

𝑐𝑛(0)𝑘0
2(𝑛𝑔

2 − 𝑛𝑎
2)𝑒+𝑖𝑘𝑦𝑔𝜎

2𝑘𝑦𝑔(1 − 𝑟𝑔𝑎𝑅𝑔𝑠𝑒+𝑖2𝑘𝑦𝑔𝜎)
[ ∫ 𝑓𝑎(𝑦0)𝑬𝒙(𝑦0)𝑒𝑘𝑑y0sinθ𝑑𝑦0

0

−𝜎

]

 (4.20) 

where 𝑓s(𝑦0) = (𝑟𝑔𝑎𝑒+𝑖𝛷0 + 𝑒𝑖𝛷0)  , 𝑓a(𝑦0) = (𝑒−𝑖𝑘𝑦𝑔𝜎𝑒−𝑖𝛷0 + 𝑅𝑔𝑠𝑒+𝑖𝑘𝑦𝑔𝜎𝑒+𝑖𝛷0) , same 

to the definition in 4.2.1.3, expressing the effects of multiple reflections from the interfaces 

adjacent to the thick grating layer. After presenting the analytical expression for calculating 

the scattered field for tilted grating, CE of WGC with core thickness of 350nm and 400nm 

is calculated with the procedure clarified in section  4.2.1.3. The core thickness of 350nm 

and 400nm are selected for investigation is that these thicknesses suffer from low CE and 

meanwhile allow deeper grating for sufficient phase shift by tilting the grating teeth.  

4.3.2 Theoretical results and numerical validation 

The CEs as a function of tilted angle and grating teeth for 350nm and 400nm are firstly 

calculated with analytical expression and shown in Figure 4-12 and Figure 4-13, respectively. 

 

Figure 4-12.  CE as a function of tilted angle of grating teeth and depth of grating for core 
thickness is 400 nm. 
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Figure 4-13.  CE as a function of the tilted angle of grating teeth and depth of grating for 
core thickness is 350 nm. 

For both core thicknesses of 400nm and 350nm, as shown, tilting the grating teeth ranging 

from -45𝑜 to 45𝑜 can significantly impact the CE. For regular rectangular square-like grating 

teeth, the optimal CEs for WGC with core thicknesses of 350nm and 400nm are around 50% 

and 40%, which is clearly shown in Figure 4-5. However, tilting the grating teeth to -40𝑜 

could increase the CEs for the core thickness of 350nm and 400nm to 60% and 67%, 

respectively.  

Notably, the optimal grating depth for tilted grating is much deeper than the regular grating, 

e.g., the optimal depth for regular WGC with 400nm core is only around 80nm while for 

the optimal tilted grating is 175nm. Such a big discrimination is a result of multifactor 

impacts by the grating depth.  As discussed, grating depth impact the CE via the following 

mechanisms. At first, obviously, deeper grating creates stronger scattering. Secondly, the 

interference effect, grating that is modelled as an optical layer lessens the total optical path 

in the whole WGC structure for the scattered light because it is less optically dense. Thirdly, 

deeper grating enables more phase shifts with the same tilted angle. Lastly, the deeper 

grating creates more joint loss which is unfavourable but ineligibly unavoidable when 

grating does deep.  

Contour maps shown in Figure 4-12 and Figure 4-13 are unlikely to be able to be 

reproduced by numerical methods due to the huge computation workload even for a 



Chapter 4 

86 

supercomputer. As mentioned in section 4.2, two factors (grating pitch and depth) 

optimization could take hours on a supercomputer. Therefore, the numerical validation in 

this section is only conducted for the optimal grating depth for each core thickness, 

presented as CEs as a function of tilted angle. The numerical validation for the core 

thickness of 400nm and 350nm are shown in Figure 4-14. 

  

Figure 4-14.  CE as a function of tilted angle for optimal grating depth for WGC with a core 
thickness of (i) 400nm and (ii) 350nm. The optimal grating depth are 175nm 
and 123nm for (i) and (ii), respectively. Solid lines are theoretical results while 
dots are numerical results. 

Figure 4-14 indicates that our simple theoretical model on the titled grating is valid. It 

confirms our assertion that when the grating length and grating depth are compatible to 

fulfil the optimal condition (detailed in Section 3.1.1), the multilayer interference effect 

limits CE. Tilting the grating is a simple method to manipulate the multilayer interference 

effect by intentionally changing the phase of scattered light. Regular WGC with a thick core, 

in our case, suffers from low CE, while higher CE could be achieved via tilting the grating 

teeth as a thicker core allows deeper grating to enable more phase shift.   

Figure 4-15 is showing the normalized electric field for the grating with different tilting 

angles. It is clear that tilting the grating teeth results in differentiating the power portion 

of transmitted/reflected and coupled.  
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Figure 4-15.  Normalized distribution of electrical field for WGC of 400nm core thickness 

and tilted grating teeth with different angles (a) -40o (b)0o (c) 40o (unlike 
theoretical model, the y=0 is at the core-substrate interface in the numerical 
model) 

Another method, including adding multiple interfaces to the substrate for increasing CE via 

manipulating the multilayer interference, could also explained and modelled by our 

theoretical model but will remain as a future work. Meanwhile, there is a significant 

discrepancy in Figure 4-14 for the 400nm core when its tilted angle is small. The reason for 

this discrepancy has not been fully understood but will be discussed in the next section.  

4.4 Effect of the grating profile 

The previous study on WGC is for 50% duty cycle rectangular grating, although it is the 

common grating profile for WGC design. However, in practical grating fabrication, such a 

shape can be difficult to be achieved, especially when the grating period is small. Moreover, 

the grating profile does not have to be rectangular. Other than the standard rectangular 

grating profile, a saw-shape[140] shape and even more complicated stair-case or double-

etched shaped grating profile has been presented [141,142], showing an increment of CE 
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while without clarifying the mechanism. A systematic study on how the grating profile 

impacts the CE has not been conducted so far. Therefore, it is valuable to explore how the 

grating profile impacts the CE with our theoretical model.  

4.4.1 Theoretical and numerical model 

Trapezoid-shaped grating profile with variable upper and lower edges, as shown in Figure 

4-16, is adopted for investigating the impact of the grating profile on CE. The upper and 

lower edge of the trapezoid is r and 1-r of the period of the grating, and tilted with an angle 

of 𝜃, as specified in the figure caption.  The profile can therefore be defined by the ratio 

between the upper edge and period, 𝑟, i.e., when 𝑟 = 0, the profile is triangular while 𝑟 =

0.5 is rectangular.  

     
Figure 4-16.  Grating profile in the numerical model. The length of the upper and lower 

edge is 𝑟𝑑 and (1 − 𝑟)𝑑, respectively, while the d is grating pitch. The tilting 
angle 𝜃 is the angle between central line and norm of the trapezoid. 

For the grating profile defined above, a significant discrepancy from the previous 

rectangular grating is that, if the grating is still to be modelled as a dipole-filled source layer, 

the effective refractive index of the “dipole layer” is no longer uniform because, at each 

vertical position 𝑦0 in the grating layer, the portion of high index (𝑛𝑐) and low index (𝑛𝑎) is 

different. Therefore, the grating layer should be treated as an optical layer with a gradient 

refractive index and not a constant index. Direct evidence is simply shown as follows. If the 

grating shown in Figure 4-16 is still to be treated as a constant-index layer, the value of the 

index should be the same to the rectangular grating studied in the section 4.2 and 4.3. The 

grating period for the grating structure shown in Figure 4-16 should stay the same for the 
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1300nm coupling with an input angle of 8𝑜. However, the numerical simulation shows that 

the central wavelength can shift up to 2% for 𝑟 = 0.5  (rectangular grating) to 𝑟 =

1 (triangular grating), which will be detailed in the next section. The reason for the central 

wavelength shift can be understood as follows. The upper edge ratio 𝑟 impacts the profile 

of grating, so, equivalently, the refractive index of the modelled grating layer is changed. 

The propagating constant for 1300nm wavelength in the four-layer structure is then 

impacted by the changing of the index in the grating layer. However, according to the 

grating function for WGC (3.12), the fixed input angle and grating period can only couple 

light with a specific propagating constant, so the wavelength can be coupled into WGC is 

then shifted. Based on the analysis and numerical simulation, the WGC is modelled again 

as a four-layer optical structure, but the grating is modelled as a dipole-filled optical layer 

with a gradient index.  

The theoretical model for the trapezoid grating is illustrated as follows in Figure 4-17. 

  
Figure 4-17.  Illustration of Theoretical model for trapezoid grating in a single grating 

period. ng is the volume averaged index while na and nf are the indices of 
cladding and core. The tilting angle 𝜃  is the angle between central line and 
norm of the upper and lower edges of the trapezoid, while Δ𝑧 is the position 
shift due to tilting. 

The effective volume averaged index is a function of 𝑦0 due to the varying indices portion, 

and can be found as 

 𝑛𝑔(𝑦0) = √𝐷(𝑦0)𝑛𝑓
2 + (1 − 𝐷(𝑦0))𝑛𝑎

2   (4.21) 
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where 𝐷(𝑦0)  is the duty cycle of the infinitesimal periodic rectangular shape at 𝑦0 

(assuming the trapezoid shape is a composition of a pile of infinitesimal rectangular sheets), 

as shown in Figure 4-17. The “duty cycle” of the infinitesimal square wave can easily be 

found with is simple geometry of the trapezoid: 

 𝐷(𝑦0) =  1 − 𝑟 −
(1−2𝑟)𝑦0

𝜎
  (4.22) 

Apparently, the Fourier component in equation (4.3) for the dipole polarization is now also 

a function of vertical position 𝑦0 other than a constant, i.e., the Fourier transform of the 

infinitesimal periodic rectangular wave with a shift is,  

 �̃�(𝑘 − 𝛽)𝑒𝑖𝑘𝑑Δ𝑧 =  dσΣn=−∞
+∞ 𝑐𝑛(y0)2𝜋𝛿 (𝑘 −

2𝜋𝑛

𝑑
),.  (4.23) 

where, 

 𝑐𝑛(y0) = 𝐷(𝑦0)𝑠𝑖𝑛𝑐(𝑛𝐷(𝑦0)),.  (4.24) 

due to the variation of volume averaged index in the grating layer, the y component of the 

scattered wavevector, 𝑘𝑦𝑔, is also a function of vertical position, making the scattered field 

expressed as 

 

𝐸𝑛𝑠
− = ∫

𝑐𝑛(𝑦0)𝑘0
2(𝑛𝑔

2(𝑦0) − 𝑛𝑎
2)𝑒+𝑖𝑘𝑦𝑔(𝑦0)𝜎

2𝑘𝑦𝑔(𝑦0)(1 − 𝑟𝑔𝑎𝑅𝑔𝑠𝑒+𝑖2𝑘𝑦𝑔(𝑦0)𝜎)
𝑓𝑠(𝑦0)𝑬𝒙(𝑦0)𝑒𝑘𝑑y0sinθ𝑑𝑦0

0

−𝜎

  

𝐸𝑛𝑎
+ = ∫

𝑐𝑛(𝑦0)𝑘0
2(𝑛𝑔

2(𝑦0) − 𝑛𝑎
2)𝑒+𝑖𝑘𝑦𝑔𝜎

2𝑘𝑦𝑔(𝑦0)(1 − 𝑟𝑔𝑎𝑅𝑔𝑠𝑒+𝑖2𝑘𝑦𝑔(𝑦0)𝜎)
𝑓𝑎(𝑦0)𝑬𝒙(𝑦0)𝑒𝑘𝑑y0sinθ𝑑𝑦0

0

−𝜎

 (4.25) 

where 𝑓s(𝑦0) = (𝑟𝑔𝑎𝑒+𝑖𝛷0 + 𝑒𝑖𝛷0)  , 𝑓a(𝑦0) = (𝑒−𝑖𝑘𝑦𝑔𝜎𝑒−𝑖𝛷0 + 𝑅𝑔𝑠𝑒+𝑖𝑘𝑦𝑔𝜎𝑒+𝑖𝛷0) , same 

as the definition in 4.2.1.3, expressing the effects of multiple reflections from the interfaces 

adjacent to the thick grating layer. 

For calculating the reflectivity transmissivity and propagating constant in such a four-layer 

structure with a gradient-indexed layer, the grating layer with continuous gradient index is 

approximated by discrete index distribution as shown in Figure 4-18, due to the difficulty 

of including the gradient-index layer. 
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Figure 4-18.  Illustration of (a) refractive index distribution in the modelled four-layer 
structure and (b) approximated index distribution of the four-layer structure 
for theoretical calculations 

After replacing the grating layer gradient index with discrete layers with a constant index 

that calculated with (4.21) based on position 𝑦0,  the approximated structure as shown in 

Figure 4-18 (b) can be calculated with the transfer matrix method—each discrete layer is 

mathematically expressed as a matrix as described in sections 2.2.2.2 and 4.2.1.3. With the 

propagating constant calculated with the approximation made above, the propagating 

constant related grating period is ready to be obtained with equation (3.11). 

4.4.2 Theoretical results and numerical validation 

The theoretical calculation for CE as a function of tilted angle and upper edge ratio to study 

the impact of grating profile to CE. The WGC with 400nm core thickness and 175nm grating 

depth is adopted for the investigation. Such combination of the WGC parameters, thick 

core and deep grating, has shown a significant impact of tilting the grating to CE in the last 

section, while it is also expected to show and to study the impact of grating profile with the 

deep grating in thick core in this section for improving the CE.  

The variation of the grating profile is determined by two factors, upper edge ratio 𝑟 and tilt 

angle 𝜃. The CE as a function of 𝑟 ∈ [0,0.5] and 𝜃 ∈ [−45𝑜 , 45𝑜] is calculated. The value 

for 𝑟 > 0.5 is not calculated due to the fact that the inverse trapezoid is unlikely to be 
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feasible. The theoretical result is shown in Figure 4-19. Accordingly, as analysed before, 

unlike tilting the grating, the upper ratio 𝑟 causes a non-uniform distribution of volume 

averaged refractive index that changes the propagating constant in the four-layer structure, 

although the thickness of the modelled layer has not changed, which makes the grating 

period to change accordingly. Therefore, the corresponding grating period is calculated and 

shown in Figure 4-20. 

 
Figure 4-19.  CE as a function of tilted angle and 𝑟, the offset ratio of the of the upper edged 

of trapezoid shape defined in Figure 4-17 for the core thickness of 400nm and 
grating teeth of 175nm. 

 
Figure 4-20.  Grating period as a function of 𝑟, the offset ratio of the of the upper edged of 

trapezoid shape defined in Figure 4-17 for the core thickness of 400nm and 
grating teeth of 175nm. 
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Figure 4-21.  CE as a function of tilted angle for (i) r = 0.8, (ii) r = 0.6 and (iii) r = 1. Solid lines 

are the theoretical results while dots are for numerical simulation. 

Due to the same reason as in section 4.3, it is relatively difficult to reproduce the result 

shown in Figure 4-20 with the numerical method, so the CE for 𝑟 = 1, 0.8  and 0.6 has been 

selected and reproduced with numerical simulation and is shown in Figure 4-21. Notably, 

the grating period, although the maximum difference is only around 8nm for different r 

values, is very sensitive to the CE. The numerical simulation confirms that if the period 

keeps same as in section 4.3 (r=0.5), the central wavelength of the pump that can be 

coupled into the WGC shifts by more than 20nm for r=0, resulting in the CE for 1300nm 

below 10%. Therefore, the grating period has been changed accordingly in the numerical 

model, adopting the theoretical grating period values for simulation. The numerical 

simulations with the theoretical grating period produce exact the central wavelength of 

1300nm for the in-coupling and produce the results shown in Figure 4-21.  The agreement 

on the grating period from theoretical and numerical results, at least, validified the gradient 

index hypothesis. 

Figure 4-20 indicates that the impact of tilting increases with the ratio of upper edge r, 

while, for small r, the CE is less sensitive to a tilt angle but stays at a relatively good value.  

Figure 4-20 shows that the longer upper edge of the trapezoid grating profile needs a longer 

grating period, which means that the propagating constant decreases with the length of 

the upper edge (refer to equation (3.11)), although the difference is minimal. 
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Figure 4-21 shows the trend of the exact CE values from the numerical and theoretical 

model are the same, while the agreement is still quite good after the approximation for the 

gradient index layer although slightly worse than the previous sections. 

4.4.3 Accuracy analysis 

Regarding the discrepancies in Figure 4-21 and Figure 4-14 for the numerical and 

theoretical results, the factors that impact the numerical accuracy, such as the thickness of 

the perfect match layer and size of the discrete grade, have been optimized for accuracy. 

Besides any underlying mechanisms that haven’t been covered by this model, there are 

some possible defects in both the numerical and theoretical models, which are explained 

as follows. 

Firstly, as illustrated in Figure 4-22,  in the numerical model, it is impossible to keep the 

interface of two different materials always on the numerical discrete grid, which means the 

effective geometry after numerical discretization is distorted. When the discrete grade 

crosses the non-horizontal or non-vertical interfaces, the smooth interface could be 

discrete as a staircase shape. This nature of the numerical method is unfavourable to fine 

structures, including the subwavelength grating teeth, especially the accuracy could be 

worsened when the sidewall of the grating is not perpendicular to the core.   

 

Figure 4-22.  Illustration of discretization across interfaces of different material (a) 
numerical model with the discrete grid. (b) illustration of a single grid crossing 
two materials. 

On the other hand, the analytical theoretical model also suffers from numerical 

inaccuracies when conducting calculations with computers.  Noting that the theoretical 

model is based on the transfer matrix method, which has been shown to be unstable [143]. 

One of the main reasons for the instability of the transfer matrix method is that intensive 
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exponential calculation with extreme values is involved for calculating the phase shift. The 

phase shift due to propagation is defined as the product of the wavevector and thickness 

in a specific layer in the transfer matrix. Both the wavevector and thickness of the optical 

layer are either extremely big or small values for exponential calculations in the transfer 

matrix method. Especially, when the gradient-index layer is sliced into infinitesimal layers 

for approximation, the value is more extreme, and inaccuracy is accumulating with an 

increment of the number of layers. This could result in the inaccuracy of the trapezoid 

grating profile. On the other hand, reducing the layer will reduce the theoretical accuracy. 

Other than the two possible inaccuracies in numerical computation, theoretically there 

could be some physical mechanisms that were not included in the model. One possibility is 

the reflection of the sidewalls of the grating profile. However, no publication was found to 

address this issue and cannot be verified with numerical simulation, and there is no such 

theoretical approach to include this factor in our model. However, the discrepancy 

between numerical and theoretical results remains at a limited level. 

4.5 Conclusion 

This chapter first, following Chapter 3, establishes an analytical theoretical model that 

accurately calculates the CE of WGC in section 4.2. Modelling of the grating as a modal field 

polarization source layer and the inclusion of joint loss between grating and waveguide are 

valid assumptions confirmed by numerical simulation with very good agreement. 

Important physical mechanisms of WGC operation are revealed with our model. The model 

is applicable to deep gratings and explicitly shows the impact of multiple reflections from 

adjacent layers in the grating region on the variation of the total CE with grating depth and 

core thickness. It also shows that the inclusion of the joint loss is important in calculating 

the total WGC CE. Such physical insights are lost when using numerical models for WGC 

optimization. Moreover, the analytical theoretical model is much faster than numerical 

models, requiring only a few minutes on a standard laptop to cover a much more extended 

parameter space, which makes it ideal for fast, large-scale WGC optimization.  

Based on the clarified physical mechanism of multilayer interference effect that limits the 

CE of WGC, section 4.3 investigated a method for overcoming such limitation. Manipulating 

the phase of scattered light by tilting the grating profile has been shown to be a valid 
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method to enhance the CE for WGC of certain core thickness that suffers low efficiency. 

The thicker-cored WGC with a regular rectangular grating profile might suffer low CE 

because of the interference effect weakened scattering order in the substrate, while the 

thicker core could bear deeper grating, creating space for phase shifting. Grating tilting-

induced phase shifting has been shown to have a significant impact on the CE, which has 

been theoretically calculated and numerically verified with good agreement. The lately 

successful fabrication of 2D grating with a precisely controlled slanted angle of the grating 

teeth via ion etch [144,145] intimates the practical value of our approach in this section. 

The success of modelling the tilted grating with our theory implies that the CE could be 

optimized by methods that impact the interference effect of scattered light. A simple 

example is adding extra interfaces in the substrate, just like our experiments to validate the 

scattering loss model, which could be an easy approach for implementation and can be 

modelled with our approach. 

Section 4.4 focuses on studying the effect of the grating profile, taking variable trapezoids 

as examples. By approximating the trapezoid shape with discrete infinitesimal rectangles, 

the complicated grating shapes have been included in our model. The effectiveness of the 

hypothesis that the grating can be treated as a layer of the non-uniform refractive index 

has been validified with the accurate prediction of the grating period.  The CEs of WGC as 

a function of grating profile are theoretically calculated and compared to the numerical 

simulations. The agreement between theoretical and numerical results is good, although 

not as good as in sections 4.2 and 4.3 where numerical dots are sitting on theoretical curves 

and possible accuracy-impacting factors are discussed. The work in Section 4.4 is not only 

valuable for further understanding the nature of WGC but also of value for practical 

fabrication—the shape of the grating might not be kept rectangular as designed. Moreover, 

the multilayer approximation is also applicable to more complicated grating shapes, such 

as the staircase-shaped grating profile that has been proposed and numerically optimized 

recently [141,142]. 

In summary, this chapter has established the physical mechanisms that play critical role in 

our WERS system WGC CE. The model holds the potential to be expanded for more 

complicated WGC structure/grating profile, and TM modes coupler which has not been 

fully finished due to the theoretical and coding-wise complexity and traffic in a 

supercomputer.  However, an assertion can be made at this point that the optimal core 
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thickness of the WERS needs not to be much compromised for the CE of WGC as our 

previous publication [42].  The CE can be enhanced by tilting the grating teeth with an 

optimized grating profile. This is particularly important as our new FOM indicates that the 

thicker core WERS is more favourable, while this chapter proves that the thicker core does 

not necessarily suffer low CE. Moreover, upon finalizing modelling the TM mode and higher 

mode in-coupling and combining our new FOM, optimized and detailed WGC design for 

multimode pump in-coupling for WERS can be produced with the model established in this 

chapter. 
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Chapter 5 Post signal processing of WERS spectra 

Raman signals are usually weak and, due to its small excitation and emission cross-section, 

are often obscured by background noise generated by various sources. Signal degradation 

is particularly severe in WERS due to the core/substrate generated background the wide 

point spread function of the system. This chapter presents new techniques in denoising, 

baseline removal and deconvolution. The signal processing has first validified with 

simulated data, and then applied to the real Raman spectra from our WERS system[119]. 

In the end, the final processed WERS signal is presented in comparison with Raman 

microscope spectra, and the detailed middle steps are also presented.  

5.1 Multi-frame non-local means (MNLM) based denoising for WERS 

5.1.1 Background  

As mentioned in the introduction, standard filtering methods suffer from low accuracy and 

are of a blurring nature, while recent advanced methods can produce good denoising 

results but mostly suffer from sensitive parameter settings. Savitzky-Golay (SG) filter can 

potentially remove genuine Raman peaks with low full width at half maximum (FWHM) if 

the parameters are not appropriately set [63]. For the wavelet transform filtering (WTF), 

sensitive thresholds for every decomposed frequency component have to be set.  In 

addition,  proper wavelets need to be chosen from the large family of wavelets, and 

complicated optimization algorithms have been developed just for choosing appropriate 

parameters for WTF [68]. 

In contrast to the aforementioned neighbour-pixel-based filtering methods, the non-local 

means (NLM) based denoising method was proposed for image recovery in 2005 [146]. It 

extracts signals by comparing the similarity of the pixel patch across the whole image and 

replacing the pixels with similarity-weighted averaging. NLM has demonstrated effective 

performance in noise reduction without complicated multi-parameter settings. It has been 

described as “parameter-free” [147] and is known for its ability to preserve high-frequency 

signals while cancelling out noise in the same high-frequency domain, thus acting as an 

"edge-preserving denoising method" [148]. Recently, the NLM has also been successfully 

applied to a periodic 1D signal for fault diagnosis of rolling bearings [149]. 
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A new algorithm, the multi-frame NLM (MNLM) based method, to address current 

challenges for Raman signal denoising is proposed in this section. In practice, the Raman 

spectrum for a specific analyte can be easily acquired multiple times, and each frame of the 

spectrum is identical but polluted with random noise. This study assumes that the noise 

pattern in different frames acquired from the spectrometer with the same acquisition 

parameters is similar. Therefore, we expect that the signal can be restored by averaging 

the pixel blocks across the entire signal range in different frames based on similarity. MNLM 

is expected to preserve the outstanding features of NLM, such as ‘edge-preserving’ and 

‘parameter-free,’ to address the weaknesses of current denoising methods. 

5.1.2 Mathematic model and implementation 

MNLM is demonstrated to restore the Raman signal that is degraded by additive noise, 

expressed as follows, 

 𝑌(𝐼, 𝑗) = 𝑋(𝐼, 𝑗) + 𝑛(𝐼, 𝑗),  (5.1) 

𝒀 = {𝑦𝑖
𝑇 | 𝑖 ∈ 𝑁}is the 2D matrix of raw data, consisting of 𝑁 frames spectra in a 1D vector, 

where 𝑦𝑖  =  {𝑦(𝑗)| 𝑗 ∈ 𝑉} is the 𝑖𝑡ℎ frame Raman spectrum sub-vector, and 𝒀(𝑖, 𝑗) is the 

observed signal at 𝑗𝑡ℎ position in 𝑖𝑡ℎ frame. 𝑋 is the unpolluted signal and 𝑛 is the additive 

noise. 

Similarly, to standard NLM, the MNLM filter recovers the estimated signal �̂� by weighted 

averaging of all pixel values in the searching window. However, unlike standard NLM used 

in imaging, in MNLM, the searching window is extended to other frames that are sampled 

with the same acquisition parameters, and the weight for averaging is calculated based on 

the 1D sub-vectors as shown in Figure 5-1 (it is worth noting that the calculation in standard 

NLM is performed on 2D sub-matrices. The recovered 𝑗1
𝑡ℎ  pixel block in 𝑖1

𝑡ℎ  frame is 

expressed as  

 �̂�𝑖1
(𝑗1) = ∑ ∑ 𝑤𝑖1,𝑗1

(𝑖2, 𝑗2)𝑦𝑖2
(𝑗2)

𝑖2∈𝑉𝑗2∈𝑉

 , 
(5.2) 

where 𝑤𝑖1,𝑗1
(𝑖2, 𝑗2)is the normalized weight, and the value is determined by the similarity 

between the 𝑗1
𝑡ℎ  pixel block 𝑀𝑗1

, i.e. 𝑦𝑖1
(𝑀𝑗1

) = {𝑦(𝑗)|𝑗 ∈ 𝑀𝑗1
}, in 𝑖1

𝑡ℎ  frame and the 𝑗2
𝑡ℎ 
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pixel block 𝑀𝑗2
in the 𝑖2

𝑡ℎ  frame. The similarity between 𝑀𝑗1
and 𝑀𝑗2

 is measured by the 

Gaussian-weighted Euclidean distance between the two vectors, namely, 

 𝑑𝑖1,𝑗1

2 (𝑖2, 𝑗2) = ||𝑦𝑖1
(𝑀𝑗1

) − 𝑦𝑖2
(𝑀𝑗2

)||2,𝑎
2 , (5.3) 

where 𝑎 is the standard deviation of the Gaussian kernel, ∥∗∥2,𝑎
2  𝐿2  norm with Gaussian 

convolution. The purpose of applying Gaussian weighting to the Euclidean distance 

between the two vectors is to emphasize the significance of the central pixel in the 

neighborhood. As the similarity between the neighborhoods 𝑀𝑗1
and 𝑀𝑗2

 increases, the 

Gaussian-weighted Euclidean distance 𝑑𝑖1,𝑗1
(𝑖2, 𝑗2)  between the corresponding vectors 

𝑦𝑖1
(𝑀𝑗1

)  and 𝑦𝑖2
(𝑀𝑗2

)  decreases, resulting in a higher weight of a pixel 𝑗1 during the 

calculation of the average value 

 𝑤𝑖1,𝑗1
(𝑖2, 𝑗2) =

1

𝑍𝑖1,𝑗1

𝑒
−

𝑑𝑖1,𝑗1
2 (𝑖2,𝑗2)

ℎ2 ,  (5.4) 

where 𝑍𝑖1,𝑗1
is a normalization parameter to ensure 𝛴𝑤𝑖1,𝑗1

= 1, and ℎ is the smoothing 

factor. 

 
Figure 5-1. Diagram of MNLM searching performed on 𝑁 spectra. The Gaussian-weighted 

Euclidean distance is calculated in the whole searching window in 𝑁 frames. 

The key function of the algorithm is in calculating the weights for each pixel, which depend 

on the similarity calculated by Gaussian-weighted Euclidean distance in equation (5.3). 

Figure 5-1 illustrates the processing of searching similarity between each two pixel-blocks. 

With the Gaussian-weighted Euclidean distance, the weight for each pixel can be obtained 

with equation (5.4). Finally, the pixel value is restored by weighted averaging of all the 

pixels in the searching area across different frames. 

To validate the algorithm, an artificial Raman spectrum is generated by applying the 

following procedure. A frame of the Raman spectrum is simulated with multiple Lorentz 

peaks, as usually utilized for Raman peak fitting [150]. Each frame contains 1000 data points, 

including random 7-15 Lorentzian peaks with random positions, random heights within 0 
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to 1, and random half-widths between 1 and 7 pixels. The noise is an artificially generated 

random matrix with a size of 𝑁 × 1000, namely 𝑁 frame noise vectors. Each signal vector 

is added with random vectors in the noise matrix to obtain 𝑁 frames data set, simulating 

𝑁 frames of noisy Raman signal acquired from the same spectrometer. This procedure has 

been repeated 30 times, so a dataset with 𝑁 × 30  frames of the simulated signal is 

prepared for validating the algorithm.  

     

Figure 5-2. An example of simulated Raman spectra including the (a) original spectrum, the 
(e) noise-degraded spectrum, and the restored spectrum using different 
methods, including (b) MNLM filtering (c) Gaussian filtering (d) median filtering. 
The noise level is σn =0.05, and the frame number is 5, indicating that the 
original signal is added to 5 different noise vectors, simulating the acquisition 
of 5 frames of signals with the same parameters. The spectra shown are all 5-
frame averaged. The smoothing factor ℎ = 0.2 σn, and the length of searching 
window is 30 pixels. 

To start the validation process, the standard deviation, 𝜎𝑛, of the random matrix is set to 

0.05. A 5-frame averaged original, degraded, MNLM processed signal is shown in Figure 

5-2. The Gaussian filtering and median filtering as the two standard denoising approaches 

are also conducted for comparison. The results show that the fine structure of the original 

signal, e.g., the overlapping double-peaks around 50, 420 and 750 are preserved by all the 

methods, however, the MNLM method shows evidence of a much better performance in 

removing noise without over flattening the signal peaks (e.g., the main peak at 420), which 

will be quantified below.  
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To validate the hypothesis made at the beginning of this section that applying NLM within 

multiple frames could help with cancelling unwanted noise, the mean squared error (MSE) 

against the frame number 𝑁 is calculated. After generating 30 sets of the original signals, a 

group of 𝑁 frames of noise is generated and added to each set of the original signal. So, for 

each specific original signal, there are 𝑁  frames of corresponding degraded signal, 

simulating the Raman spectrum acquired N times from a specific sample. For each set of 

signal data, averaging, averaging after Gaussian filtering and averaging after MNLM are 

conducted, and then compared to the original signal to obtain the MSE. After repeating this 

process for all 30 sets of data, the average MSE is obtained and shown in Figure 5-3, vs the 

number of frames, N, used. MNLM consistently outperforms the other methods when the 

frame number is greater than 1, which clearly indicates that our assumption is valid. By 

restoring pixels through averaging based on similarity across different frames, noise 

cancellation performance is enhanced. Figure 5-3 shows that more frames create smaller 

MSE, but cost more time in practice. Figure 5-3  also shows 5 frames are already enough 

for MNLM to produce good results so frame number N is fixed to 5 for further validation.  

    

Figure 5-3. Average of mean square error of restored data with increasing number of 
frames used. The smoothing factor ℎ = 0.2  σn, and the length of searching 
window in each frame, 𝑤, is 30 pixels. 

As mentioned in the introduction, some advanced filters, such as SG and WTF, suffer from 

complicated and sensitive parameter setting which limits their application. In contrast, only 

two parameters: the length of searching window 𝑤 and smoothing factor ℎ need to be set 

for NMLM. Ref. [151] indicated that the denoising results are weakly sensitive to the values 

of these parameters for NLM. There, the length of the searching window is around 20~30 

pixels and smoothing factor is related to the noise, i.e., ℎ = 𝑘𝜎𝑛 , where the 𝑘  value is 

around 0.5 [151]. It is expected that the performance of the MNLM will also be tolerant to 
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variation in these parameters. Therefore, parameter-sweeping for 𝑘 and 𝑤 was conducted, 

and the result is shown in Figure 5-4. The 𝑘 value is within the range from 0.1 to 1 while 

the 𝑤 is from 3 to 30 pixels. As shown in Figure 5-4, The MSE is for the denoised result is 

within a range of 0.8× 10−4 to 1.7× 10−4, and for the most of the cases the MSE is around 

1 × 10−4 , besides some extreme 𝑘 − 𝑤  combinations, e.g. ( 𝑘~0.1 , 𝑤~3 ) and (𝑘~1 , 

𝑤~30). It is evident that the weak sensitivity to parameters has been inherited by MNLM, 

making it a potential parameter-free denoising method for wider application. 

    
Figure 5-4. MSE as function of NMLM parameter k and the length of the search window,  

𝑤. The frame number N is 5; σn=0.05 
 

 Filter ∗ 𝒌 𝝈𝒏 = 𝟎. 𝟎𝟏 𝝈𝒏 = 𝟎. 𝟎𝟓 𝝈𝒏 = 𝟎. 𝟏 𝝈𝒏 = 𝟎. 𝟐 
(a) (b) (c) (a) (b) (c) (a) (b) (c) (a) (b) (c) 

Gaussian 0.1 27.4 0.021 46.8 13.5 0.5 33.1 7.4 1.8 27.4 0.5 8.2 20.9 

0.5 27.9 0.019 47.3 15.3 0.3 35 9.3 1.2 29.3 2.4 5.3 22.7 

1 22.0 0.15 41.4 16.6 0.2 36.3 12.2 0.6 32.1 5.9 2.4 26.2 

2 14.7 0.41 34.1 12.9 0.6 32.5 11.4 0.8 31.3 7.9 1.5 28.2 

Median 3 19.0 0.15 38.4 15.1 0.3 34.8 11.3 0.7 31.3 5.8 2.5 26.1 

5 10.9 0.96 30.3 10.0 1.1 29.6 9.0 1.3 29 6.7 2.1 27 

7 7.6 2.0 27 6.2 2.7 25.9 5.4 3.0 25.4 3.7 4.2 24 

9 4.2 4.6 23.6 3.2 5.5 22.9 2.3 6.3 22.3 0.9 8.3 21.2 

MNLM / 30.5 0.011 49.9 20.4 0.1 40 15.0 0.3 35 9.1 1.2 29.5 

avg.  
signal 

/ 27.4 0.021 46.8 13.5 0.5 33.1 7.4 1.8 27.4 0.5 8.2 20.9 

Table 5-1 Indicators including (a) signal noise ratio (b) Mean square error (Value shown in 
the table is 1000 times MSE) and (c) peak signal noise ratio for the recovered 
signal with the best performance for each filter and noise level in bold (*Value 
shown in the table is 1000 times MSE). *Filter parameter k are standard 
deviation and filer window for Gaussian and Median filter, respectively. Last 
line shows the averaged signal. 



Chapter 5 

104 

A detailed comparison is presented in Table 5-1 to thoroughly validate the performance of 

denoising using different denoising methods, including Gaussian and median filtering, 

under various levels of noise. The noise matrix is generated with different standard 

deviations (𝜎𝑛=0.01, 0.05, 0.1, and 0.2) and denoising is processed using Gaussian filtering, 

median filtering, and MNLM filtering. The parameters for the MNLM filtering are kept 

unchanged (𝑤  is 30 pixels, and ℎ is fixed to 0.01, simulating that the user inaccurately 

estimates the noise level) to test the robustness of the method without tailoring the 

parameters to the specific data, while other two filters are tested with four different 

filtering parameters each. Specifically, for the Gaussian filtering, the parameter 𝑘 (i.e., the 

standard deviation for the Gaussian kernel) is tested for 𝑘= 0.1, 0.5, 1, and 2, and for the 

median filter, the parameter 𝑘 (i.e., the size of the filter window) is tested for 𝑘= 3, 5, 7, 

and 9. Therefore, 30 sets of signal data were generated for each noise level, with each set 

of data containing 5 frames of the same signal polluted with random noise of the same 

standard deviations 𝜎𝑛 . Each set of the signal spectrum is then processed with the 

aforementioned filters, and the restored signal is averaged for comparison with the original 

signal, to obtain indicators including single-noise-ratio (SNR), peak signal noise ratio (PSNR), 

and MSE. After obtaining these indicators for the 30 sets, the value of each indicator for 

each filter and averaged signal with noise is averaged and recorded in Table 5-1.  

Table 5-1 shows the indicators of restored signal from Gaussian filtering and median 

filtering with different parameters for different-level noise, meanwhile the indicators from 

MNLM with fixed parameters. It is clearly shown that the performance of each filter varies 

with noise level and filtering parameters. However, the MNLM with fixed parameters 

outperforms all other filters, regardless of the noise level. Thus, after validation with 

different indicators and comparisons, MNLM has demonstrated outstanding performance 

and robustness, making it ready for application to practical experimental Raman spectra.  

5.2 Baseline constrained blind deconvolution  

5.2.1 Background 

The baseline removal techniques summarized in the introduction chapter can be roughly 

categorified into two terms. The first method is termed filtering. The baseline is supposed 

to be the lower frequency part of the signal, thus, by filtering out the high-frequency 
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component, the baseline can be found.  These methods include the Fourier transform [76] 

[77]  and wavelet transform  [78] [79] approaches.  The other method can be classified as 

fitting, which fit a smooth curve to closely match the spectra but always underneath the 

steep Raman peaks. Asymmetric least square [73], spline smoothing [74], and polynomial 

fitting [75] are the most studied methods. Due to the inherent accuracy limitations of the 

polynomial fitting, it is not very suitable for complicated curves. The latest asymmetric least 

squares (ALS) method, which is essentially a fitting method, has shown state-of-the-art 

results, and the model can be expressed as [73],[152],  b =  arg 𝑚𝑖𝑛
𝑊,𝑏

 𝑊||𝑠 − 𝑏||2 +

𝜆||∇𝑏||2 , where b is the baseline for fitting, 𝑠  is the spectra vector and 𝜆||∇𝑏||2  is the 

smoother and 𝑊 is the weight for the least square. Mathematically, the vector b is of same 

dimension of the spectra vector 𝐬, which is the number of pixels. So, at first, it might be 

facing the risk of overfitting. And secondly, the smoother item could be problematic—when 

the Raman peak has a similar gradient with noise or the baseline itself, the operator ∇ could 

provide an incorrect regularization. 

To address the limitations of the current ALS method, we propose employing a radial basis 

function (RBF) [153,154] to model and fit the baseline.  The RBF, which is based on kernel 

methods [153], enables the fitting to be conducted in a reduced-dimensional space. In 

theory, lower dimension fitting could reduce the risk of overfitting and practically the 

curvature of the fitted baseline can be controlled with the width of the RBF.  

Moreover, regarding the fact that the baseline should always be below the Raman peaks, 

the baseline applied as a non-negative constraint to blind deconvolution is also 

implemented aiming at reducing the ringing artefact. The blind deconvolution that is 

integrated with the baseline removal is aiming at reducing the impact of resolution 

degradation due to multimode-collection induced wide PSF. The deconvolution is 

developed from the Wiener filter-based imaging deconvolution proposed in [84] by 

implementing a total variation (TV) regularization [83] for suppressing ringing artefacts. 

5.2.2 Mathematic model and implementation 

Besides the noise, the unpolluted signal 𝑥 that is defined in equation (5.1) is, however, not 

the “true” signal but a broadened signal on a baseline due to the point spread function (PSF) 

instrument function. WERS often suffers from wider PSF as it commonly uses highly 
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multimode fibre to collect weak Raman signal as much as possible. The baseline, as 

discussed in the introduction chapter, typically cannot be completely removed via 

normalization and background subtraction. The unpolluted signal is therefore expressed as  

 𝑥(𝑗) = 𝑠(𝑗) ⊗ ℎ(𝑗), 𝑠(𝑗) =  𝑓(𝑗) + 𝑏(𝑗)   (5.5) 

where 𝑥(𝑗),  𝑠(𝑗), ℎ(𝑗),  𝑓(𝑗) and 𝑏(𝑗) are the unpolluted spectra, PSF of the instrument, 

true spectra 𝑓(𝑗) with baseline 𝑏(𝑗)added respect to Raman shift 𝑗. The operator ⊗ is the 

convolution operator. Usually, the PSF, baseline, and noise are all unknown.  

To obtain the “true” spectra 𝑓(𝑗) , deconvolution and baseline removal need to be 

conducted to the unpolluted signal 𝑥. The unpolluted signal 𝑥 is replaced with a denoised 

signal �̂�, as it is practically impossible to obtain noise-free Raman spectra. In this sense, 

denoising is a critical procedure for removing noise as much as possible because 

deconvolution is a typical ill-conditioned processing. The notorious ringing artefacts are the 

most disturbing artefact in deconvolution, creating ripples that appear near the strong 

peaks (1D signals) and strong edges (2D images). The ill-conditioning has been explained 

with many theories, among which the Gibbs effect in the numerical algorithms for 

deconvolution is mostly attributed to [155,156]. However, other than specifically focusing 

on the mechanism of ringing artefact, a brief explanation is given as follows. According to 

the convolution theorem, convolution is equivalent to multiplication in Fourier 

transformed domain, namely: 

  𝑥(𝑗) = 𝑠(𝑗) ⊗ ℎ(𝑗) ↔ �̂�(𝜔) = �̂�(𝜔) ∗ ℎ̂(𝜔)    (5.6) 

So, the deconvolution is simply,  

 �̂�(𝜔) =
�̂�(𝜔)

ℎ̂(𝜔)
   (5.7) 

while it is possible at some point ∃ℎ(𝜔) = 0, which makes �̂�(𝜔) =
�̂�(𝜔)

0
. This would most 

likely happen in any numerical deconvolution model. The PSF typically contains zero or 

close-to-zero components (which will be truncated to zero in the numerical model) in 

Fourier transformed domain, resulting 
�̂�(𝜔)

0
.  

Due to the possible ringing artefact that could amplify the noise (high-frequency peaks), 

more than precisely removing the noise with the dedicated method as a must pre-
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processing, including regularization and constrain into the deconvolution is a common 

method that reduces the impact of the ringing artefact. 

Given the current challenges in accurately measuring the PSF directly from the system, the 

blind-deconvolution method, by which the PSF and signal can be obtained at the same time 

with an iterative method, follows Wiener’s filter-based deconvolution proposed by Ref. 

[84]. The detailed steps are presented after clarifying the mathematics. As discussed, an 

improvement in this work is that the total variation (TV) regularization, which has been 

shown to have a significant effect on suppressing the ringing artefacts has been 

incorporated [83]. The mathematical formulation is, 

 𝑎𝑟𝑔𝑚𝑖𝑛
𝑠

𝑓(𝑠) = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑠

  ||𝑠 ⊗ ℎ − 𝑦||2 + λ1||𝒔||2 + λ2 ∫  
Ω

|diff 𝒔|𝑑𝑗    (5.8) 

Where λ1and λ2 are the strength of the regularizations, and diff 𝒔 is the difference of the 

spectra. Replacing difference item (diff) the with Laplacian operator∇, which returns the 

second-order difference, and turning the expression in the frequential domain, the 

deconvolution turns to: 

 𝑎𝑟𝑔𝑚𝑖𝑛
𝑠

𝑓(�̂�) = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑠

  ||�̂� ∗ ℎ̂ − �̂�||2 + λ1||�̂�||2 + λ2||∇̂ ∗ �̂�||2    (5.9) 

Where ∇̂ is the Fourier-transformed Laplacian operator, and other variables with the hat 

sign denote the corresponding Fourier-transformed variables in (5.8). The convexity of  

(5.9) can be easily proved with   
𝜕2𝑓(�̂�)

𝜕�̂�2 < 0, which means that, unlike the optimization from 

WGC in previous chapter, there is no local optima. Then �̂� can be found by letting 
𝜕𝑓(�̂�)

𝜕�̂�
=0, 

so 

 �̂� =
ℎ̂

ℎ̂2+λ1+λ2∇̂2 �̂�    (5.10) 

Then the optimization of signal and PSF is following the steps described in Ref. [84], but 

replace Wiener’s filter with (5.10). The signal and PSF can be obtained with a fast 

convergence rate by cross iterating  �̂�  and ℎ̂  with (5.10) (i.e. exchange  �̂�  and ℎ̂  in the 

equation every other iteration, following the method provided by Ref. [84]). The initial 

width of PSF can be approximated by measuring the thinnest Raman peak in the spectrum. 
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The baseline, as can be inferred from equation (5.5), is added to the real signal and 

broadened by the PSF. And, as mentioned in the introduction, the asymmetric least square 

(ALS) is a powerful algorithm commonly used for baseline removal in Raman spectroscopy 

data analysis [73,157]. The main idea of ALS can be simply concluded as follow. As known, 

typically, the useful Raman peaks in a spectrum varies much faster than the baseline, while 

the much smoother baseline can be fitted by least square method. Differed from the 

standard least square, there is a penalty term as a smoother added in the least square and 

also a weight to the least square, and can be expressed as   

 Arg 𝑚𝑖𝑛
𝑊,𝑏

𝑔(𝑏) =  arg 𝑚𝑖𝑛
𝑊,𝑏

 𝑊||𝑠 − 𝑏||2 + 𝜆||∇𝑏||2    (5.11) 

where 𝑏 is the estimated baseline, and ||∇𝑏||2 is the smoother with the strength of 𝜆, and 

𝑊 is the weight of the ALS: ideally, after the optimization weight is a bigger value, e.g., 1, 

for the non-peak pixels and a smaller value, e.g., 0, for the pixels in the peak area.  

As can be inferred from the expression of ALS, the premise of fitting out the baseline is that 

the gradient-based smoother ||∇𝑏||2  could successfully identify the peak so that the 

weight can be successfully calculated. However, in WERS, the baseline is generated with a 

complicated source. Except for the residual pump laser that most Raman techniques suffer 

from, waveguide material background and waveguide dispersion can both create a 

complicated baseline. Moreover, in WERS, the Raman peaks can be broadened with the 

wider PSF to have a similar gradient, creating difficulties for ALS in accurately identifying 

the baseline. As a result, the fitted baseline could bend to the Raman peaks (c.f. Figure 

5-5(b)). 

Here, a simple method is proposed to solve this problem. The main idea of the 

improvement is using ALS to train a basic radial basis function (RBF) interpolation, which is 

essentially an RBF neuron network (NN) [153,154], to approximate the baseline, other than 

fitting the baseline directly with ALS. The advantages of using the RBFNN is specified after 

showing the mathematical expression. 

The mathematical formulation for baseline is modelled as 

 𝑏(𝑗) = 𝑈(𝑐)𝐺(𝑐, 𝑗)    (5.12) 

 Arg 𝑚𝑖𝑛
𝑈,𝑊

𝑔(𝑈) =  arg 𝑚𝑖𝑛
𝑈,𝑊

 𝑊||𝑠 − 𝑈𝐺||2 + 𝜆||𝑈||2    (5.13) 
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As shown in (5.13) the baseline 𝑏(𝑗)  is approached via 𝑈𝐺(𝑐, 𝑗) , where 𝐺(𝑐, 𝑗)  is the 

Green’s matrix [153,154] and 𝑈  is the weight vector for the RBF regression. And 𝑈  is 

obtained from the optimization of (5.13).  Here the Green’s matrix is calculated with the 

Gaussian function as the RBF kernel. The parameter c is the number of RBF centres, which 

can be much smaller than the dimension of original signal  𝑠. And the vector 𝑊 in (5.13) is 

the weight vector defined as same as in ref [73,152]—takes big values when 𝑠 < 𝑈𝐺(𝑐, 𝑗) 

and small value otherwise. The item ||𝑈||2  is the L2 regulator with strength 𝜆 , which 

provides smoothing effect similar to the smoother in ALS with simpler expression.  

The difference compared to standard RBF NN is that the training is based on the ALS. 

According to the theory of RBF NN, the accuracy can be tuned just by controlling the 

number of the RBF centres, while the smoothness of the output can be controlled via the 

width of the RBF and the L2 regulator. Thus, compared to ALS, the dimension has been 

reduced via applying RBF, which means, theoretically, the risk of overfitting is reduced. The 

bending to Raman peaks of fitted baseline can be simply avoided by setting the width of 

RBF wider than the Raman peaks. Figure 5-5 provides an example of with and without 

applying RBF NN for the baseline extraction.  

  
Figure 5-5.  ALS extracted baseline (a) with and (b) without RBF NN applied. The strength 

of smoother is the same for the two sub-figures. The baseline is intentionally 
made complicated by conducting min-max normalization out of region of 
interest (ROI), to show the effect of our approach. 

Another physical factor mentioned in the introduction is the non-negative constraint for 

the deconvolution – the physical fact that has not been considered in current Raman 

spectra deconvolution is that the baseline should be always beneath the Raman signals.  

This sets a non-negative constraint for the deconvolution. As aforementioned, constraints 

could help with reducing the ringing artefact. So, the mathematical formulation for 
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deconvolution, which integrates the algorithms of deconvolution and baseline removal, is 

converted to, 

 {
Arg 𝑚𝑖𝑛

𝑠
𝑓(𝑠) = 𝑎𝑟𝑔𝑚𝑖𝑛

𝑠
  ||𝑠 ⊗ ℎ − 𝑦||2 + λ1||𝑠||2 + λ2||∇ ⊗ 𝑠||2

𝑠. 𝑡.       𝑠 − 𝑈𝐺 > 0
    (5.14) 

Due to the appearance of the inequality, unlike (5.10), it is not easy, for the moment, to find 

the one-step results for the optimization problem. So, the traditional but robust gradient 

descendent method is applied to tackle the optimization of the equation (5.14).  

Figure 5-6 shows the significant impact of including the baseline non-negative constraint 

for the deconvolution. The inverse peak around 1000 𝑐𝑚−1, which is clearly an artifact, has 

been suppressed. It is worth noting that the spectra shown in Figure 5-6 is from our early-

stage system, which suffers a lower signal-noise ratio, to show the significance of the 

approach of non-negative constraint.  

 

Figure 5-6.Results of blind deconvolution, baseline extraction. (a) Results of blind 
deconvolution, initial baseline extraction. (b) Non-negative constrained blind 
deconvolution and refined baseline. 

5.3 Results and discussion 

Therefore, after clarifying the mathematics, the steps of processing the spectra are detailed 

as follows.  

Procedure 1:  

Step 1: Normalization 
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• min-max normalize the multi-frame spectra, with and without analyte, at 
region of interest (ROI).  

Step 2: Background subtraction 

• Normalized spectra with analyte minus normalized spectra without analyte 

Step 3: denoising 

• Roughly extract and remove the residual baseline via low-pass filter 

• Denoising with the method detailed in section 5.1 

• Add the baseline extract in step 3.1 back to the denoised signal as 
unpolluted signal for processing in Procedure 2 

 

Procedure 2:  

Step 1: Optimize the  �̂� and ℎ̂  via cross iteration with (5.10). Fourier transform them 
back to 𝑠 and ℎ.  

Step 2: Feed 𝑠 into RBF NN (5.12)(5.13) to obtain the baseline 𝑏: 

• 2.0 Initialize the weight 𝑊 = [1,1,1 … ]𝑇 

• 2.1 Obtain 𝑈 with (5.13) 

• 2.2 Update 𝑊  

• 2.3 Repeat 2.1 - 2.2 until expected 𝑔(𝑈) or iterations reached. Numerical 
experiments have shown that 20 times iteration seems to be an economic 
setting. 

• obtain the baseline 𝑏 with (5.12) 

Step 3: Feed 𝑏  and the ℎ to (5.14); update the 𝑠 

Step 4: Repeat Step 3- Step 4 until iterations are reached. Typically, this iteration stops 
within 5 times.  

It worth noting that in procedure 1 the baseline is roughly extracted and removed with a 

simple low-pass filter is to reduce the impact of the baseline on the similarity calculation in 

MNLM. Adding the roughly extracted baseline back is for accurately deconvolving the 

spectra – a slight distortion of the spectra could result in amplified distortion with 

deconvolution. Therefore, the accurate baseline removal is conducted with deconvolution 

as detailed in procedure 2.  

Unlike denoising, which can be characterized with simulated data, the baseline can hardly 

be simulated and characterized. To be specific, the baseline varies with multiple factors and 

no mathematical approach has been found to simulate the baseline that could cover all the 

factors that contribute to the baseline in WERS, and there are no mathematical indicators 

to characterize the method. Moreover, our approach incorporates baseline removal and 
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deconvolution as integrated processing. Therefore, the baseline removal and 

deconvolution are conducted to the denoised experimental data. The processed data, after 

procedure 2, is compared to the high-quality spectrum obtained with an expensive Raman 

microscope for the same analyte, to show the effectiveness of our processing. 

To validate the MNLM and following processing on real data, Raman spectra for benzyl 

alcohol were obtained using our experimental waveguide-enhanced Raman spectroscopy 

(WERS) system [119]. The WERS system is a implementation of our previous design[42]. 

The benzyl alcohol as the testing analyte was provided by our partner from chemistry 

school along with the Raman spectrum from a conventional Raman microscope. The WERS 

signal in the paper is obtained by Dr. Ettabib and processed with the algorithms developed 

in this chapter. The WERS The system has been optimized and finely tuned to generate 

better quality Raman spectra than that shown in Figure 5-6. A measured baseline Raman 

spectrum for benzyl alcohol was obtained using a conventional Raman microscope.  

Firstly, denoising of the WERS spectrum was carried out with MNLM following the steps 

described in procedure 1 maintaining the same parameters used in section 5.1. After 

MNLM denoising,  the baseline-constrained blind deconvolution was conducted to increase 

the resolution that was degraded by the instrument function of the WERS system following 

the steps detailed in procedure 2. The results for each step is shown in Figure 5-7. 
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Figure 5-7. Results for each step (a) Raw background and signal; (b) Normalized; (c) 
Background subtracted; (d) Denoised; (e) Deconvoluted with extracted 
baseline; (f) Processed signal. 

Figure 5-7 is showing a typical processing of the raw Raman spectrum from a slab WERS 

system. (a) is the raw average spectra with (marked as signal) and without analyte (marked 

as background) on the top of the waveguide. The spectra are obtained with the exact same 

parameters, while the shift of the spectra could be caused by the refractive index changing 

with and without the analyte applied. Therefore, a min-max normalization in ROI 

(500~1500 𝑐𝑚−1) is applied, as shown in (b). (c) shows the spectrum after background 

subtraction, where the residual background, known as baseline, is not completely cancelled 

out. The denoising is then applied to the Raman spectra, and the result is shown in (d). 

After denoising, a blind deconvolution is conducted. And lastly, the baseline is fitted after 

deconvolution, as shown in (e). The restored Raman spectrum is finally obtained after 

subtracting the baseline, as shown in (f). 

Lastly, the processed result is taken out for comparison with the Raman microscope. As 

mentioned, deconvolution is an ill-conditioned process, and noise can easily cause artefacts 

or distortion when performing deconvolution. However, as shown in Figure 5-8, some fine 

structures measured using the Raman microscope have been recovered, such as the multi-

peaks around 1000 𝑐𝑚−1 and 1300 𝑐𝑚−1and the very small peak around 3100 𝑐𝑚−1. 
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Figure 5-8. Raman spectra from (a) a Raman microscope, (b) the processed experimental 
WERS spectrum, and (c) the experimental WERS measurement for benzyl 
alcohol (baseline removed for clarity). Spectra are normalized and shifted for 
clarity. 

5.4 Conclusion 

In summary, the NLM denoising method has been developed and extended to a novel 

MNLM filter, enabling the use of information across different frames and applicable to 1D 

signals. Non-local filtering is more robust than classical conventional neighbour pixels-

based approaches such as Gaussian and median filtering. This feature has been extended 

to multi-frame based 1D signal denoising. Both statistical indicators for the quality of 

restored artificial signal and experimental data processing have proven the good 

performance of our MNLM filter and the insensitivity to the filter parameters. This can 

significantly benefit non-expert users and potentially enable fully-automized Raman signal 

processing.  

ALS has been developed by incorporating the RBF NN for baseline extraction, which has 

been illustrated to have a good performance on avoiding the baseline bending to Raman 

peaks when the baseline is complicated and Raman peaks are wide. 
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The baseline removal has been mathematically integrated into the deconvolution as a non-

negative constraint, following the physical fact that the Raman peaks are always above the 

baseline. The non-negative constraint has been shown to have a significant impact on 

reductions of ringing artifacts, especially when the SNR of the signal is low. 

After building up the mathematical model of data processing, and clarifying each step of 

implementation of the algorithms bundle, the steps of processing experimental data have 

been shown in detail. The final result of processed experimental data is presented and 

compared to the Raman spectrum from an expensive conventional Raman microscope. 

Fine structures and subtle Raman features have been restored after the processing. 

Disadvantages, such as strong background due to the waveguide material and wide PSF, 

have been alleviated to a great extent via the computational method with minimal cost.  
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Chapter 6 Conclusion and outlook 

6.1 Conclusion  

After a brief introduction on WERS and the relevant challenges, the optimization of 

waveguides for advanced Waveguide Enhanced Raman Spectroscopy (WERS) sensor 

applications is conducted in the first part of the thesis. Conventional optimization methods 

focus on maximizing the surface intensity of the pump and signal under single-mode 

operation, but this approach leads to increased surface-induced scattering losses, 

propagation losses, and reduced Raman collection efficiency. The impact of planar 

waveguide thickness on surface scattering loss is studied theoretically and experimentally. 

The results show that surface scattering loss is influenced by interference effects due to 

reflections at different interfaces, and, particularly, additional reflections from adjacent 

substrate layers also have an impact on scattering loss. This is valuable not only to WERS 

but also to benefit a wider range of on-chip photonics as a method for scattering loss 

reduction. 

The study considers capturing Raman radiation from dipoles in different polarization and 

spatial modes. Experimental results confirm the collection of both co-polarized and cross-

polarized signals from a pumped waveguide. A new Figure of Merit (FOM) is introduced to 

optimize WERS sensors considering multimode excitation/collection operation, waveguide 

thickness, and mode-dependent propagation losses. The optimized larger-core waveguides 

result in significant improvements in signal collection efficiency. The use of multimode 

waveguides and signal collection is discussed, highlighting that the spectroscopic 

measurements are not significantly affected when using a multimode fibre for signal 

collection and feeding it into the spectrometer. This relaxation of fabrication and 

experimental tolerances is expected to result in more sensitive, robust and cost-effective 

WERS sensors. 

The second part, at first, developed a theoretical model based on the reciprocity principle 

of the grating coupler. The model aims to calculate the coupling efficiency (CE) and 

corresponding WGC parameters accurately and efficiently for better optimizing WERS. 

Initially, the theoretical model incorporates Sychugov et al.'s model, which calculates the 
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scattering coefficient and predicts the CE trend but lacks accuracy for practical WGC 

designs. To improve accuracy, modifications are made to Sychugov et al.'s model, based on 

several hypotheses made on WGC. The modified model demonstrates improved accuracy 

for CE and WGC parameter calculations, validated through comparison with numerical 

results. While the model performs well for thin-core WGCs, accuracy remains an issue for 

thicker cores. Nonetheless, the physical mechanism confirmed by the model provides 

valuable insights for WGC investigation, leading to the development of a more accurate 

and flexible model in the subsequent modelling. 

The following model, built upon the verified hypotheses, accurately calculates the coupling 

efficiency (CE) and provides valuable physical insights into the operation of WGCs. It 

demonstrates good agreement with numerical simulations while offering faster 

computation times, making it ideal for full-parameters WGC optimization. 

The theoretical model, which treats the grating as a modal field polarization source layer 

and considers joint loss between the grating and waveguide, is established with detailed 

mathematic deduction. The model reveals the impact of multiple reflections from adjacent 

layers in the grating region on the total CE, emphasizing the importance of including joint 

loss in CE calculations. The physical mechanisms uncovered by the model are often 

overlooked by numerical models used for WGC optimization. 

Following up, the limitations imposed by multilayer interference effects on WGC CE are 

addressed and the principle for breaking such limits is elaborated and demonstrated with 

tilted gratings. The model investigates the use of tilting the grating profile to manipulate 

the phase of scattered light and enhance CE for thicker-cored WGCs. The theoretical 

calculations are validated through numerical simulations, demonstrating the potential 

practical value of this approach. 

The effect of the grating profile is studied. The model approximates the trapezoidal shape 

by discrete infinitesimal rectangles and the “grating layer” as a gradient-indexed layer. The 

approximation has been validified with numerical simulation by precisely predicting the 

grating period, filling the 2% gap of inaccuracy. The CE as a function of the grating profile is 

theoretically calculated and compared to numerical simulations, providing insights for 

understanding WGC's nature and potential applications in practical fabrication. 
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The part on WGC modelling establishes an accurate analytical theoretical model for WGC, 

shedding light on the physical mechanisms and potential design improvements. The 

findings challenge the notion that thicker core WERS systems compromise CE, suggesting 

that CE can be enhanced through optimized grating profiles and tilting techniques. 

In the signal processing section, a novel MNLM filter, allowing the use of information from 

different frames and applicable to 1D signals is first proposed and implemented. The MNLM 

filter has shown robustness compared to conventional neighbour-based approaches like 

Gaussian and median filtering. It has demonstrated good performance in both artificial 

signal restoration and experimental data processing, indicating its potential for automated 

Raman signal processing due to its effectiveness and potential of being parameter-free. 

The ALS method was upgraded by incorporating the RBF neuron network for baseline 

extraction, effectively avoiding the bending of the baseline towards Raman peaks, 

especially when dealing with complex baselines and wide Raman peaks. The integration of 

baseline removal as a non-negative constraint in deconvolution has significantly reduced 

ringing artefacts, particularly in low SNR signals. 

After establishing the mathematical model and explaining the algorithm implementation, 

the detailed steps for processing experimental data are presented. The processed 

experimental data is compared to the Raman spectrum obtained from expensive 

conventional Raman microscopes. The computational method has successfully restored 

fine structures and subtle Raman features, mitigating the limitations of strong background 

and wide point spread function (PSF) associated with the waveguide material. 

Overall, the set of interdependent algorithms provides effective solutions for obtaining 

high-quality Raman spectra from WERS, overcoming limitations such as strong background 

signals and wide PSF, with minimal cost. 

6.2 Future possibilities 

Regarding waveguide optimization, the full potential of multimode cross-polarization 

Raman signal collection is currently limited by waveguide fabrication challenges, 

particularly the loss caused by the waveguide material. However, advancements in thin film 

deposition techniques are expected to overcome this limitation in the future, allowing for 
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the validation of our approach. Furthermore, the principles of addressing scattering loss 

through waveguide geometry design and manipulating interference effects with multilayer 

reflection to reduce losses are not limited to slab waveguides alone. Our theoretical model 

and experimental findings, along with our new FOM, have the potential to be extended to 

more complex 3D waveguide structures, such as ridge/channel waveguides. The scattering 

losses arising from core-cladding interface roughness in slab waveguides and sidewall 

roughness in 3D waveguides share theoretical similarities. Consequently, it becomes 

possible to mitigate scattering losses from the sidewalls by manipulating the multilayer 

interference effect. Similarly, in 3D waveguide-based WERS, the impact of sidewall 

scattering can be alleviated by widening the waveguide (reducing the lateral modal field at 

the sidewalls). Furthermore, the increased width of the 3D waveguide could facilitate 

Raman signal collection with multiple cross-polarization lateral modes, leading to enhanced 

efficiency in WERS. Therefore, our findings and strategies hold relevance and applicability 

beyond the specific context of slab waveguides. 

 The model developed in the second part for WGCs demonstrates high accuracy and 

possesses further potential for expansion. With the proven possibility that the CE of WGC 

is not necessarily to compromise for optimal waveguide core thickness, grating-in-coupled 

WERS is promising to be a flexible, compact, fault-tolerant label-free sensing method at low 

cost. The approach of considering grating teeth as dipoles significantly simplifies the 

analytical complexity and has the capability to handle more intricate structures, including 

non-uniform gratings and gratings with irregular grating profiles. In a more ambitious 

endeavour, if this modelling approach, which replaces complex optical structures with 

dipole layers, can be extended to a 2D scenario, it could significantly change current nano-

scale photonics design. This would represent an intriguing undertaking once the model for 

TM modes is finalized.  

For signal processing, mathematic-driven methods developed in this project have shown 

good performance with minimal cost to exploit the maximal potential of WERS systems. 

However, except for the denoising method, the other processing steps rely much on the 

parameter settings, and it could be improved by introducing physics-driven or data-driven 

methods into the signal processing method. For example, the PSF of the system can be 

characterized physically to reduce the error that blind deconvolution could produce due to 

inaccurately estimated PSF. Furthermore, data-driven methods, such as machine learning, 
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offer promising opportunities to develop comprehensive solutions for purifying and 

interpreting Raman spectra. It can be expected that, with the accumulation of standard 

data set for training the model, data-driven methods could produce more and more reliable 

accurate and robust processing. Meanwhile, it is also valuable to explore the incorporation 

of data-driven and mathematic driven method to exploit maximum physical potential of 

the instrument. In addition, the algorithms set developed in this project hold the possibility 

to apply to other spectroscopy, such as mid infrared absorption spectroscopy, for better 

sensing efficiency. 
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Appendix A Modal field calculation of waveguides 

 

Figure A-1．Illustration of guided wave in a slab waveguide with refractive indices for 

cladding, core and substrate denoted as 𝑛3, 𝑛1 and 𝑛2, respectively.  

The electric field distribution in three-layer / multi-layer structured waveguide is calculated 

analytically with electromagnetic treatment. Figure A.1 illustrates a three-layer waveguide, 

with the refractive indices for cladding, core and substrate denoted as 𝑛3, 𝑛1  and 𝑛2 , 

respectively. 

Analysing this problem electromagnetically is relatively straightforward because each 

segment of the dielectric structure is homogeneous. Furthermore, solutions to Maxwell's 

equations in homogeneous media take the form of plane waves. Consequently, our 

approach involves establishing plane-wave solutions for each segment and subsequently 

applying boundary conditions at the interfaces. 

For the analysis, we are considering the propagation of monochromatic wave along the z-

axis. Maxwell's equations can be expressed in the following form: 

  ∇ × H = 𝑖𝜔휀0𝑛(𝑦)2E, ∇ × E = −𝑖𝜔𝜇H,     (A.1) 

where n is the refractive index profile. Since the whole structure is homogeneous along the 

z axis, solutions to the equations (A.1). can be taken as, 

  
E(𝑦, 𝑡) = E𝑗(𝑦) exp[𝑖(𝜔𝑡 − 𝛽𝑧)]

H(𝑦, 𝑡) = H𝑗(𝑦) exp[𝑖(𝜔𝑡 − 𝛽𝑧)] ,
    (A.2)  

where 𝛽 is the z component of the wave vectors and is known as the propagation constant 

to be determined from Maxwell's equations. Ej(y) and Hj(y) are wavefunctions of the 
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guided modes, the subscript m denotes the mode number. Via applying curl operator to Eq. 

(A.1), H is eliminated from Eq. (A.1), 

  ∇2E = 𝜇0휀0n2 d2E

d𝑡2
 (A.3)  

For layered dielectric structures that consist of homogeneous and isotropic materials, the 

wave equation can be obtained as follows, 

  
𝑑2

𝑑𝑦2 E(𝑦) + (𝑘0
2𝑛2 − 𝛽2)E(𝑦) = 0,  (A.4)  

where 𝑘0 is the wavevector in air. 

The guide modes can be classified as TE and TM modes, as shown in figure A.1. The TE 

modes have their electric field perpendicular to the y-z plane (plane of incidence) and thus 

have only the field components E𝑥, H𝑦 and H𝑧. The TM modes have theH𝑥, E𝑦 and E𝑧 field 

components.  

For TE modes, the electric field is written as 𝐸𝑦(𝑥, 𝑧, 𝑡) = 𝐸𝑗(𝑥) exp[𝑖(𝜔𝑡 − 𝛽𝑧)] . The 

solution for preceding wave equation for TE modes, which is a second order ordinary 

differential equation, can be easily found as, 

  

𝐄𝐣(𝑦) = {

𝐴 ⋅ 𝑒−𝑞𝑦                                      (𝑐𝑙𝑎𝑑𝑑𝑖𝑛𝑔)

B ⋅ cos (𝑘𝑦) + C ⋅ sin(𝑘𝑦)             (𝑐𝑜𝑟𝑒)

D ⋅ e𝑝𝑦                                       (𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒)
  (A.5) 

where A, B, C and D are amplitude coefficients that need to satisfy the boundary condition 

at interfaces. And  

 

𝑘 = [(𝑘0𝑛1)2 − 𝛽2]
1

2,

𝑞 = [𝛽2 − (𝑘0𝑛3)2]
1

2

𝑝 = [𝛽2 − (𝑘0𝑛2)2]
1

2.

 (A.6) 

The boundary condition requires that tangential componentsEx  and Hz  (parallel to the 

interface) should be continuous at each interface. 

The continuity of Ey results in the relation among A, B, C and D as follows, 

 
B = A
D = [B ⋅ cos(𝑘ℎ) − 𝐶 ⋅ sin(kℎ)] ⋅ e𝑝ℎ  (A.7) 
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where ℎ is the core thickness as shown in figure A-1. Since Hz = (
𝑖

𝜔𝜇
) (

∂𝐸𝑥

∂𝑦
), the continuity 

of Hz results in 

 
𝑞 ⋅ A = −𝑘 ⋅ C

𝑘 ⋅ [A ⋅ cos(𝑘ℎ) + C ⋅ sin(𝑘ℎ)] = 𝑝 ⋅ [A ⋅ cos(𝑘ℎ) − C ⋅ sin (𝑘ℎ)]
 (A.8) 

The amplitude coefficients can be eliminated after mathematical manipulation, resulting in 

the eigenvalue equation for TE modes: 

 Tan(𝑘ℎ) =
𝑝+𝑞

𝑘(1−
𝑝𝑞

𝑘2) (A.9) 

The propagation constant 𝛽  can be obtained via numerically solving the eigenvalue 

equation. Consequently, the electric field can be expressed amplitude coefficients by 

substitute constant 𝛽 to Eq. (A.5).  

For TM modes, the magnetic field is perpendicular to the incidence plane. After similar 

approach, the eigenvalue equation for TM modes is found as follows, 

 Tan(ℎ𝑡) =
ℎ(�̅�+�̅�)

ℎ2−�̅��̅�
,  (A.10) 

where,  

 �̅� =
𝑛1

2

𝑛2
2 𝑝, �̅� =

𝑛1
2

𝑛3
2 𝑞.  (A.11) 

After clarifying the eigenvalue equations for three-layer waveguide and the consequent 

field distribution, the propagation constant and the following field distribution for 

waveguide with multilayer structure is specified as follows.  



Appendix A 

126 

 

Figure A-2．Illustration of wave in multilayer structure. 

A multilayer structure that guides wave along z direction is shown in figure A-2. In layer 𝑛, 

the electric field is written as 

 Ej(𝑦) = 𝐴𝑛𝑒𝑖𝑘𝑛𝑥(𝑦−𝑦𝑛) + 𝐵𝑛𝑒−𝑖𝑘𝑙𝑥(𝑦−𝑦𝑛),     𝑦𝑛−1 < 𝑦 < 𝑦𝑛,  (A.12) 

where 𝐴𝑛 and 𝐵𝑛 are the amplitude coefficients for the up and down doing wave. 

The amplitude coefficients are calculated with transfer matrix method that has been 

explicated in section 2.2.2.2, and expressed as  

 [
𝐴𝑛

𝐵𝑛
] = 𝑴𝑛𝑛+1 [

𝐴𝑛+1

𝐵𝑛+1
],  (A.13) 

where  𝑴𝑛𝑛+1 is the transfer matrix for light travelling from layer 𝑛 to layer 𝑛 + 1. Detail 

on calculation of the transfer matrix is explained in section 2.2.2.2, and simply expressed 

as, 

 𝑴𝑛𝑛+1 = [𝑒𝑖𝜙𝑛 0
0 𝑒−𝑖𝜙𝑛

]
1

𝑡𝑛𝑛+1
 [

𝑟𝑛𝑛+1 1
1 𝑟𝑛𝑛+1

].  (A.14) 

in which 𝜙𝑛 = 𝑘𝑦𝑛ℎ𝑛
 is the phase shift in layer n, where 𝑘𝑦𝑛 and ℎ𝑛 are the y component 

of the wave vector in layer n and thickness of layer n, respectively. The y component of the 

wave vector, for guided mode with propagation constant 𝛽, is given as, 

 𝑘𝑦𝑛 = (𝑘𝑛
2 − 𝛽2)

1

2.  (A.15) 
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For the guide wave, which is different to the discussion in section 2.2.2.2 that discusses 

about the reflectivity and transmissivity, there is no input and the amplitude vanish at 

infinity so that 𝐵0 = 𝐴′
𝑛+1
`

= 0. Therefore, the light travelling through the whole structure 

is, 

 [
𝐴0

0
] = �̃� [

0
𝐵𝑛+𝑙

],  (A.16) 

where,  

 �̃� = ∏  𝑛
𝑖=0 𝐌𝑛𝑛+1 = [

�̃�00   �̃�01

�̃�10   �̃�11

],  (A.17) 

is the 2 × 2 transfer matrix for the whole structure.  

Therefore, the mode condition is simply, 

 �̃�11 = 0. (A.18) 

With the mode condition given, the propagating constant can be found. Subsequently, the 

modal field in the structure can be expressed with the amplitude constant. 

The amplitude constants can be normalized to the field that corresponds to a power flow, 

P0, of 1 W (per unit width in the x direction) along the z axis in the mode. The normalization 

condition is thus given by, 

 P0 = ∫  
+∞

−∞
S𝑧d𝑦 =

1

2
∫  

+∞

−∞
Re(E × H∗)𝑧d𝑦 = 1. (A.19) 

for TE modes, 

 S𝑧(𝑦) = −
1

2
E𝑥H𝑦

∗ =
𝛽

2𝜔𝜇0
|E𝑥(𝑦)|2, (A.20) 

and TM modes, 

 S𝑧(𝑦) =
1

2
H𝑥

∗E𝑦 =
𝛽

2𝜔ni(y)2𝜀0
|H𝑥(𝑦)|2. (A.21) 
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Appendix B Data availability 

Source code underlying this document along with the supporting data is uploaded to  

 https://doi.org/10.5258/SOTON/D2771.
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