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Seafloor sediment density flows are the primary mechanism for transporting sediment 

to the deep sea. These flows are important because they pose a hazard to seafloor 

infrastructure and deposit the largest sediment accumulations on Earth. How sediment 

density currents interact with the seafloor is important, yet, poorly understood. This 

interaction is important because it governs how sediment density flows evolve along 

their trajectories; either by causing them to erode sediment and accelerate, or deposit 

sediment and to decelerate.  

This thesis explores how sediment density currents interact with the seafloor by 

exploring flows at different scales: from field scale monitoring to controlled 

laboratory experiments.   

Field-scale turbidity currents are investigated in the Squamish River Delta, 

British Columbia. Previous studies indicate that landslides are the predominant trigger 

of powerful flows in this and other locations. However, analysis of 93 repeat 

bathymetric surveys suggests that initially dilute non-landslide-triggered sediment 

density flows can be at least as powerful as landslide-triggered flows. For the first 

time, we show that settling from surface plumes can dominate the triggering of 

hazardous submarine flows. 
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This thesis uses laboratory experiments to explore how fine cohesive 

sediments can be incorporated into sediment gravity flows by the disintegration of 

eroded mud clasts. Previous laboratory studies indicate mud clasts can only travel 

several hundred metres before disintegration, while field observations indicate clasts 

can travel tens to hundreds of kilometres. They demonstrate that sand armouring can 

enable the transportation of mud clasts over many kilometres. The results reconcile 

the contradiction between field observations and previous laboratory investigations. 

Finally, this thesis uses laboratory experiments to examine the sediment 

concentration and thickness of the basal layer of a sediment density flow. Field 

studies indicate the importance of dense basal layers in driving the overriding 

sediment gravity flow. However, the structure of these dense basal layers remains 

poorly understood, as no instruments are currently available to measure sediment 

concentration in such layers. Here we evaluate the Electrical Resistivity Tomography 

method and its applicability to enable us to monitor the sediment distribution within 

such layers in laboratory conditions. 
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Chapter 1: Introduction 

 

1.1. Overview 

The purpose of this thesis is to examine the interaction between submarine sediment 

density flows and the seafloor. This chapter begins with a general introduction to 

sediment density flows, and their significance to science and wider society. I then 

introduce the importance of the interaction between sediment density flows and the 

seafloor. Finally, I describe the main research topics of this thesis, which are framed 

as a series of questions that are addressed in detail in Chapters 2, 3 and 4. The 

findings of those chapters are then synthesised in the concluding Chapter 5.   

 

1.2. What Are Submarine-Sediment-Density Flows and Why Are They 

Important?  

Submarine sediment density flows (hereafter termed ‘sediment density flows’), as 

with terrestrial sediment density flows (e.g. avalanches, dust storms, and pyroclastic 

flows), are driven by gravitational pull on the sediment that is transported within these 

types of gravity flow. Submarine sediment density flows are part of a spectrum of 

flows (Fig. 1, 2) with low-density turbidity currents and debris flows as the end 

member states of the spectrum. Low-density turbidity currents are flows where fluid 

turbulence is supporting low concentrations of suspended sediment (Mulder and 

Alexander, 2001). Turbidity currents produce gradually aggrading deposits on the 

seafloor as the sediment progressively settles out from the flows  (Kuenen and 

Migliorini, 1950; Bouma, 1962; Talling, 2014). At the other end of the spectrum, 

debris flows are characterised by high sediment concentrations, which results in 

suppressed turbulence levels. As a result, debris flows are often laminar and their 

deposits form by en-masse freezing of the flow, which is in contrast to the gradual 

aggrading deposits of turbidity currents. Debris flows can have a variety of sediment 

support mechanisms, such as the density of the sediment-water mixture, yield 

strength, pore pressure, and grain-to-grain interactions (Mulder and Alexander, 2001; 

Talling et al., 2012). Additionally, sediment density flows can transform between 

different flow types (e.g. transform from turbidity current to any flow in the spectrum, 

including debris flows, and vice versa; Fig. 1, 2), which can result in a transitional or 

hybrid flow (Fig. 2; Mulder and Alexander et al., 2001; Haughton et al., 2009).  
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FIGURE 1:SCHEMATIC REPRESENTATION OF SEDIMENT DENSITY FLOWS SHOWING GENERALLY ACCEPTED 

NOMENCLATURE, GRANULAR SUPPORT MECHANISMS, REPRESENTATIVE VELOCITY PROFILES, FLOW TYPE, AND 

REPRESENTATIVE DEPOSITS (MODIFIED FROM MULDER AND ALEXANDER, 2001). 
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FIGURE 2: SCHEMATIC REPRESENTATION OF SEDIMENT DENSITY FLOWS THAT INCLUDES HYBRID FLOWS, 

SHOWING GENERALLY ACCEPTED NOMENCLATURE, GRANULAR SUPPORT MECHANISMS, REPRESENTATIVE 

VELOCITY PROFILES, FLOW TYPE, AND REPRESENTATIVE DEPOSITS (MODIFIED FROM HAUGHTON ET AL., 

2009). 

Sediment density flows are important because they can transport globally 

significant volumes of sediment (>2000 km3 in a single event; Haflidason et al., 

2004), organic carbon (Galy et al., 2007), and pollutants (Warrick and Milliman, 

2003) to the deep ocean. The deposits of sediment density flows build extensive 

submarine fans over geological time-scales. These fans host reservoirs that store a 

significant part of the global hydrocarbon reserves (Weimer and Link, 1991; Weimer 

and Slatt, 2004). Sediment density flows also form a potential hazard for subsea 

infrastructure (e.g. cables and pipelines), and have been recorded to travel in excess of 

19 m s-1 based on sequential cable breaks (Piper et al., 1999). Sediment density flows 

therefore not only play an important role in the rock and carbon cycles, they are also 

of high socio-economic importance. 
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1.3. The Interaction Between Submarine Sediment-Density-Flows and the 

Seafloor  

The primary focus of this thesis is on how sediment density flows interact with the 

seafloor. This interaction is important because it determines the evolution of the 

sediment density flows. Flows that are powerful enough to erode (and entrain) 

sediment from the seafloor will increase their driving force, which in turn leads to a 

more powerful flow and further erosion; whereas, flows that deposit sediment lose 

their driving force, resulting in a less powerful flow and more deposition (e.g. 

ignition; Pantin, 1979; Parker et al., 1986). The current lack of understanding on the 

exchange of sediment between the flow and the seafloor is hindering our capability to 

predict how flows evolve, which is essential to mitigating the hazard that these flows 

pose to seafloor structures, such as telecommunication cables (Heezen and Ewing, 

1952) and oil and gas infrastructure (Zakeri, Høeg, et al., 2008). Additionally, our 

current understanding of sediment exchange between the flow and the seafloor limits 

our capability to predict the distribution of sediment type throughout sediment density 

flow deposits, which is key to characterising and extracting from subsurface 

hydrocarbon reservoirs hosted in ancient turbidity current deposits.  

There are several long-standing scientific questions regarding sediment 

density flows that can only be answered by a better understanding of the interaction 

between these flows and the seafloor. It has been shown that some sediment density 

flows were capable of transporting sediment for extremely long distances (up to 

1000s of km; e.g. Talling et al., 2007), but what are the physical controls that explain 

this? Can we learn more from the patterns of erosion and deposition from past flows? 

The importance of sediment entrainment to modify flow behaviour has been 

documented, but how precisely how does this entrainment occur in different flow 

types? One reason for this outstanding uncertainty is due to challenges in imaging the 

near-bed region beneath flows. So, how can we hope to better understand the 

exchange between the bed and a flow? An answer to any of these questions needs a 

better understanding of the sediment exchange between the sediment density flows 

and the seafloor; therefore this thesis centres around three specific questions regarding 

this interaction:  
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1) How does the triggering mechanism of a sediment density flow control seafloor 

interaction and flow evolution? (Chapter 2) 

2) How do sediment density flows entrain fine cohesive sediment from the seafloor? 

(Chapter 3)  

3) What does the interface between sediment density flows and the seafloor look like 

on a centimetre-scale? (Chapter 4) 

 

1.3.1. How Does the Trigger Mechanism of the Sediment-Density-Flow Control 

Seafloor Interaction and Flow Evolution?  

A number of potential triggers have been proposed for turbidity current initiation, 

including submerged slope failures (Obelcz et al., 2017; Prior et al., 1981), 

hyperpycnal flows (Dietrich et al., 2016; Mulder et al., 2003), hypopycnal flows 

(Kineke et al., 2000; Parsons et al., 2001), storm resuspension (Normandeau et al., 

2014; Saucier & Chassé, 2000) and earthquakes (Goldfinger et al., 2007). 

Understanding how these triggers influence the resultant flow behaviour and flow 

run-out length is important for understanding how the seafloor is shaped, how 

submarine fans are built, and assessing hazards to seafloor infrastructure (Talling, 

2014). It has been suggested that the most powerful and longest run-out flows are 

likely to originate from large-scale triggers such as gravitational collapses of 

submarine slopes (e.g. Heezen and Ewing, 1962; Haflidason et al., 2005; Hsu et al., 

2008; Normark and Piper, 1991; Cattaneo et al., 2012; Talling, 2014). These 

suggestions are largely based on the idea that large collapses trigger flows that are 

more capable of eroding seafloor sediment, which is entrained within the flow. This 

entrainment enables flows to increase in mass and thus potentially accelerate and self-

sustain; a condition known as ‘ignition’ (Pantin, 1979; Parker et al., 1986); however, 

to date, field datasets have not allowed us to test the influence of the trigger on the 

run-out distance.  

In Chapter 2, an unusually detailed dataset is analysed that comprises 93 daily 

repeat bathymetric surveys of a highly active turbidity current system – the Squamish 

Prodelta, British Columbia. These repeat surveys provide evidence for more than 100 

turbidity currents that eroded and deposited within three submarine channels. Each of 

these flows can be linked to either a landslide trigger, or was triggered by settling 

from a dilute river plume. Thus, here it is possible to investigate the following three 
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questions: (1) What is the most common trigger mechanism for turbidity currents 

offshore from a river delta? (2) Which trigger mechanism generates turbidity currents 

that rework the most sediment and thus have the greatest effect on delta sculpting?  

(3) Which trigger mechanism produces the longest runout flows and carries the most 

sediment to the lobe? 

 

1.3.2. How Do Sediment-Density-Flows Entrain Fine Cohesive Sediment from the 

Seafloor? 

It is has been shown that the amount of fine cohesive sediment (clay) within a 

sediment density flow may modify its behaviour (e..g. Baas et al., 2009; Sumner et 

al., 2009). The type of flow (laminar or turbulent) strongly governs the nature of 

impact on seafloor infrastructure (Zakeri, 2010), as well as the resultant depositional 

geometries that can control hydrocarbon systems (Richards et al., 1998). However, 

the mechanism by which clay is incorporated into a gravity flow remains unclear. 

Chapter 3 explores how clay clasts ripped up from the seafloor disintegrate and 

supply clay to the flow.  

Clay is the cohesive component of mud that binds via electrostatic forces. 

Evidence suggests that even small quantities of clay (<1%) can cause particles to gel 

and suppress turbulence, which leads to flow transformations (Baas et al., 2009). Clay 

clasts can become incorporated into a sediment density flow, either by being present 

in the flow from the beginning (e.g. introduced from break down of a submarine 

landslide), or eroded from the seafloor as rip up clasts. It is thought that such clasts 

release clay into a flow as they break down; however, the process by which mud 

clasts break down is poorly understood. Furthermore, there is an apparent 

contradiction between experimental work and field studies on how far clay clasts can 

be transported within a flow.  Experiments using clear water flows suggest that mud 

clasts break down quickly, typically over several hundred metres (Smith, 1972). 

However, clay clasts observed in outcrop and modern deposits are interpreted to have 

travelled several tens, if not hundreds of kilometres (e.g. Stevenson et al., 2018). 

The process of clast armouring may explain the contradiction between 

experiments and natural flows. Clast armour is a protective layer of coarse sediment 

(i.e. silt, sand, and/or gravel) that reduces the effectiveness of abrasive forces on the 

clast (Bell, 1940). There are many examples of modern armoured clasts (e.g. Bell, 
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1940; Stanley, 1969; Goldschmidt, 1994), and studies suggest that there are also many 

ancient examples (e.g. Stanley, 1964; Ponce and Carmona, 2011; Felix et al., 2009; 

Dasgupta and Buatois, 2012). Importantly, it is thought that the armour of terrestrial 

mud clasts is permanent (Bell, 1940). However, despite their common occurrence, the 

mechanisms responsible for the development of the armour, the importance of the 

armour for moderating clast abrasion rates, and thus the role that armoured mud clasts 

play in the transformation of turbidity currents are poorly understood. 

Chapter 3 therefore seeks to understand the importance of armouring in 

modulating the abrasion of mud clasts and thus the transformation of turbidity 

currents. Specifically, Chapter 3 aims to address the follow: (1) understand the 

mechanism(s) by which mud clasts become armoured and if that armouring is 

permanent; (2) Determine how armouring affects clast abrasion, and quantify the 

distance that clasts with and without armour may be transported; (3) Consider the 

implications of clast armouring for flow transformations and interpreting deep-water 

deposits. 

 

1.4.3. What Does the Interface Between Sediment-Density-Flows and the Seafloor 

Look Like on a Centimetre-Scale?  

The part of the flow that modifies and interacts directly with the seafloor is the base 

of the flow. As the base of sediment density flows can attain high velocities and 

sediment concentrations (>10% concentration by volume) it has been challenging to 

make direct measurements within this zone in both the laboratory and the field. Yet 

observations of the base are critical as this zone controls the exchange of sediment 

between the flow and the seafloor.  Additionally, studies have shown that the basal 

part of seafloor-hugging sediment density flows (e.g. turbidity currents) can generate 

significant impacts on pipelines and their terminals and even cause them to rupture 

(Zakeri, 1980; Zakeri et al., 2008). In Chapter 4, a new application of the Electrical 

Resistivity Tomography technique (ERT) is introduced for measuring the flow 

structure of this high concentration near-bed layer. The method is evaluated, and 

suggestions for future experiments are outlined.  
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FIGURE 3: SCHEMATIC SHOWING LAYERING WITHIN STRATIFIED GRAVITY FLOWS (MODIFIED FROM SOHN, 

1997). 

The nature of the dense-near bed layer in sediment density flows has been debated in 

the past (Hiscott, 1994; Sohn, 1997) and remains one of the least understood parts of 

sediment density flows (Paull et al., 2018). Experimental work has shown that such 

dense basal layers can be on the order of millimetres to centimetres thick (Gao, 2008; 

Hiscott, 1994; Sumner et al., 2008; Cartigny et al., 2013). Yet field observations show 

that relatively denser layers at the base of turbidity currents could be metres thick 

(Sumner and Paull, 2014; Hughes Clarke, 2016). Our understanding of dense near-

bed layers results from a lack of technology suitable to constrain the structure of such 

dense near-bed layers of natural flows. Conventional techniques for measuring 

sediment density flows in either the laboratory or on the seafloor tend to rely on 

acoustic backscatter, which is attenuated at ~20% sediment concentration (Gartner et 

al., 2004). This means that acoustic methods can only study the uppermost layers of 

such flows.  

Unfortunately, all methods currently that are capable of measuring high 

sediment concentration all rely on placing sensors within the basal layer (Felix et al., 

2016; Rai & Kumar, 2015) and these sensors disrupt the structure of the dense basal 

layer (Lanckriet et al., 2014). Examples of these methods are sediment traps 

(Khripounoff et al., 2003), laser diffraction probes (Shugar et al., 2010), or 

conductivity probes (Lanckriet et al., 2014). A non-invasive measurement technique 

that can measure high sediment concentrations at the base of a flow would help to 

improve our understanding of dense basal layers. Here a non-invasive Electrical 

Resistivity Tomography technique is applied as a method to measure dense-basal 

layers in turbidity currents.  
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The overall aim of the chapter is to evaluate the ERT method, including the inversion 

software, for measurement of high concentration flows in a flume. This is achieved by 

answering the following questions: 

 First, the chapter aims to test the sensitivity of the inversion from voltage to 

sediment concentration, by examining how variation of the parameters set 

within the inversion software affects the shape and absolute values of the 

resulting sediment concentration profiles.   

 Second, the resulting sediment concentration profiles are compared with 

previous studies to validate the sediment concentration profiles produced by 

the experiments.  

 Third, the chapter comments on the feasibility of measuring sediment 

concentrations in dense basal layers with the non-invasive ERT technique for 

measuring sediment concentrations above 20%, and further modifications to 

the method are suggested.    
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Chapter 2: Which Triggers Produce the Most Erosive, 

Frequent, and Longest Runout Turbidity Currents on 

Deltas? 

 

This chapter is a reproduction of a text published in Geophysical Research 

Letters. 

J. L. Hizzett1,2, J. E. Hughes Clarke3, E. J. Sumner2, M. J. B. Cartigny4, P. J. Talling4, 

and M. A. Clare1, 2017, Which triggers produces the most erosive, frequent, and 

longest runout turbidity currents on deltas? Geophysical Research Letters, 45, 2. 855-

863. 

1National Oceanography Centre, University of Southampton, Waterfront Campus, 

Southampton, UK 

 2Ocean and Earth Science, National Oceanography Centre Southampton, University 

of Southampton, Southampton, UK 

3Center for Coastal and Ocean Mapping, University of New Hampshire, Durham, NH, 

USA 

4Departments of Earth Science and Geography, University of Durham, Durham, UK 

Abstract 

Subaerial rivers and turbidity currents are the two most voluminous sediment 

transport processes on our planet, and it is important to understand how they are 

linked offshore from river mouths. Previously, it was thought that slope failures or 

direct plunging of river floodwater (hyperpycnal flow) dominated the triggering of 

turbidity currents on delta fronts. Here we reanalyse the most detailed time-lapse 

monitoring yet of a submerged delta; comprising 93 surveys of the Squamish Delta in 

British Columbia, Canada. We show that most turbidity currents are triggered by 

settling of sediment from dilute surface river plumes, rather than landslides or 

hyperpycnal flows. Turbidity currents triggered by settling plumes occur frequently, 

run out as far as landslide-triggered events, and cause the greatest changes to delta 

and lobe morphology. For the first time, we show that settling from surface plumes 

can dominate the triggering of hazardous submarine flows and offshore sediment 

fluxes. 
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2.1 Introduction 

River deltas play an important role in global carbon and sediment cycles. They 

receive much of the annual flux of 20 Gt of fluvial sediments that is either stored in 

deltas or redistributed in the oceans (Milliman and Farnsworth, 2013). Fjords fed by 

river deltas store 11% of the carbon delivered by rivers to the ocean each year. 

Sediment is redistributed over the submarine part of deltas by turbidity currents. 

Turbidity currents pose a hazard to subsea infrastructure such as cables and pipelines 

(Carter et al., 2014). Understanding how turbidity currents are triggered and evolve is 

key to linking fluvial sediments to their ultimate resting place in the world’s oceans. 

Here we seek to understand how turbidity currents are triggered offshore from 

river mouths, and which trigger mechanism produces the most frequent, erosive, and 

longest runout turbidity currents. These factors are particularly important because 

they determine which flows are the most hazardous, or transport the most sediment 

and cause the most seabed change, and thus play the greatest role in transforming 

deltas. There are few direct observations of turbidity currents in action, and even 

fewer observations of multiple turbidity currents at one site with different triggers. 

This means that although a number of trigger mechanisms have been proposed, there 

are few field studies that document which triggers dominate and are associated with 

the largest sediment fluxes. In this study we analyse the most detailed time-lapse 

mapping yet from a deltaic system to understand how trigger mechanisms are linked 

to flow behaviour and runout. This data set comprises 93 near-daily time-lapse 

surveys acquired at Squamish Delta in Howe Sound, Canada, during the 2011 freshet. 

These surveys define 95 turbidity current events, recognized by changes in seafloor 

elevation, across the three channels (Fig. 1; Hughes Clarke, 2016; Hughes Clarke et 

al., 2014, 2012)  

We seek to understand the importance of turbidity currents formed by 

different trigger mechanisms at a fjord-head delta. Our aims are to (1) determine 

which is the most common trigger mechanism for turbidity currents, (2) show which 

trigger mechanism generates turbidity currents that rework the most sediment and 

thus have the greatest effect on delta sculpting, and (3) determine which trigger 

mechanism produces the longest runout flows and carries the most sediment to the 

lobe. 
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FIGURE 1: (A) OVERVIEW BATHYMETRIC MAP OF THE SQUAMISH DELTA. INSET MAP SHOWS THE LOCATION OF 

SQUAMISH DELTA. (B) BATHYMETRIC MAP OF THE SQUAMISH DELTA SHOWING THE CHANNELS AND 

ASSOCIATED BEDFORM FIELDS. (C) THE MORPHOLOGY OF BED FORMS ON THE CHANNEL FLOOR. (D–F) 

CHANGES IN SEAFLOOR ELEVATION BETWEEN BATHYMETRIC SURVEYS ON DIFFERENT DAYS IN 2011, SHOWING 

MORPHOLOGICAL FOOTPRINT OF INDIVIDUAL FLOWS. THE WHITE PATCHES INDICATE AREAS CHARACTERIZED 

BY DEPOSITION IN BETWEEN SURVEYS, WHILE THE BLACK PATCHES INDICATE AREAS CHARACTERIZED BY 

EROSION. (D) FLOW TRIGGERED BY A SMALL VOLUME LANDSLIDE (~4,000 M3). (E) FLOW TRIGGERED BY A 

LARGE VOLUME LANDSLIDE (~22,000 M3). (F) FLOW TRIGGERED BY SEDIMENT SETTING FROM A SURFACE 

PLUME, WHICH LACKS A LANDSLIDE HEADSCARP. NOTE THAT THE SMALL LANDSLIDE (FIGURE 1D) AND THE 

SETTLING PLUME TRIGGER (FIGURE 1E) PRODUCE LONGER RUNOUT TURBIDITY CURRENT THAN THE LARGE 

LANDSLIDE (FIGURE 1F). 

2.1.1 Past Work on Turbidity Current Triggers on Deltas 

Various processes have been proposed to trigger turbidity currents on deltas, these 

include submarine landslides (Obelcz et al., 2017; Prior et al., 1981); and plunging 

(hyperpycnal) river plumes (Dietrich et al., 2016; Mulder et al., 2003), sediment 

settling from surface (hypopycnal) river plumes (Kineke et al., 2000; Parsons et al., 
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2001), and by sediment remobilised by internal waves or tides (Normandeau et al., 

2014; Saucier and Chassé, 2000). 

Submarine slope failures (hereafter called “landslides”) can mix with seawater 

to generate more dilute turbidity currents that runout further than the toe of the 

landslide deposit. Landslides can occur due to over steepening of the prograding delta 

lip and can be released abruptly (Prior et al., 1981) or gradually by retrogressive 

breaching (Mastbergen and Van Den Berg, 2003). Landslides can transform into 

turbidity currents if the body of sediment disintegrates, enabling turbulence to 

suspend sediment (Felix and Peakall, 2006). The runout of landslide-triggered 

turbidity currents is poorly documented and understood. Large volume terrestrial 

landslides runout further than small volume landslides (Dade and Huppert, 1998). 

However, it is unknown if the same relationship holds in the ocean where the flow 

can evolve and transform through water entrainment.  

Hyperpycnal flows occur when rivers form a sediment-laden plume that is 

denser than the ambient seawater (Mulder and Syvitski, 1995). Such a hyperpycnal 

plume plunges beneath the seawater and flows along the basin floor as a turbidity 

current. Hyperpycnal flows in marine environments are thought to occur during river 

flood events when suspended sediment concentrations exceed ~40 kg m3 (Mulder et 

al., 2003). Hyperpycnal flows can erode sediment from the seafloor (Dietrich et al., 

2016), thus enhancing their density contrast and leading to acceleration (Pantin, 1979; 

Parker et al., 1986). 

Turbidity currents triggered by sediment settling from a river plume, hereafter 

called “plume-triggered events,” occur when sediment settles out from a buoyant 

surface (hypopycnal) plume onto the seafloor (Parsons et al., 2001). Sediment is 

initially concentrated in sheets or small-scale fingers at the base of the buoyant plume. 

This can lead to sediment concentrations that exceed 20 kg m-3 and result in sediment 

settling (Parsons et al., 2001). Detailed field observations of plume events are rare 

(Lintern et al., 2016) but have shown that resulting flows can be fast moving (>10 ms-

1). Plume events are as yet an understudied phenomenon and are documented by few 

field studies (e.g., Hughes Clarke et al., 2014; Kineke et al., 2000; Lintern et al., 

2016) or inferred from numerical (Shao et al., 2017) and laboratory studies (Parsons 

et al., 2001; Sequeiros et al., 2009). 

Once turbidity currents are triggered, they can evolve along three trajectories. 

In the first trajectory, (1) the flow erodes more sediment than it deposits leading to 
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“self”-acceleration (Pantin, 1979; Parker et al., 1986). This increases flow density and 

leads to acceleration of the flow, which in turn leads to further erosion. The second 

trajectory (2) leads to a dissipating flow (Pantin, 1979; Parker et al., 1986), where the 

flow deposits more sediment than it erodes. This net deposition reduces the density 

contrast and the flow decelerates. The third trajectory (3) bypasses sediment causing 

near-equal amounts of sediment deposition and erosion. However, the relationship 

between triggering mechanism and subsequent flow evolution is poorly understood 

due to a lack of suitably detailed field observations. 

 

2.2 Regional Background 

Squamish Delta is an example of a sandy fjord-head system in which water depths 

increase rapidly offshore to 100 m within ~1 km of the shore (Hughes Clarke et al., 

2014; Fig. 1a). The delta front comprises three distinct channel-lobe systems with bed 

form fields (northern, central, and southern channels; Fig. 1b) formed by turbidity 

currents (Hughes Clarke et al., 2012). The bed forms in each channel (interpreted as 

cyclic steps, Hughes Clarke et al., 2012) interact with, and are maintained by, 

turbidity currents (Fig. 1c).  

During the May–October freshet the Squamish River discharge exceeds 350–

500 m3 s-1, with occasional flood peaks in excess of 1,000m3 s-1 (Clare et al., 2016; 

Hughes Clarke et al., 2014). Bed load from the gravelly riverbed flows over the delta 

lip, sometimes causing progradation of >10 m in a single day. However, much of the 

delta front sediment is fine-to-medium sand, which is finer than the gravel-dominated 

bed load in the river channel. This suggests that the delta front sediment mostly 

originates from the ebb tide river wash load carried offshore in a surface plume 

(Hughes Clarke, 2016). Rapid (>3,000 m3 per low tide) accumulation of sediment 

leads to slope failure (Hickin, 1989; Hughes Clarke et al., 2012), with the largest 

(50,000–150,000 m3) delta lip failures typically occurring a few hours after flood 

peaks (Clare et al., 2016). Suspended sediment measurements in the river plume show 

that sediment concentrations are insufficient (usually <0.07 kg m-3) to form a 

plunging (hyperpycnal) flow (Hughes Clarke et al., 2014). 

Hughes Clarke et al. (2014) demonstrated that turbidity currents commonly 

occur at low tides due to sediment settling from the Squamish River plume. Sediment 
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settling from the river plume was demonstrated by high backscatter both at the surface 

and in the water column (Fig. 2).  

 

FIGURE 2: FIGURE SHOWING HOW SEDIMENT SETTLING FROM THE RIVER PLUME COINCIDES WITH A 

TURBIDITY CURRENT. OPTICAL BACKSCATTER PROFILES (RED) SUPERIMPOSED ON MULTIBEAM WATER-

COLUMN BACKSCATTER DATA FOR ONE FLOW IN 2012. THE UPPER PLOTS SHOW TEMPERATURE, SALINITY, 

AND SUSPENDED SEDIMENT PROFILES FOR SIX CASTS ALONG THE MULTIBEAM PROFILE. THE IMAGE SHOWS 

HIGH-BACKSCATTER AT THE SURFACE RESULTING FROM A SEDIMENT-LADEN PLUME, ALONG WITH HIGH 

BACKSCATTER ABOVE THE SEA-BED FROM A TURBIDITY CURRENT (FROM HUGHES CLARKE ET AL., 2014, P. 

261). 

Similar observations of plume-triggered turbidity currents have been made offshore 

from other rivers globally (e.g. Sepik River, Papua New Guinea, Kineke et al., 2000, 

and Fraser River Delta, Canada, Ayranci et al., 2012; Kostaschuk et al., 1993; Lintern 

et al., 2016). These observations are also in agreement with the experimental models 

of Parsons et al. (2001), which show that turbidity currents can be triggered by river 

plumes with densities below the threshold required for river plunging. While the exact 

mechanism by which settling plume sediment generates turbidity currents is still 

poorly understood, it seems likely that this mechanism is more widespread than 

currently recognized due to the lack of appropriate monitoring data (Wright and 

Friedrichs, 2006). To determine whether conditions at the Squamish Delta are typical, 

we compare the suspended sediment flux, discharge, and sediment yield with 566 

other rivers in the global database (Fig. 3) of Peucker-Ehrenbrink (2009). The 
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Squamish River, and other rivers where turbidity currents are known to be triggered 

by settling from river plumes (Fraser Delta, Sepik River), fits well within the broad 

spread of measurements. This suggests that settling plumes may also be likely in 

many other locations globally. 

 

FIGURE 3: A) PLOT COMPARING ANNUAL WATER DISCHARGE, AND ANNUAL SUSPENDED SEDIMENT FLUX, OF 

THE SQUAMISH, FRASER AND SEPIK RIVERS WITH 564 RIVERS FROM AROUND THE WORLD. B) COMPARISON 

OF THE ANNUAL SEDIMENT YIELD (𝑆𝑒𝑑. 𝐹𝑙𝑢𝑥 ∗ (
1

𝑄
)) BETWEEN THE SQUAMISH, FRASER, AND SEPIK RIVERS 

WITH 564 OTHER RIVERS FROM AROUND THE WORLD. THE FRASER RIVER (E.G. AYRANCI ET AL., 2012; 

KOSTASCHUK ET AL., 1993; LINTERN ET AL., 2016) AND SEPIK RIVER (E.G. KINEKE ET AL., 2000) ARE 

HIGHLIGHTED BECAUSE SETTLING PLUMES HAVE BEEN SHOWN TO TRIGGER TURBIDITY CURRENTS AT THESE 

LOCATIONS. 

2.3 Methods 

Here we study the relationship between flow triggers and flow evolution. Both the 

type of trigger and how the flow evolves are deduced from changes in seafloor 

morphology (Fig. 1c–1e), between 93 sequential near-daily surveys. This allows us to 

define 95 turbidity currents that occurred across three channels on the delta front. We 

use this to understand flow runout and behaviour from patterns of erosion and 

deposition caused by these flows. We distinguish landslide-triggered flows, from 

flows that we infer to be triggered by sediment settling from surface plumes, using the 

presence or absence of a landslide headscarp. 

Data were collected using an EM710 multibeam sonar with a vertical 

resolution of 0.2% of water depth, and a horizontal resolution of 3% of water depth. 

The active prodelta region was surveyed every weekday, with the distal delta 

surveyed every fortnight. The very shallow water (<5 m) delta top was also surveyed 

on a semiweekly basis (Hughes Clarke et al., 2012). 
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We calculated the difference in seafloor elevation between consecutive 

bathymetric surveys, which are typically 1 day apart, but can be 3 days apart across 

weekends. We define an event when there is discernible change in seafloor 

morphology, and subdivide events that affected the southern, central, and northern 

channels on the delta front. When there is change in more than one channel during the 

same period, these are counted as separate events. We note that more than one 

turbidity current or landslide may have occurred between consecutive surveys. 

Landslide volumes for surveys across weekends are not significantly greater than 

those during weekdays, and the three largest landslides occurred between weekdays, 

suggesting that this variable time period between surveys is not causing detectable 

bias (Fig. 4). 

 

 

FIGURE 4: RUNOUT DISTANCE OF EVENTS COMPRISING AN INITIAL LANDSLIDE AND SUBSEQUENT TURBIDITY 

CURRENT, PLOTTED AGAINST INITIAL LANDSLIDE VOLUME. RUNOUT DISTANCE IS DEFINED FROM THE 

PATTERN OF VISIBLE CHANGE TO THE SEAFLOOR BETWEEN REPEAT SURVEYS. EVENTS BETWEEN DAILY 

SURVEYS ARE SHOWN FOR THE NORTHERN (BLUE SQUARES), CENTRAL (RED SQUARES) AND SOUTHERN (BLACK 

SQUARES) CHANNELS, WHILST EVENTS BETWEEN SURVEYS ACROSS A WEEKEND ARE SHOWN BY CYAN-

COLOURED SQUARES. THE PLOT SHOWS LARGER VOLUME EVENTS DID NOT OCCUR PREFERENTIALLY DURING 

THE MORE WIDELY SPACED (3 DAY) SURVEYS ACROSS WEEKENDS. 

Flows cause upstream migration of bed forms (Hughes Clarke et al., 2012; 

Hughes Clarke, 2016; Fig. 1b). Such upslope migrating bed forms are represented in 

the difference map by adjacent patches of leeside erosion and stoss-side deposition 

(Fig. 1c–1e). If the volume of erosion on the lee slope exceeds deposition on the stoss 
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slope, then this represents an overall increase in the volume of sediment within the 

turbidity current. If the erosion and deposition are almost equal, the flow is said to be 

bypassing as there is no net change in flow volume across one bed form. The 

evolution of the total amount of sediment in the turbidity current is then calculated by 

the cumulative loss and gain of sediment volumes with distance from the delta lip 

(Fig. 5a). For error estimations see Figure 6. 

 

 

FIGURE 5: (A) EXPLANATION OF HOW CUMULATIVE PLOTS FOR TURBIDITY CURRENT EROSION AND 

DEPOSITION PATTERNS ARE CALCULATED. (B) EVENT TYPES CLASSIFIED ACCORDING TO THEIR INITIAL 

TRIGGER (LANDSLIDE OR SETTLING FROM PLUME) AND ARE THEN RANKED BY THEIR ABUNDANCE AS EITHER 

NET DEPOSITIONAL, NET BYPASSING, OR NET EROSIONAL IN TERMS OF FLOW VOLUME. THE CUMULATIVE 

PROFILES DEPICTED ARE NOT SHOWN TO SCALE. FLOW VOLUME IS CALCULATED USING THE INITIAL 

LANDSLIDE VOLUME (PLUME EVENTS START WITH ZERO VOLUME), AND CUMULATIVE AMOUNTS OF SEDIMENT 

ERODED OR DEPOSITED ALONG THE FLOW PATHWAY. THE NUMBER OF EVENTS OF EACH TYPE ARE NOTED, AS 

ARE THE NUMBER OF THOSE EVENTS THAT REACH THE LOBE. 
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FIGURE 6: ESTIMATION OF ERROR IN THE VOLUME CALCULATIONS. A) THE DISTRIBUTION OF DIFFERENCE 

MAP OFFSET VALUES DURING TEN DAYS THAT LACKED ANY TURBIDITY CURRENT ACTIVITY. THE DATA SHOW 

THAT THE ERROR IS ROUGHLY NORMALLY DISTRIBUTED WITH A MEAN OFFSET OF 4 CM AND A STANDARD 

DEVIATION OF 23 CM. B) ESTIMATION OF THE EFFECT OF THESE ERRORS ON THE CUMULATIVE VOLUMES. THE 

RED CURVES SHOW 100 REALISATIONS OF THE ORIGINAL DATA PLUS RANDOMLY ATTRIBUTED NORMALLY 

DISTRIBUTED ERRORS WITH A STANDARD DEVIATION OF 23 CM. THE BLUE CURVES INDICATE THE 

CUMULATIVE ERROR RESULTING FROM A +/- 5 CM OFFSET. THE BLACK CURVE SHOWS THE ORIGINAL DATA. 

The flow trigger is defined using the presence or absence of a visible head scar 

near the delta lip in the difference maps, which typically have a vertical resolution of 

a few tens of centimetres. Given that events initiate in water depths below 60m and 

the vertical resolution is 0.2% water depth, the worst-case scenario is that a head scar 

thinner than 12 cm would not be recognized. As the delta top was surveyed only 

every 3 or 4 days, this means that the headwall region of some landslides may not 

have been surveyed on some days, yielding an underestimation of initial landslide 

volume. This occurred for 6 out of a total of 26 landslide events (Fig. 7). 
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FIGURE 7: A) THE RUNOUT DISTANCE OF PLUME-TRIGGERED TURBIDITY CURRENTS, WHICH ORIGINATE FROM 

THE NORTH, CENTRAL AND SOUTHERN CHANNELS. NOTE THAT THESE THREE CHANNELS HAVE DIFFERENT 

LENGTHS, AND LONGER CHANNELS MAY FAVOR LONGER RUNOUT. B) RELATIONSHIP BETWEEN INITIAL 

LANDSLIDE VOLUME AND RUNOUT DISTANCE, SUBDIVIDED FOR EVENTS STARTING IN THE NORTH, CENTRAL 

AND SOUTHERN CHANNELS. C) NORMALIZED RUNOUT OF PLUME-TRIGGERED TURBIDITY CURRENTS. D) 

NORMALIZED VOLUME AND RUNOUT OF LANDSLIDE EVENTS. SOLID SQUARES INDICATE A LANDSLIDE WHOSE 

INITIAL VOLUME IS UNDERESTIMATED DUE TO A MISSING HEADWALL ON ONE OF THE SURVEY PAIRS BECAUSE 

THE WATER AT THE DELTA LIP WAS TOO SHALLOW TO SURVEY. 

Runout is measured as the distance from the first to last contour that shows 

discernible (typically >0.25 m) bathymetric change (Fig. 1c–1e). We note that flows 

may have runout further but failed to cause resolvable change to the seafloor. 

Additionally, mass balance of many of the events is not equal and is the result of the 

resolution of the data. 

 

2.4 Results 

2.4.1 Trigger Mechanism and Flow Frequency 

Events inferred to be triggered by settling from river plumes account for 73% of the 

flow events, while landslides and their associated turbidity currents account for the 

remaining 27% of events (Fig. 5). 
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2.4.2 Trigger Mechanism and Flow Behaviour 

The 95 flows that we analyse (Fig. 8) exhibit six distinct combinations of behaviour 

(bypass, deposition, and erosion) and trigger (landslide or plume trigger) (Figure 5b). 

All combinations can reach the lobe, which is defined as the area where flow exits the 

channel and expands. 

 

FIGURE 8: A SUMMARY OF FLOW BEHAVIORS AT SQUAMISH DELTA. A) THE BAR CHARTS REPRESENT THE 

ABUNDANCE OF FLOWS FROM PLUME EVENTS (TOP), SMALL LANDSLIDES (<10,000 M3) (MIDDLE), AND LARGE 

LANDSLIDES (>10,000 M3) (BOTTOM), PERCENTAGE OF THESE FLOWS THAT REACH THE LOBE, AND THE 

RELATIVE CONTRIBUTION OF THOSE FLOWS TO DEPOSITION ON THE LOBE. B) CARTOONS SUMMARIZING THE 

TYPICAL FLOW EVOLUTION OF TURBIDITY CURRENTS TRIGGERED BY SEDIMENT SETTLING FROM SURFACE 

PLUMES, AND BY SMALL OR LARGE LANDSLIDES. 

The most common landslide events display net-bypassing behaviour; near-

equal volumes of sediment are eroded from the stoss and lee slopes of each bed form, 

resulting in little net change in suspended sediment; they have a headscarp of variable 

volume. The second-most common landslide events are net depositional; they 

typically, although not always, result from the largest volume landslides. The 

cumulative profiles of net-depositional landslide events show exponential decay of 

cumulative volume, and negligible volumes of erosion in comparison. Net erosive 

landslides are relatively rare; they are highly erosive events that begin with a small 

headscarp and tend to occur in conjunction with additional failures along the channel 

(Fig. 9). 
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FIGURE 9: PLOTS SHOWING CUMULATIVE CHANGE IN SEDIMENT VOLUME WITH DISTANCE IN EVENTS. 

CHANNEL TERMINATION DEPICTED BY A VERTICAL LINE LABELLED ‘LOBE’. THESE VOLUMES INCLUDE INITIAL 

LANDSLIDE VOLUME (IF LANDSLIDE TRIGGERED), AND SUBSEQUENT EROSION AND DEPOSITION DOCUMENTED 

BY CHANGES IN SEAFLOOR BATHYMETRIC MAPS. THE PLOTS SHOW A) LANDSLIDE-TRIGGERED EVENTS, AND B) 

EVENTS TRIGGERED BY SETTLING FROM SURFACE PLUMES, WHICH OCCURRED IN THE NORTHERN CENTRAL 

AND SOUTHERN CHANNELS. COLOUR CODING SHOWS NET-DEPOSITIONAL (GREEN), NET-EROSIONAL 

(ORANGE), AND MAINLY BYPASSING (BLUE) EVENTS. AND THIS COLOUR CODING IS CONSISTENT WITH FIGURE 

4. C) BATHYMETRIC PROFILES ALONG THE NORTHERN, CENTRAL AND SOUTHERN CHANNELS, SHOWING 

CHANGES IN GRADIENT (IN DEGREES) AND THE POSITION OF THE CHANNEL-LOBE TRANSITION (VERTICAL 

BLACK LINES). 

The most common settling plume events are net depositional, the second-most 

common settling plume events exhibit bypassing behaviour, and the least common 

settling plume events are erosive, accounting for only ~10% of plume events. The 

erosive plume events have long runout distances and always reach the channel lobe 

where they deposit the majority of their sediment. Erosive settling plume events begin 

to lose erosive power while still within the channel, but do not begin to deposit large 

amounts of sediment until they reach the lobe. Erosive settling plume events tend to 

coincide with peaks in river discharge (Fig. 10). 
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FIGURE 10: A) LANDSLIDE RUNOUT DISTANCE VERSUS THE DAY ON WHICH THE EVENT OCCURRED. B) PLUME 

EVENT RUNOUT DISTANCE THE DAY ON WHICH IT OCCURRED. C) RIVER DISCHARGE DURING THE SURVEY 

PERIOD. D) WATER HEIGHT DURING THE SURVEY PERIOD SHOWING TIDAL CHANGES. WHISKERS ON A AND B 

CORRESPOND TO THE FIRST AND SECOND SURVEY OF A SURVEY PAIR. GREY SHADING INDICATES A PERIOD OF 
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HIGHER RIVER DISCHARGES WHICH COINCIDED WITH A NUMBER OF LONG RUNOUT SETTLING PLUME AND 

LANDSLIDE EVENTS. 

2.4.3 Trigger Mechanism and Runout Distance 

The longest runout flows are not caused by a single particular trigger (Fig. 5, 7), 

although long runout events are usually associated with peaks in river discharge (Fig. 

10). Landslide events show no clear relationship between landslide volume and 

runout; some of the largest landslides have short runout distances and create channel-

plugging deposits (Fig. 9). Runout distances are affected by channel length, which 

varies for the northern, southern and central channels (Fig. 7, 9). Additionally, 

landslide volume could be affected by the delta lip configuration, which varies for the 

different channels. 

In order to consider whether channel length or relative landslide volume has 

an influence on runout distance, in Figure 7 we show the data in both the absolute and 

normalized format. The runout length has here been normalized by the channel 

length, and the landslide volume has been normalized by the maximum observed 

landslide volume in that channel. The shorter northern and central channels display 

greater normalized runout distances than the longer southern channel. The scatter in 

relationship between landslide volume and runout is enhanced by normalizing the 

initial volume and runout. This highlights that shorter channels experience a greater 

number of events reaching the channel lobe, relative to longer channels. 

Settling plume events are the most common turbidity current trigger. Settling 

plume events are the least effective at reaching the lobe, but because of their relative 

abundance, they contribute the most sediment to the lobe. This highlights the 

importance of plume events in progradation of the channel-lobe system. 

 

2.5 Discussion 

2.5.1 Which Trigger Mechanism Forms the Most Frequent Turbidity Currents and 

Transports the Most Sediment? 

We find that plume events are surprisingly the most frequent turbidity current trigger 

on the Squamish Delta. Previous work suggests that landslides (Obelcz et al., 2017; 

Prior et al., 1981) and hyperpycnal flows (Dietrich et al., 2016; Mulder et al., 2003) 

are the most important turbidity current trigger on deltas (Piper & Normark, 2009), 

while here we found that plume events and landslides transport similar net volumes of 
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total sediment during the survey period, depositing 385,000 m3 and 330,000 m3 of 

sediment, respectively. It might be expected that settling plume events would 

transport less sediment owing to their dilute origins (Parsons et al., 2001), but this is 

not the case. 

 

2.5.2 Which Trigger Mechanism Reworks Sediment the Most and has the Greatest 

Effect on Delta Sculpting? 

A lower percentage of plume-triggered events reach the lobe relative to landslide-

triggered events. However, plume events are more frequent, produce more erosive 

flows, and contribute more sediment to the lobe than landslide events. Plume-

triggered events therefore rework the most sediment within the time frame of the 

survey period. This highlights the importance of plume events in lobe-building and 

channel extension, while landslides largely appear to contribute sediment to the delta 

front. This is in contrast to the literature that suggests that landslides (Obelcz et al., 

2017; Prior et al., 1981) and hyperpycnal flows (Dietrich et al., 2016; Mulder et al., 

2003) are the most common sediment transport mechanisms on river deltas. 

The apparent mobility of plume-triggered events, relative to landslides, may be a 

result of the initial high density of a landslide-triggered event, compared to the more 

dilute plume-triggered events. The ability of any turbidity current to erode sediment, 

and self-accelerate, depends on the near-bed sediment concentration (Eggenhuisen et 

al., 2017; Parker et al., 1986). Turbulence is dampened if the sediment concentration 

is too high. Landslides have been shown to struggle to disintegrate and become 

turbulent (Felix & Peakall, 2006), and these events may deposit most of their 

sediment or bypass (Sequeiros et al., 2009). As a result, dense landslide-triggered 

flows may not be able to erode sediment and therefore the volume of sediment in 

suspension will decay with distance. Overall landslide-triggered turbidity currents 

rework the bed less, across the survey period, than plume-triggered turbidity currents 

because they occur less frequently. 

 

2.5.3 The Relationship Between Trigger and Turbidity Current Runout 

We find that the turbidity current trigger does not dictate runout distance. Terrestrial 

landslides show a strong relationship between increased volume and longer runout 

(Dade & Huppert, 1998). At the Squamish Delta, events that comprise an initial 
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landslide and associated turbidity current exhibit a poor relationship between volume 

and runout (Fig. 7). This may be partly because runout distance relates to the ability 

of the landslide to disintegrate and mix with ambient fluid to form a turbidity current 

(Felix & Peakall, 2006). The core of larger landslides may be shielded from mixing 

with ambient water thus inhibiting disaggregation. Smaller landslides may be able to 

disintegrate more effectively and produce a turbidity current that can then travel 

further. However, plume-derived turbidity currents at Squamish Delta commonly 

exhibit long runouts, although this is partly because they are common in the longer 

southern channel (Fig. 5, 7). Long runout plume events also tend to be erosive events. 

Plume events originate from the dilute river plume (Hughes Clarke et al., 2012), and 

this low initial concentration may enable them to maintain turbulence that suspends 

sediment enabling long runout (Sequeiros et al., 2009). 

 

2.5.4 Wider Implications 

It was previously considered that extreme events such as earthquakes (Goldfinger, 

2011), river floods (Mulder et al., 2003), and delta collapses (Girardclos et al., 2007) 

triggered the large-scale turbidity currents required to build channel lobes. However, 

in this study we find that plume events cause the most seafloor change, contribute the 

most sediment to the channel lobe, and are most hazardous for seafloor infrastructure, 

at least over short (3–4 month) time scales. Mechanisms similar to the plume settling 

process described here have been observed in other locations, including offshore from 

the Sepik River (Kineke et al., 2000), and Fraser River (Lintern et al., 2016). 

Sediment concentrations and fluxes at the Squamish Delta, and Sepik or Fraser 

Rivers, are not unusual (Fig. 3). While the frequency and importance of plume-

triggered turbidity currents remains to be tested in a wider range of settings, the 

implications of this work are important. Flows that reach the depositional lobes do not 

need to be triggered by landslides, earthquakes, or hyperpycnal floods. We show for 

the first time that settling from surface river plumes can sometimes dominate the 

triggering of submarine flows, and offshore sediment fluxes. 
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Abstract 

Seafloor sediment density flows are the primary mechanism for transporting sediment 

to the deep sea. These flows are important because they pose a hazard to seafloor 

infrastructure and deposit the largest sediment accumulations on Earth. The cohesive 

sediment content of a flow (i.e., clay) is an important control on its rheological state 

(e.g., turbulent or laminar); however, how clay becomes incorporated into a flow is 

poorly understood. One mechanism is by the abrasion of (clay-rich) mud-clasts. Such 

clasts are common in deep-water deposits, often thought to have travelled over large 

(more than tens of kilometers) distances. These long travel distances are at odds with 

previous experimental work that suggests that mud-clasts should disintegrate rapidly 

through abrasion. To address this apparent contradiction, we conduct laboratory 

experiments using a counter rotating annular flume to simulate clast transport in 

sediment density flows. We find that as clay clasts roll along a sandy floor, surficial 

armouring develops and reduces clast abrasion and thus enhances travel distance. For 

the first time we show armouring to be a process of renewal and replenishment, rather 

than forming a permanent layer. As armouring reduces the rate of clast abrasion, it 

delays the release of clay into the parent flow, which can therefore delay flow 

transformation from turbidity current to debris flow. We conclude that armoured 

mud-clasts can form only within a sandy turbidity current; hence where armoured 

clasts are found in debrite deposits, the parent flow must have undergone flow 

transformation further up slope. 
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3.1 Introduction 

The clay content of submarine sediment density flows is a fundamental control on 

their rheology and the resulting flow dynamics. However, the mechanisms by which 

clay is ingested into submarine sediment density flows, particularly by the 

disaggregation of mud-clasts, remain poorly understood. Understanding the dynamics 

of submarine sediment density flows is important, because they transport sediment 

and organic carbon to the deep sea (Galy et al., 2007), pose a potential hazard to 

seafloor infrastructure (Chi et al., 2012), and their deposits represent some of the most 

important hydrocarbon reservoirs on Earth (Stow and Johansson, 2000). Determining 

how such flows behave is key to determining how and where they transport sediment, 

accurately assessing the threat posed to seafloor structures, and determining the 

quality of hydrocarbon reservoirs formed by their deposits (Bruschi et al., 2006; 

Zakeri, Hoeg, et al., 2008; Baas et al., 2011; Haughton et al., 2009; Sumner et al., 

2009).  

Research over the past 15 years has revealed that sediment density flows may 

switch between turbulent and laminar regimes and that this “transformation” can 

strongly affect the geometry and nature of the resultant deposits, as well as the flow 

itself (Haughton et al., 2009; Talling et al., 2013). In this paper we recognize that 

turbidity currents and debris flows are two end-member states of the spectrum of 

submarine, gravity-driven sediment density currents. We define turbidity currents as 

dilute, typically Newtonian flows in which fluid turbulence is the main particle 

support mechanism (Mulder and Alexander, 2001), and deposit sediment in a layer-

by-layer fashion (Talling et al., 2004). Debris flows are typically laminar, and 

cohesive (Talling et al., 2012; Hermidas et al., 2018; Hampton, 1975; Kuenen, 1951; 

Lowe, 1988). The main particle support mechanisms in debris flows include yield 

strength, pore pressure, particle buoyancy, and grain-to-grain interactions (Talling et 

al., 2012). Hybrid flows occur when turbidity currents transform into debris flows (or 

vice versa). Turbidity currents transform when there is sufficient cohesive sediment 

available to damp turbulence and transform the flow into a debris flow (Sumner et al., 

2009; Baas et al., 2011; Haughton et al., 2003; Talling et al., 2004). The overall flow 

event (turbidity current and debris flow) is referred to as a hybrid flow. The resulting 

deposit, which comprises a turbidite juxtaposed with a debrite that is ”genetically 

linked” (i.e., a linked debrite; Fig. 9; Haughton et al., 2003; Jackson and Johnson, 
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2009; Talling, 2013) is called a hybrid deposit. The incorporation of cohesive 

sediment into flows has been shown to be an important control on flow rheology, 

governing when and where flows transform (Baas et al., 2011; Sumner et al., 2009). 

For instance, a flow may begin as a fully turbulent turbidity current, but through the 

incorporation of even relatively small amounts (< 1% vol.) of additional cohesive 

sediment, turbulence can become damped, leading to transformation into a debris 

flow (Baas et al., 2011; Sumner et al., 2009; Haughton et al., 2009; Talling, 2013; 

Fisher, 1983; Patacci, Haughton, and McCaffrey, 2014). Despite the important role 

that cohesive sediment plays in the behavior and transformation of sediment density 

currents, the mechanisms by which mud (and thus clay) is incorporated into and 

mixed within such flows remain poorly constrained.  

One mechanism proposed for the incorporation of cohesive sediments is the 

direct entrainment of fluid muds from the seafloor.  These unconsolidated muds typify 

much of the global ocean floor (Kineke et al., 1996) and are easily remobilized by 

sediment density currents (Schieber et al., 2010), readily becoming mixed throughout 

the flow (Kranenburg and Winterwerp, 1997). However, the presence of more 

consolidated mud-clasts, which are often found in sediment-density-current deposits 

(e.g., Southern et al., 2015), indicates that ingestion and mixing of fluid mud is not the 

only mechanism to incorporate clay into a flow. Mud-clasts may originate from 

matrix disintegration (i.e., during the early stages of a landslide; Stevenson et al., 

2018), or may be plucked from the seafloor by an erosional flow (i.e., rip-up clasts; 

Patacci et al., 2014; Fonnesu et al., 2016). Mud-clasts are also known as mud balls 

(Bell, 1940), clay pebbles (Nossin, 1961), clay galls (Pettijohn, 1957), intra 

formational clasts (Smith, 1972; Mueller et al., 2017), till balls (Goldschmidt, 1994), 

intraclasts (Chang and Grimm, 1999), and mud lumps (Pantin, 1967). Once 

incorporated into a flow, mud-clasts are subsequently abraded as they are rolled along 

the bed by the density current, resulting in the release of clays into the flow (Bell, 

1940; Smith, 1972), which can cause flow transformation (Baas et al., 2011; Sumner 

et al., 2009; Haughton et al., 2009). Mud-clasts in subaerial environments typically 

travel between several hundred meters and a few kilometers (Bell, 1940; Smith, 

1972). This contrasts with observations of mud-clasts in deep-water deposits that are 

inferred to have travelled over tens of kilometers or more, although their actual 

transport distances are often unclear (Table 1). This may be a function of differences 

between marine and fluvial environments, including the nature of the material in the 
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rip-up clasts e.g., dry versus saturated clays. We thus limit comparisons with fluvial 

environments and concentrate on marine environments. Several factors affect how far 

a mud-clast may travel, including initial clast water content (Smith, 1972; Mather et 

al., 2008; Schieber et al., 2010), bed composition (Hermidas et al., 2018), initial size 

(Smith, 1972), clast hardness (Schieber, 2016; Stevenson et al., 2018), the presence of 

extracellular-polymeric substances (EPS; Malarkey et al., 2015), and clast armouring 

(Bell, 1940; Smith, 1972). 

 

3.1.1. Mud-clast Armouring 

Mud-clast armouring is observed in many modern environments, including river 

channels (Bell, 1940; Little, 1982; Mather et al., 2008), lakes (Dickas and Lunking, 

1968), coastal environments (Stanley, 1969; Tanner, 1996), continental shelves 

(Goldschmidt, 1994), submarine channels (Stevenson et al., 2018), and even city 

streets following heavy rain (Ojakangas and Thompson, 1977). The armour is 

composed of sand and/or gravels that adhere to the soft outer surface of the mud-clast 

as it rolls along the substrate (Bell, 1940; Chun et al., 2002). Armour tends to be one 

grain in thickness (Bell, 1940), but it can penetrate a mud-clast by up to three grain 

thicknesses (Chun et al., 2002).  

Importantly, the armour is considered to form a permanent protective layer in 

ephemeral fluvial environments (Bell, 1940). Armoured mud-clasts have been 

observed in a number of deep marine settings (Table 1). Despite the number of studies 

citing the presence of armoured clasts, the number of studies that cite the presence of 

mud-clasts that are not armoured is much greater. As with clast transport generally, 

armour development may depend on factors such as the stickiness (i.e., initial water 

content; Smith, 1972; and the presence of EPS; Malarkey et al., 2015), and the size of 

the clast relative to the surrounding sediment (Bell, 1940), and clast hardness 

(Schieber et al., 2010, 2016). Previous experiments have examined the abrasion of 

air-dried dried mud chips, simulating clasts sourced from subaerial desiccated mud 

(Smith, 1972), sand-size lithified mudstone (Schieber et al., 2016), and submillimeter- 

to centimeter-size water-rich kaolinite rip-up fragments (Schieber et al., 2010). 

However, in the submarine environment, landslides can consist of a variety of 

sediments at (Stevenson et al., 2018) various stages of consolidation (i.e., a range of 

shear strengths; Fig. 1).  
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FIGURE 1: THE RANGE IN UNDRAINED-SHEAR-STRENGTH PROFILES OF VARIOUS SEAFLOOR MUDS FROM 

AROUND THE GLOBE. 

Previous studies have tested the transportation distance of muds at either end of the 

shear-strength scale - lithified mud (Schieber et al., 2016) as well as mud with a high 

water content (Schieber et al., 2010). However, no studies have tested the transport-

survival prospects of a mud or clay clast of intermediate shear strength (simulating a 

clast sourced from 1 - 2 m burial depth; Fig. 1), nor has any previous study tested 

armouring under controlled conditions. It is also often unclear how far clasts in 

outcrops have travelled (Table 1). The mechanisms responsible for the development 

of the armour, the importance of the armour for moderating clast abrasion rates, and 

thus the role that armoured mud-clasts play in the transformation of turbidity currents 

are poorly understood. 
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Ancient examples 

 Geographical 

location Travel distance Armouring Clast size trends 

Inferred 

flow type References 

 Annot sandstone, 

France 

Thought to be 

several 

kilometers. 

Origin of clasts 

unknown. 

Armoured Up to 80 cm 
Turbidity 

current 
Stanley, 1964 

O
u

tc
ro

p
s 

Bed 1, Marnoso-

Arenacea 

Formation, Italy 

~ 40 km. Origin 

of clasts 

unknown. 

Not 

mentioned 

Decrease with 

distance. Clasts > 25 

cm only extend up to 

20 km along bed 

transect, smaller 

sizes extend to ~ 50 

km along bed 

transect 

Hybrid flow 
Sumner et al., 

2012 

Bed 5,  Marnoso-

Arenacea 

Formation, Italy 

~ 10 km, 

possibly up to 

80 km. Origin 

of clasts 

unknown. 

Not 

mentioned 

Clasts up to 10 - 25 

cm diameter at 80 

km along bed 

transect. Clasts > 25 

cm cease after 20 

km along bed 

transect. 

Hybrid flow 
Sumner et al., 

2012 

Huanghae 

Formation, China 

Proximal to the 

slope failure 

region 

Armoured 20 - 40 cm Debris flow 
Chun et al., 

2002 

Mayaro 

Formation, 

Trinidad 

Unknown Armoured 
Clast size not 

mentioned 

Turbidity 

current 

Dasgupta and 

Buatois, 2012 

Miocene Austral 

Foreland Basin, 

Chile 

Up to 700 m 
Some 

armoured 

Up to 15 cm 

diameter 

Turbidity 

current 

Ponce and 

Carmona, 

2011 

Monterey 

Formation, 

California, USA 

Unknown 
Not 

mentioned 

Clasts up to 1 cm 

diameter 

Turbidity 

current or 

debris flow 

Chang and 

Grimm, 1999 

Oligocene Fusaru 

Sandstone and  

Lower Dysodilic 

Shale, Romania 

Unknown 
Not 

mentioned 
Centimeter-scale 

Turbidity 

current 

Sylvester and 

Lowe, 2004 
 

Polish 

Carpathians 

Up to tens of 

kilometers 

Some 

armoured 
Up to ~ 30 cm 

Turbidity 

current 

Felix et al., 

2009 

West Crocker 

Fan, NW Borneo 

Probably several 

tens of 

kilometers, 

although exact 

origin unknown 

Not 

mentioned 
Up to 2 m in diameter 

Turbidity 

current / 

debris flow 

Jackson et al., 

2009 
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C
o
re

s 

Bed 5, Agadir 

basin, NW Africa 
~ 25 km 

Not 

mentioned 

Clasts 5 - 10 cm in 

diameter 
Hybrid flow 

Stevenson et 

al., 2014; 

Sumner et al., 

2012 

Britannia 

Formation, North 

Sea, UK 

continental shelf 

Up to 100 km 
Some 

armoured 

Clasts > 15 cm 

diameter 
Hybrid flow 

Haughton et 

al., 2003 

 Modern Examples 

 Geographical 

location 

Maximum 

travel distance Armouring Clast size trends 

Inferred 

flow type References 

C
o
re

s 

Cook Strait, New 

Zealand 
Unknown 

Not 

mentioned 

Clasts < 5 cm in 

diameter 

Turbidity 

current 
Pantin, 1967 

Grand Banks 

deposit, 

Newfoundland, 

Canada. 

> 100 km Armoured 
Clasts < 7 cm in 

diameter 

Turbidity 

current 

Stevenson et 

al., 2018 

 
Sur Landslide, 

USA 
Up to 100 km 

Some 

armoured 

Clasts 5 cm in 

diameter 
Debris flow 

Gutmacher 

and Normark, 

2002 

TABLE 1: COMPARISON OF MUD-CLAST TRAVEL DISTANCES RELATIVE TO THEIR ARMOURED STATE, CLAST SIZE 

TRENDS, AND INFERRED FLOW TYPES. 

3.1.2. Aims of This Study 

We seek to understand how non-lithified clay clasts abrade in a sand-rich turbulent 

flow and the importance of armouring in modulating the abrasion of mud-clasts. First, 

we aim to understand the mechanism(s) by which mud-clasts become armoured and 

whether that armouring is permanent. Second, we determine how armouring affects 

clast abrasion, and quantify the distance that clasts with and without armour may be 

transported. As part of this aim, we specifically investigate how varying suspended-

sediment concentration and angularity of the sediment in the flow may control clast 

abrasion. Finally, we consider the implications of clast armouring for flow 

transformation and the interpretation of deep-water deposits. 

 

3.2. Methods 

Our experiments were conducted in a recirculating, ring-shaped annular flume with 

rotating paddles and a counter rotating base. The annular flume has a radius of 0.53 

m, the paddles are 10 cm long, and the channel is 0.23 m deep to the base of the 

paddles and is 0.145 m wide (Fig. 2A, B). The flume has a total capacity of 160 liters, 

in which we used fresh water (Fig. 2A, B). The Perspex floor of the annular flume 
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was lined with D50 158 µm angular Silverbond® sand (by gluing). Secondary 

circulation was minimized by rotating the base of the tank in the direction opposite to 

that of the paddles (Sumner et al., 2009). Secondary circulation was considered to be 

minimised when there was an even deposit of sediment across the width of the 

channel. Annular flumes have been used in previous studies to simulate long-duration 

flows (e.g. Smith, 1972), and can generate flows with velocities and bed shear stresses 

comparable to those of natural turbidity currents (Kuenen, 1966; Sumner et al., 2008) 

and as a result can suspend sediment of a size similar to that of sediment found in 

natural deposits.  We test the effect that different flow and sediment parameters have 

on clast abrasion, specifically: flow velocity, sediment angularity, and suspended-

sediment concentration.   

 

FIGURE 2: EXPERIMENTAL SETUP SHOWING A) CROSS-SECTIONAL VIEW OF THE ANNULAR FLUME WITH 

DIMENSIONS, B) A PLAN VIEW OF THE ANNULAR FLUME, C) THE ORIENTATION OF THE UVP IN THE ANNULAR 

FLUME, D) THE VELOCITY PROFILE RECORDED BY THE UVP FOR THE FAST (GRAY DASH) AND SLOW (BLACK) 

FLUME SETTINGS. 
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3.2.1. Clay Clasts 

Each experiment included ten cube-shaped clasts (8 cm3) made of SCOLA air-drying 

modelling clay. Measurements made by a fall-cone penetrometer show that the clay 

clasts have undrained shear strengths of 17 - 40 kPa. These measurements are 

comparable to normally to lightly overconsolidated sediments found at and close 

(within 1 - 2 m depth) to the seafloor  at a range of deep-sea sites worldwide (Fig. 1; 

e.g., Baltzer et al., 1994; Kuo and Bolton, 2013; Meadows & Meadows, 1994; Yin et 

al., 2016). Shear strength of the SCOLA clay was not degraded when clasts were 

remolded.  SCOLA clay is composed of quartz (35%), illite smectite (39%), kaolinite 

(21%), and haematite (5%) (Yin et al., 2016). It is unclear how the stickiness of 

SCOLA clay would compare with a natural mud, which depends on the clay mineral, 

clay fraction, plasticity, moisture content, degree of consolidation, as well as shear 

strength (Kooistra et al., 1998). Therein lies a spectrum of natural variability, which 

would greatly affect the armouring mechanism being studied here. However, the 

advantage of using SCOLA clay over a naturally occurring mud is that the properties 

of the clay are reproducible (i.e., both in these experiments and in further 

experiments). 

 

3.2.2. Flow Conditions 

In the experiments two flow velocities were simulated, 0.5 and 0.7 ms-1, which were 

found to be the approximate thresholds for sliding and rolling (respectively) of the 

clasts on a smooth flume floor. The flow velocities used in our experiments produce 

similar shear stresses (u* > 0.09 ms-1) to those of natural sediment gravity flows 

(Straub and Mohrig, 2008; Cartigny et al., 2013; Fig. 2D) (Straub and Mohrig, 2008; 

Cartigny et al., 2013; Fig. 2D). Shear velocity is estimated using 

𝑈 ∗ =  𝑈𝑚𝑎𝑥𝑘 [ln (
ℎ𝑚𝑎𝑥

0.1 𝐷90
)]

−1

                                                         (1) 

Where k is the von Kármán constant (0.4). We assume a logarithmic velocity profile 

between the bed and the velocity maximum (Van Rijn, 1993). We used two sediment 

types with different angularities: rounded (75 - 250 µm ballotini), and angular (125 - 

250 µm Silverbond® sand). Runs with bulk sediment concentrations of 0%, 1%, and 

10% were performed. However, due to the carrying capacity of the flows, not all of 

the sediment became suspended. An aggraded bed of up to 1 cm was observed during 

the 1% bulk sediment experiments, which represents approximately 20% of the 
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sediment added to the flume. A sediment wave the length of the flume of 1 cm to 7 

cm height was observed during the 10% bulk sediment experiments, which represents 

approximately 50% of the sediment added to the flume. Flow profiles were measured 

using a 1 MHz ultrasonic velocity profiler (UVP) (Fig. 2D). Flow measurements were 

conducted in independent experimental runs, without the addition of clay clasts, to 

avoid interaction between the clasts and the UVP probe. In these independent runs, 

the UVP probe was fixed at 160 mm above the bed and set at an incidence angle of 

60o normal to the flow (De Leeuw et al., 2016) with a sediment concentration of 1% 

angular sand. The velocity was averaged over five minutes. In order to calculate clast 

travel distance, we use video evidence to determine particle velocity by timing 

particle movements between vertical pillars on the flume tank. The particle velocity 

was approximately 85% of the maximum fluid velocity. This value is higher than 

some previously published values, as the counter-rotating annular flume produces a 

velocity maximum that is only 7 cm from the bed (Fig. 2).  

 

3.2.3. Experimental Procedure 

Experiments were run for one hour. Ten clasts were used in each experiment to 

provide multiple data points per experiment. Preliminary experiments demonstrated 

that there was no difference in the rate and type of abrasion with one clast, or ten 

clasts in the flow. The clasts were cut to size using a cheese wire, and their size was 

measured using calipers. The clasts were then placed at regular spatial intervals 

around the channel of the flume tank. Each experiment was conducted at either the 

slow or fast velocity (0.5 or 0.7 ms-1 respectively). Every ten minutes, the flow was 

stopped and the clay clasts were retrieved and weighed, photographed, and returned to 

the flume at regular spatial intervals. After one hour the clay clasts were removed and 

allowed to dry. During experiments that included suspended sediment, the sediment 

was allowed to settle out at the end of the ten-minute sample period, and the clasts 

were put back in on top of the bed. A subsample of angular sediment was removed 

from the armour of two clasts for analysis using a Hitatchi TIM-1000 scanning 

electron microscope (SEM). 
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3.3. Results 

3.3.1. Armouring Mechanisms  

Clasts became more rounded and smaller as the experiments progressed (Figs. 3, 4). 

In experiments with sediment, clasts became armoured within the first ten minutes of 

the experiment as they rolled along the substrate (Fig. 5). These clasts then 

transitioned through four morphological stages as they abraded (Figs. 4, 6). In stage 1, 

the cube-shaped clasts were observed to roll or bounce along the bed. When the clasts 

were removed after ten minutes, they had become either barrel shaped (stage 2) or 

subrounded (stage 3). During stage 2, the clasts were barrel shaped and armoured only 

along the minor axis, and not the barrel tops and bottoms, which were also softer than 

the rest of the clast. Stage 2 was observed only in the 10%-sediment-concentration 

experiments, and was probably not observed in other experiments due to this stage 

being shorter than the ten-minute measurement period. In stage 3, the clasts became 

subrounded (but not fully spherical) and armoured around all axes; the softened tops 

and bottoms of the barrel shaped clasts had abraded. In stage 4, the clasts were both 

rounded and armoured. The clasts continued to abrade, and the rate of abrasion 

declined with decreasing size and increasing sphericity. The latter two stages 

occupied 57 – 85% of each experiment. In all experiments except the 10%-

concentration experiments, the clasts had reached stage 4 by the end of the one-hour 

experiment. The exceptions to this were the 10% angular sand experiments, in which 

clasts abraded the slowest and had attained only stage 3 by the end of the experiment. 

SEM images of sand grains that fell out of armoured clasts show that the sand grains 

have clay particles attached to them (Fig. 6).  

 



58 
 

 

FIGURE 3: CLASTS AT VARIOUS STAGES OF THEIR EVOLUTION 
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FIGURE 4: THE AVERAGE SHAPE AND LENGTH OF THE LONGEST AXIS OF THE CLASTS THROUGH TIME. RED 

NUMBERS INDICATE FAST (~ 0.7 MS-1) FLOW AVERAGES, AND BLACK NUMBERS INDICATE SLOW (~ 0.5 MS-1) 

FLOW AVERAGES. 

 

FIGURE 5: A) A CLOSE-UP PHOTOGRAPH OF AN ARMOURED CLAST. B) A CLOSE-UP PHOTOGRAPH OF AN 

UNARMOURED CLAST. 
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FIGURE 6: SCANNING-ELECTRON-ICROSCOPE IMAGES OF ANGULAR SEDIMENT GRAIN SAMPLES. A - B) 

EXAMPLES OF ANGULAR SEDIMENT BEFORE THE EXPERIMENT, C - D) EXAMPLES OF ANGULAR SEDIMENT 

TAKEN FROM THE PERIPHERY OF AN ARMOURED CLAST. THE GRAINS CLEARLY SHOW CLAY THAT HAS ADHERED 

TO THE SURFACE OF THE GRAINS. 

3.3.2. Clast Travel Distance 

Complete clast disintegration occurred in some, but not all experimental runs by the 

end of the one-hour measurement period (Fig. 7A, B). When normalized to weight 

and travel distance, the shape of the disintegration curves were found to be similar for 

most of the experiments, with the exception of experiments using 10% bulk angular 

sand (Fig. 7C). Experiments using 10% angular sand display a shallower normalized 

curve than the other experiments.  
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FIGURE 7: A) THE AVERAGE LENGTH OF THE LONGEST AXIS PLOTTED AGAINST TRAVEL DISTANCE. B) 

NORMALISED AVERAGE SHOWING ORIGINAL CLAST WEIGHT PLOTTED AGAINST TRAVEL DISTANCE. ERROR BARS 

SHOW THE RANGE OF MEASUREMENTS. C) NORMALIZED DISTANCE VERSUS NORMALIZED WEIGHT SHOWING 

THAT ABRASION RATES ARE BROADLY SIMILAR. D) THE EXTRAPOLATED DISTANCE THE CLASTS WOULD TRAVEL 

UNTIL THEY ARE DESTROYED BY THE FLOW. EXTRAPOLATED USING AN EXPONENTIAL FUNCTION; EXP(-

A*X+B). THE DASHED GRAY LINE INDICATES THE LAST POINT AT WHICH CLASTS WERE RECOVERED IN THE 0.7 

MS-1 CLEAR-WATER EXPERIMENT, AND IS USED AS AN APPROXIMATE TRAVEL DISTANCE. 
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Clasts abraded most quickly in clear-water experiments, where they were gradually 

but completely destroyed over projected distances of < 2 km. Clay clasts developed 

armour following the addition of sand to the experiments. The development of armour 

coincided with a reduction in the rate of abrasion whereby armoured clasts travelled at 

least twice as far as unarmoured clasts. Abrasion was further reduced by decreasing 

flow velocity, increasing sediment concentration, and by using angular sand grains 

(rather than rounded sand grains). At the lowest velocity (0.5 ms-1), at the highest 

sediment concentration (10%) and by using angular sand grains in the experiment the 

clasts travelled almost four times farther than unarmoured clasts (Fig. 7). 

 

3.4. Discussion 

The experiments show that clay clasts passed through four stages as they abraded: 1) 

cube-shaped, 2) barrel-shaped, 3) subrounded, and 4) rounded (Figs. 4, 6). Abrasion 

rate is controlled by flow velocity, bed hardness, and to a lesser extent the angularity 

of the armouring sand at lower flow velocities. Abrasion was slower and clasts passed 

through the four stages more slowly when velocity was lower, there was a thicker 

aggraded sand bed (softer substrate), and angular rather than rounded sediment was 

used in the experiment. In experiments that included sediment, clasts developed a 

layer of armour that was one grain thick (Figs. 3, 5). Unarmoured mud-clasts were 

abraded by a combination of impacting the bed (Bell, 1940; Smith, 1972), and wetting 

of the clast surface, reducing its shear strength (Smith, 1972), leading to increased 

likelihood of abrasion or dilution. We infer that an armoured mud-clast would still be 

able to lose volume via the wetting and abrasion, and the wetting and dilution 

methods described above, but this would occur only between armour grains, and thus 

at a lower rate for an unarmoured clast. The wetted clay between the armour grains 

would be extruded and eroded or diluted. In addition, clay is plucked from the clasts 

as the sand armour falls away and is subsequently replenished; this is evidenced by 

the presence of clays on the sand armour in SEM images (Fig. 6). Thus, we show that 

armouring increases the distance that clasts can be transported over a hard flume floor 

before they are destroyed, by up to several kilometers. We now discuss the process of 

mud-clast armouring and the transient nature of the armour observed during the 

experiments. 
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3.4.1. Armouring Mechanisms 

Here we document that armouring occurs via rolling of cohesive clasts along a sandy 

substrate. During Stage 2 (barrel shape) of clast evolution the clasts were armoured 

around the exterior of the barrel, but the barrel tops and bottoms were soft and 

unarmoured. This indicates that the clasts roll along a preferential axis when not 

rounded, and that the clasts develop armour only on surfaces that come into contact 

with the substrate, rather than developing an armour via bombardment with sand 

grains from suspension. A naturally occurring unarmoured clast of a shear strength 

similar to that of our clasts may indicate a lack of rolling (i.e., suspension or matrix 

transport), or rolling along a non-granular bed (e.g., mud).  

Our results oppose previous suggestions in fluvial environments that 

armouring is permanent, that falls away only as clasts become dry, and that armoured 

clasts abrade only as they impact upon boulders (Bell, 1940). We find that the armour 

is semipermanent, that clay is extruded and eroded or diluted, and that the individual 

grains that make up the armour are removed and replenished and remove particles of 

clay as they do so. We infer the armouring and abrasion mechanism from the presence 

of clay on the sand particles in SEM images, and from the fact that the clasts are 

always covered in sand when extracted for measuring yet they decrease in size 

through time. Therefore, in order to be maintained, the armour must be replenished 

from a granular substrate. The armouring process is therefore transient, and more 

dynamic than previously considered. 

 

3.4.2. Armouring and Mud-clast Travel Distances 

We now consider why some mud-clasts in natural systems appear to travel farther 

than those in our experiments, as illustrated by the potentially long-runout Grand 

Banks turbidity current that occurred in 1929, offshore Newfoundland. 

The inferred travel distance of the armoured mud-clasts in the 1929 Grand Banks 

turbidity current is two orders of magnitude greater (> 400 km) than the findings of 

our experiments (2 - 12 km). Here we seek an explanation for this apparent 

discrepancy.  

First we consider the size of the mud-clasts in the 1929 Grand Banks event 

compared to our laboratory experiment. The Grand Banks event transported > 150 

km3 of sediment (Piper and Aksu, 1987) in a series of submarine landslides with shear 
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planes of 5 - 25 m depth (Piper et al., 1999). It is probable that some of the blocks 

were meters in size, which may have facilitated their long transport distance. 

However, if we compare our clear-water experiment with a similar experiment by 

Smith et al. (1972) that used larger clasts, we see that clast abrasion rates are much 

higher for larger clasts (Fig. 8). Therefore, whilst initial clasts size must have some 

effect on the distance that a clast can travel, it may not be as important as it first 

seems.  

 

FIGURE 8: COMPARISON BETWEEN THE ABRASION RATE OF CLASTS IN CLEAR-WATER EXPERIMENTS OF SMITH 

(1972) AND THE CLEAR-WATER EXPERIMENTS PRESENTED HERE. THE CLASTS IN THE SMITH (1972) 

EXPERIMENT WERE 3 CM X 0.5 CM WHEREAS OUR CLASTS WERE 2 CM CUBOIDS. 

Second, we consider the shear strength of the mud-clasts in the 1929 Grand 

Banks event compared to the clasts in our experiments. The initial water content 

(Smith, 1972) and the hardness of clasts (Lewin and Brewer, 2002) are important 

when considering abrasion rates. There are no known shear-strength measurements of 

clasts in the Grand Banks deposit, but near-seafloor muds around the Grand Banks 

region and offshore Nova Scotia have been shown to be overconsolidated (Clark and 

Landva, 1988; Baltzer et al., 1994). The Grand Banks shelf is a glacially modified 

margin (Piper et al., 1999), thus explaining the presence of highly consolidated 

seafloor muds due to past glacial loading. Other locations around the world also 

feature overconsolidated sediments, with an extreme example noted on the UK 

Continental Shelf where ice loading during the last glaciation has resulted in near-

seafloor (< 5 m) undrained shear strengths in excess of 2500 kPa (Aldridge and 

Carrington, 2010).  In addition, the shear plane of the Grand Banks landslide was 5 - 
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25 m deep (Piper et al., 1999), which is within the region of the overconsolidated 

muds found on the UK Continental Shelf (Aldridge and Carrington, 2010). The shear 

strength of the clasts produced during landslide disintegration may therefore have 

been greater than the shear strength of the clasts used in our experiments (17 - 40 

kPa). Experimental studies have shown that higher-shear-strength substrates will 

resist erosion more than lower-strength ones (Winterwerp et al., 1992, 2012; Schieber 

et al., 2010; Schieber, 2016). In the same manner, higher shear strengths may 

therefore improve the durability of mud-clasts and facilitate a longer transport 

distance of the clasts, as inferred from the Grand Banks deposit.   

Fourth, we consider the mode of transport of the mud-clasts in the 1929 Grand 

Banks event compared to our laboratory experiments. Field evidence suggests that 

rolling along the bed, rather than being in suspension, is important for promoting clast 

abrasion ( Bell, 1940; Schwab et al., 1996; Talling et al., 2010). Clasts can travel 

hundreds of kilometers if they are encased in a debris flow (Schwab et al., 1996; 

Talling et al., 2010). Two mud-clasts were found in cores of the Grand Banks deposit, 

and both of them were armoured (Stevenson et al., 2018), indicating rolling along a 

sand-rich bed. The extreme travel distance of clasts in the Grand Banks density 

current can be explained by the downslope evolution of the density current. The 

density current began as a debris flow, and remained as such for the first 20 - 35 km 

of transport (Piper et al., 1999). Clasts in the flow at this stage would likely not have 

been armoured, but would have been protected by the surrounding debris flow. After 

the debris flow phase, the density current then transformed on steep slopes into a 

turbidity current (Piper et al., 1999). The turbidity current was shown to have attained 

a velocity of up to 19 ms-1 (Piper et al., 1999). Such a high velocity is likely to 

support mud-clasts in suspension, which would mean that they were not rolling during 

the high-velocity section of the journey. The clasts may have been fully suspended in 

the high-velocity flow. As the flow began to lose energy and decelerate on the more 

distal slopes, the clasts would have fallen out of suspension and rolled along the bed. 

In addition to the sequence of events, the average bulk sediment concentration of the 

Grand Banks density current is estimated to have been 2.7 - 5.5% (Stevenson et al., 

2018). In our experiments we found a flow-averaged concentration of 1% to be 

suitable in supplying the clasts with sediment to replace dislodged armour particles. 

The combination of the transforming, fast flow, together with the high average 
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sediment concentration, probably enabled the mud-clasts in the Grand Banks density 

current to attain their impressive transport distances.  

Finally, we consider the nature of the substrate over which the clasts were 

carried (assuming that they were not necessarily in suspension) as our experiments 

suggest that bed hardness may affect transport distance. In real-world systems, such 

as the Grand Banks, the strength of the seafloor substrate is likely to vary and, in 

places (e.g., where it is muddy), may be considerably softer than the floor of our 

flume. 

To summarize the Grand Banks case study: it is probable that the long travel 

distances can be explained by the large initial size and high shear strength of the 

clasts, and the soft nature of the seafloor substrate over which the flow travelled. 

Furthermore, it is possible that, given the velocity attained by the flow, the clasts were 

suspended for at least part of their journey, thus reducing their abrasion. It is likely 

that a combination of these factors resulted in the unusually long transport distances 

attained by clasts in the 1929 Grand Banks density current. 

 

3.4.3 The Prevalence of Unarmoured Mud-clasts 

There are a number of examples of armoured mud-clasts from deep marine settings, 

but the examples of unarmoured mud-clasts greatly outnumber these. Here we 

consider why this imbalance exists. The imbalance between armoured and 

unarmoured clast examples could be due to several reasons. A first reason could be 

due to the stickiness of the mud; mud-clasts that are very wet (e.g., mud with a high 

fluid content; Schieber et al., 2010) or clasts that are very hard (e.g., lithified or highly 

overconsolidated mud; Schieber 2016) may not be able to support an armour layer. A 

second reason for the relatively common occurrence of unarmoured mud-clasts could 

be that armour falls away once it can be no longer replenished. As the sediment 

gravity flow reaches the distal muddy fringes of the turbidite system, it will no longer 

be replenishing the armour and may simply lose its armour coating due to wetting 

and/or dilution effects. Furthermore, clasts transported across a soft (i.e., mud) floor 

would experience a potentially greatly reduced rate of abrasion (particularly 

compared to the hard flume floor of this study) and may be transported farther or even 

increase their mass by accreting additional mud, as well as having more opportunity 

to shed their armour. Finally, the average grain size of the system may be too fine for 
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armouring to occur; mud-clasts can be armoured only by grains coarser than silt (Bell, 

1940); if the system is too muddy, armour will not form. 

 

3.4.4. Implications for Interpreting Clast-Bearing Sediment-Density-Current deposits 

In this section we discuss how armouring of clasts may control where linked debrites 

develop, and how armoured mud-clasts may help in identifying linked debrites in 

outcrop. 

Previous studies have identified that turbidity currents commonly transform 

into debris flows and deposit debrites towards the lateral or distal edges of turbidite 

systems (Kane and Pontén, 2012; Haughton et al., 2009; Fonnesu et al., 2015, 2016,  

2018). However, it can be difficult to determine whether a debrite is part of a hybrid 

deposit when there is limited outcrop exposure.  Distal flow transformation is 

promoted by the incorporation of clay, which is often associated with disaggregation 

of mud-clasts (Patacci, Haughton, and Mccaffrey, 2014). Armoured mud-clasts have 

been found in turbidites (Dasgupta and Buatois, 2012; Fonnesu et al., 2018; Stanley, 

1964), hyperpycnites (Ponce and Carmona, 2011), and hybrid deposits (Felix et al., 

2009; Haughton et al., 2003; Patacci, Haughton, and Mccaffrey, 2014). The presence 

of armoured mud-clasts in a debrite indicates up-dip transformation from a turbidity 

current to a debris flow, because rolling of the mud-clasts along a sandy bed is 

required in order for the sandy armour to develop (Fig. 9).  

Turbidity currents transform into debris flows once a sufficient quantity of 

cohesive sediment is available in the flow, and once turbulence is low enough for the 

gelling of clay particles, which typically occurs as the flow decelerates (Baas et al., 

2009; Sumner et al., 2009). Our experiments show that armouring reduces the rate of 

abrasion of mud-clasts and thus would reduce the rate of release of clay into a 

turbidity current. If a sufficient volume of clasts is present, then armouring could 

hinder the transformation of turbidity currents, and may contribute to hybrid deposits 

occurring preferentially in lateral and distal parts of turbidite systems (Fig. 9). We 

find in our experiments that clast armour is transient and requires replenishment from 

the substrate. Once the clast-bearing flow reaches the distal reaches of the fan it is 

likely to encounter mud-rich substrates, and clasts will no longer be able to replenish 

their armour. This may partly explain why unarmoured rather than armoured clasts 

are found most often.  



68 
 

 

FIGURE 9: SUMMARY FIGURE SHOWING A) A SCENARIO WHERE ARMOURED MUD-CLASTS ARE TRANSPORTED 

IN A TURBULENT FLOW, THE TRANSFORMATION OF THE FLOW INTO A DEBRIS FLOW, AND B) WHERE ARMOUR 

CAN OR CANNOT DEVELOP ON A SUBMARINE FAN, AS WELL AS THE PRESERVATION OF ARMOURED CLASTS IN 

THE LINKED DEBRITE. 

3.5. Conclusions 

Our first aim was to understand the mechanism(s) by which mud-clasts become 

armoured and if that armouring is permanent. We find that clasts go through the same 

four stages of evolution regardless of the development of an armour layer, but the 

armour layer reduces the rate of abrasion. We provide the first direct evidence that 
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armouring occurs by rolling clasts in a sandy substrate. We also show for the first 

time that clast armour is transient and undergoes continual replenishment from the 

bed. Unarmoured clasts may be indicative of a lack of rolling (travelled a short 

distance, travelled in suspension, or travelled as a floating outsize clast in a debris 

flow, for example), a lack of available sediment that can form armour (i.e., a muddy 

bed), or that the clay that forms the clast is too hard to support armour. 

Our second aim was to determine how armouring affects clast abrasion and to 

quantify the distance clasts with and without armour can be transported. Without 

armour on a hard flume floor, 8 cm3 cube-shaped clasts disintegrate within two 

kilometers. Following the addition of a 1% concentration of suspended sediment, an 

armour develops around clasts that more than doubles the distance they can travel. 

We find that the rate of abrasion further declines with increasing sediment 

concentration, thus increasing travel distance by more than four times the distance 

achieved by unarmoured clasts. A sandy substrate can help to improve the transport 

distance of a clay clast by providing an armour of sand. However, natural systems can 

have muddy substrates, which we did not consider in these experiments. Unarmoured 

clasts may travel farther on muddy rather than sandy substrates because the muddy 

substrate causes less erosion to the clast than a hard substrate. Additional experiments 

are required to investigate the transport distances achievable by mud-clasts over a 

muddy substrate, as well as of armoured mud-clasts over a muddy substrate. 

Our final aim was to consider the implications of clast armouring for 

interpreting deep-water deposits and flow transformations. Our results suggest that the 

presence of armoured clasts in debrites may serve as a tool for identifying linked 

debrites. Our results also suggest that armouring may delay flow transformation and 

be partly responsible for the common occurrence of flow transformation in distal lobe 

environments at the point that the seabed becomes muddy, and therefore the sand 

armour can no longer be replenished. 
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Chapter 4: Could electrical resistivity tomography be 

used to measure dense basal layers in annular flumes? 
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Abstract 

Sediment density flows, like turbidity currents, flow along the ocean floor at often- 

high velocities and pose a hazard to submarine pipelines and telecommunications 

cables. Key to our understanding of how these flows work is improving our 

understanding of their internal structure – particularly near the seafloor where they 

can interact with seafloor infrastructure. The internal structure of sediment density 

flows remains poorly understood due to technological limitations; in particular, 

conventional measurement techniques cannot measure the high (> 20% by volume) 

sediment concentrations that may occur at the base of these flows. Field observations 

suggest that dense basal layers are common, but we have not yet been able to quantify 

their sediment concentrations. Even in experimental studies it has proven difficult to 

measure sediment concentration in dense basal layers because the physical presence 

of instruments can disrupt the sediment concentration profile. Here, we use a rotating 

annular flume to test whether a modified Electrical Resistivity Tomography technique 

could measure sediment concentrations in an experimental dense basal layer, and 

without disrupting the flow structure. The modified Electrical Resistivity 

Tomography method shows promise for measuring high sediment concentrations. 

However, the accuracy of the inversion of the measured resistivity to a sediment 

concentration profile depends to some degree on initial assumptions made by the user. 

Future studies will need to test these assumptions for a range of flows before this 

technique can be applied more widely. 
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4.1 Introduction 
 

Turbidity currents are potentially fast (up to 20 ms-1; Piper et al., 1999), turbulent, 

sediment-laden gravity currents that travel along the ocean floor. These fast flows 

pose a threat to the ever-increasing amount of seafloor infrastructure such as 

submarine telecommunication cables and pipelines (Zakeri, 2009). It is the basal part 

of turbidity currents in particular that poses a hazard to submarine infrastructure, 

because the higher sediment concentration and consequently the highest velocities 

occur close to the base of these flows (Bruschi et al., 2006). Due to the vigorous 

nature of the flows and the high sediment concentrations, direct measurements of 

these dense basal layers are extremely rare (Paull et al., 2018). The absence of 

measurements of dense basal layers makes it difficult to validate existing models that 

describe the dynamics of these dense basal layers. 

The potential thickness of dense basal layers has been debated (Hiscott, 1994; Sohn, 

1997). Experimental work has shown that dense basal layers, driven by shear from an 

overriding low-density turbidity current, are on the order of millimetres to centimetres 

thick (Gao, 2008; Hiscott, 1994; Sumner et al., 2008; Cartigny et al., 2013). 

Fundamentally, the thickness of this layer depends on the Shields number (Shields, 

1936) of the flow, and a theoretical thickness limit has been suggested to be on the 

order of tens of grain diameters (Hiscott, 1994), which is consistent with experimental 

observations (Dohmen-Janssen and Hanes, 2002; Sumer, 1996; Wilson, 1987). 

However, field observations show that relatively dense layers at the base of turbidity 

currents could be metres thick (Sumner and Paull, 2014; Hughes Clarke, 2016; 

Symons et al., 2017; Paull et al., 2018), and are typically overlain by a more dilute 

layer (Felix and Peakall, 2006; Symons et al., 2017). It may be that the metres-thick 

dense basal layer in natural flows is not driven by shearing of the overriding flow, but 

rather that these layers are self-driven and act as a modified grain flow (Lowe, 1976; 

Cartigny et al., 2013). Measuring the sediment concentration in dense basal layers is 

key to testing these contradicting hypotheses.   

There are presently no sediment concentration measurements of dense basal layers 

of turbidity currents in experiments or on the ocean floor. Optical backscatter 

instruments ( Hughes Clarke et al., 2014; Xu et al., 2014) or acoustic inversion 

techniques (Azpiroz-Zabala et al., 2017) have been used to measure sediment 



72 
 

concentration in deep-sea turbidity currents. However, these techniques are not 

capable of measuring sediment concentrations of several percent by volume or higher, 

which characterise powerful turbidity currents (Stevenson et al., 2018) and dense 

basal layers (Bagnold, 1954; Postma et al., 1988). Sediment concentration 

measurements of experimental turbidity currents typically rely on intrusive techniques 

such as syphoning (Sequeiros et al., 2010; Baas et al., 2011; Pohl et al., 2020) or 

conductivity probes (Dick and Sleath, 1991; Dohmen-Janssen, 2002; Puleo et al., 

2010; Lanckriet et al., 2014), which are problematic because these instruments disrupt 

the vertical structure of the dense basal layer. Experimental work suggests that close 

to the bed sediment concentrations decrease linearly upwards from 50-70% to 20-

30%, whereas above this linear layer the concentration decreases with a power-law 

profile (Lanckriet et al., 2014). These trends are consistent with results of numerical 

models (Jiang, 1995) and laboratory investigations in open channel environments 

(Dick and Sleath, 1991).  

Electrical Resistivity Tomography (ERT) is a non-intrusive technique that is able 

to measure high sediment concentrations of up to 60 - 70% (equivalent to a packed 

sedimentary bed; Schlaberg et al., 2006). The ERT technique is a scaled down and 

modified version of the technology used to measure density variation or structures in 

the Earth’s subsurface (Noel and Xu, 1991). Field resistivity measurement techniques 

use an array of electrodes to measure subsurface resistivity (Noel & Xu, 1991). 

Current is passed between a pair of electrodes and the differential potential (the 

amount of work an electrical current has to do to move between electrodes) across a 

pair of electrodes is measured (given in volts). The measured voltage then requires 

inversion into the desired units (e.g., density or sediment concentration). The voltage 

measured across a pair of electrodes is proportional to the density (or sediment 

concentration) of the object being measured, such as the Earth’s subsurface or a 

sediment concentration in a water column (Dyakowski et al., 2000). Inversion is a 

troublesome aspect of the ERT technique, because ERT is an ill posed problem 

(Polydorides and Lionheart, 2002), meaning that multiple solutions can be drawn 

from a single dataset. Conventional inversion software packages are inefficient and 

poorly model the electrodes in the inversion, which led to the development of the 

open-source Electrical Impedance and Diffuse Optical Reconstruction Software 

(EIDORS) project (Polydorides and Lionheart, 2002). ERT arrays have been used in 

the past for measuring settling sediment suspensions. In those cases, the electrode 
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arrays were linear and laid flat on the floor of the tank or U-shaped and curved around 

the walls of the settling tank to produce 2D cross-sections of conductivity (Schlaberg 

et al., 2006). The flat array of Schlaberg et al., (2006) recorded considerable 

interference, which was caused by stratification within the settling clay suspension 

used in their experiments. The U-shaped array showed conductivity distortions when 

an object was placed towards the edges of the array. The conductivity signal became 

weaker towards the middle. These irregularities and distortions were due to an 

increased sensitivity resulting from the irregularly spaced electrodes used in the 

experiment (Schlaberg et al., 2006). ERT has not yet been used to measure a moving 

fluid, but holds potential for being a non-intrusive technique for measuring the high 

sediment concentrations found at the base of turbidity currents. 

The overall aim of this chapter is to evaluate the ERT method, including the inversion 

software, for measurement of high concentration flows in a flume. We achieve this 

aim by answering the following questions: 

 First, the chapter aims to test the sensitivity of the inversion from voltage to 

sediment concentration, by examining how variation of the parameters set 

within the inversion software affects the shape and absolute values of the 

resulting sediment concentration profiles.   

 Second, the resulting sediment concentration profiles are compared with 

previous studies to validate the sediment concentration profiles produced by 

the experiments.  

 Third, this chapter comments on the feasibility of measuring sediment 

concentrations in dense basal layers with the non-invasive ERT technique for 

measuring sediment concentrations above 20%, and further modifications to 

the method are suggested. 

4.2 Methodology 

In this section we begin by describing and explaining our choice of flume tank used in 

the experiments. We outline the flow velocity measurement apparatus, and the 

sediment used. We then introduce the modified ERT system and explain the 

experimental procedure. Finally, we explain how the resistivity inversion algorithm 

works. 
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An annular flume (Fig. 1) was used for this study because it enables 

generation of fast flows with a dense basal layer (Sumner et al., 2008). Annular 

flumes are ring-shaped flumes that generate a shear flow using rotating paddles 

(Booij, 2003). There are different types of annular flumes, some in which only the top 

ring and paddles rotate (e.g., Thompson et al., 2003) and others in which, in addition, 

the base counter rotates (e.g., Sumner et al., 2008). The annular flume used in this 

study has a counter rotating base and has a radius of 0.53 m. The channel is 0.33 m 

deep to the top of the paddles and 0.145 m wide, holding 160 litres of water (Fig. 1a). 

The paddles are 10 cm long. Two motors drive the base and the paddles for a user-

defined duration, and can generate flows of up to 3.5 ms-1 (Sumner et al., 2008). The 

motors can be set to accelerate or decelerate linearly at a user-defined rate. The base 

counter-rotates to reduce secondary circulation of the fluid caused by centrifugal 

acceleration of the rotating flow (see below). 

The advantage of using annular flumes over lock-exchange flume tanks (Felix 

et al., 2005; Felix & Peakall, 2006) is that annular flumes can generate much higher 

flow velocities (many metres per second rather than centimetres per second) and thus 

suspend sediment of a similar size to that found in nature (Bath Enright et al., 2017). 

Another advantage of using annular flumes over straight recirculating flumes (Baas 

and Best, 2008) is that you can recirculate the sediment-water mixture without 

destroying the dense basal layer and the structure (e.g. stratification) of the flow 

(Sumner et al., 2008). 

 The primary disadvantage to using an annular flume is the generation of a 

secondary circulation cell during experimentation. Secondary circulation effects 

disrupt the cross-channel shear stress profile, and thus the concentration, velocity, and 

turbulence profiles. Rotation of the flume generates a centrifugal effect on the flow 

and causes superelevation of the water towards the outside of the flume tank (Booij, 

2003; Sumner et al., 2008). The hydrostatic pressure at the outer wall is therefore 

higher than the inner wall, causing water to flow from the outer wall to the inner wall 

(Booij, 2003). This heterogeneity in hydrostatic pressure generates a circulation cell 

that is inwardly directed at the base of the channel and outwardly directed towards the 

surface of the flow. In the counter-rotating annular flume used here a counter-rotating 

base is combined with the rotating paddles to generate a secondary circulation cell 

that flows in opposition to the secondary circulation cell caused by the paddles, thus 

reducing the effect of the basal secondary flow (Booij, 2003). The disadvantage of the 
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counter-rotating flume is that is typically needs a calibration to link a rotation velocity 

of the flume to a flow velocity. Here we bypass the need for such calibration by 

installing a velocity sensor in the flume (Fig. 1). 

 

4.2.1 Experimental Apparatus 

To create the sediment suspension in the flume, we used 20 kg of angular kiln-dried 

sand with a D50 of 250 µm (Fig. 2). We used this quantity for sediment to avoid the 

formation of a stationary bed at our selected velocities. The velocities were selected to 

reproduce field-scale bed shear stresses of about 0.1 m/s (Straub and Mohrig, 2008; 

Cartigny et al., 2013). We chose fine to medium sand in these experiments because 

such grain sizes are commonly found in nature and used in other flume experiments 

(Sumner et al., 2008). 

A single Metflow UVP-DUO 1MHz uDvp (ultrasonic Doppler velocity 

profiler) transducer with an active diameter of 20 mm was used to measure flow 

velocity. We used the flow data to calculate velocity profiles ~150 mm downstream of 

the ERT (Fig. 1b, Table 1). We use two different velocities in the experiments; 0.7 ms-

1 and 0.75 ms-1 for comparison. These velocities were chosen because they produced 

shear velocities similar to those measured in turbidity currents; u* ≈ 0.09 – 0.1 ms-1 

(Cartigny et al., 2013), and were able to suspend most of the sediment whilst allowing 

a thin (centimetre-thick) basal layer to develop. The uDvp transducer was fixed 160 

mm above the bed and set at an incidence angle of 60o normal to the flow (De Leeuw 

et al., 2016). The transducer recorded flow velocity at 299 depths through the water 

column, and the sampling interval was set to its minimum of 173 ms (Table 1). 
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FIGURE 1: A) SCHEMATIC OF THE ANNULAR FLUME USED IN THE EXPERIMENT, B) AERIAL VIEW OF THE 

ANNULAR FLUME WITH LOCATIONS OF THE ERT AND UDVP (AFTER SUMNER ET AL., 2008), C) IN-PROFILE 

CONFIGURATION OF THE ERT AND UDVP. 

 

FIGURE 2: GRAIN SIZE DISTRIBUTION IN A 153G SUBSAMPLE OF SAND FROM THE SAND USED IN THE 

EXPERIMENTS, MEASURED USING SIEVES. 
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Active diameter of instrument 20 mm 

Number of bins 299 

Number of profiles 1200-1400 

Sampling speed 173 ms 

Sound speed 1500 m/s 

Velocity resolution 8.719 - 10.068 mm/s 

Minimum velocity -1288 to -1116 mm/s 

Maximum velocity 1107 to 1278 mm/s 

Max. Depth 252 mm 

Probe Angle 60o 

Beam divergence half-angle 2.2o 

Probe Frequency 1 MHz 

Number of cycles 30 

Number of repetitions 512 

Minimum measurement distance 3.75 mm 

Maximum measurement distance 227.25 mm 

Bin length 0.75 mm 

Bin width 22.5 mm 

TABLE 2: THE PARAMETERS OF THE UDVP USED IN THE EXPERIMENTS. 

Sediment concentration was inferred with a modified version of an Electrical 

Resistivity Tomography (ERT) array. The ERT was positioned ~20 cm upstream of the 

uDvp, so that the ERT measurements were not disrupted by the presence of the uDvp 

(Fig. 1c). The ERT probe lay flush with the bed and walls of the flume and did not 

disrupt the flow stratification profile (Fig. 3). 

4.2.2 Electrical Resistivity Tomography Design 

The ERT system used in this experiment is a modified version of a rock physics ERT 

system developed at the National Oceanography Centre Southampton (North et al., 

2013). Previous experiments used regularly spaced linear arrays of electrodes but 

highlighted that electrode sensitivity was highest when spaced closely together 

(Schlaberg et al., 2006). In this experiment the ERT electrode array consists of two 

sub-arrays of 16 parallel gold strip electrodes each, placed back to back, with 

logarithmic spacing (Fig. 3). The electrodes are closely spaced in the centre of the 

flume, which increases the measurement sensitivity of the expected high sediment 
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concentration close to the bed in the centre of the flume. Focusing measurements in 

the centre of the flume also reduces the influence of the walls and the intersection at 

the flume wall and flume base where measurement distortions (thus concentration 

profile distortions) occur. Electrodes at the periphery of the array enable measurement 

of sediment concentration higher up in the water column due to the arcuate path 

followed by electricity between the probes (Fig. 3). The parallel arrangement of strip 

electrodes in the planar ERT electrode array helps to average out any variations in the 

downstream direction.  

Tomography is typically used to produce 2D cross sections of the spatial 

variation in resistivity or conductivity. Irregular spacing of electrodes has been shown 

to produce a distorted visual representation of resistivity, due to the higher sensitivity 

where electrodes are closely spaced (Schlaberg et al., 2006). Here we use tomography 

to produce a one-dimensional sediment concentration profile. 

 

FIGURE 3: A) THE ERT ARRAY USED IN THIS EXPERIMENT IN PLACE IN THE ANNULAR FLUME, B) 

ILLUSTRATION OF THE ERT HIGHLIGHTING ELECTRICAL PATHWAYS DURING EXPERIMENTS. 

The electrode pairs of the ERT system measure the differential potential (𝑉) at a set current 

(𝐼), which is converted to resistivity 𝑅 using 𝑅 = 𝑉/𝐼. The measured resistivity then has to be 

converted into sediment concentration. Linear and power-law models have been proposed and 

tested to convert resistivity to sediment concentration (Landauer, 1952; Dick and Sleath, 

1991; Lanckriet et al., 2013). Here we use the well-tested linear model (Dick and Sleath, 

1991; Lanckriet et al., 2013):  

𝑟𝑓

𝑟𝑚
= 1 − 𝐶                                                     (2) 

where, rf is the resistivity of the ambient fluid, rm is the resistivity of the fluid-

sediment mixture and C is the sediment concentration. A total of 208 voltage 

measurements were taken per cycle. The technique used to invert resistivity into a 

sediment concentration profile is described in Section 4.2.4. 
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4.2.3 ERT Calibration 

The ERT was calibrated by installing the ERT in the annular flume and measuring the 

resistivity of seawater (2.2 ohms). The sand volume was then added to the annular 

flume and the resistivity of the packed bed (3.2 ohms) was measured. The seawater 

(i.e., 0% sediment concentration) and packed bed (i.e., maximum possible sediment 

concentration) were used to calibrate the linear model (Eqn. 2). 

4.2.4 Experimental Procedure 

During each run of the experiment the ERT and the uDvp were secured in the tank 

along with a 1% volumetric concentration of the kiln dried sand. The UDVP was set 

recording flow velocity before the annular flume was rotated. Once the flume had 

reached its maximum rotational velocity the ERT was activated from an external 

console. Resistivity and flow measurements were captured synchronously for a 

duration of five minutes. Average flow velocity was calculated, and an average 

sediment concentration was inferred using an inversion algorithm (See section 4.2.5). 

4.2.5 Resistivity Inversion Algorithm 

In this chapter, we aim to measure sediment concentration profiles within the flow; 

however, the ERT method measures the differential potential (in volts) between two 

electrodes. This is a common problem in geophysics where interpretation (e.g. 

physical properties of buried sediments) is required from remotely sensed 

measurements of the subsurface (Vardy et al., 2017). In such scenarios, an inverse 

model is often employed to provide the closest match between a theoretically 

computed dataset and the measured data (Provenzano et al., 2017). An inversion uses 

the actual results of measurements (e.g. differential potential), converted to resistivity, 

to infer the values of the parameters that characterise the system (e.g. sediment 

concentration; Tarantola, 2005)). We employ an inversion and an optimisation routine 

to iteratively reduce the difference between a predicted resistivity computed from a 

modelled distribution of sediment concentrations and our measurements of resistivity.  

Here, theoretically predicted resistivity values are produced by a forward 

model using EIDORS software (Electrical Impedance and Diffuse Optical 

Tomography Reconstruction Software). EIDORS is open-source software that has 

been developed by research and industry communities that analyse a wide range of 

tomography and resistivity data (http://eidors3d.sourceforge.net/).   

http://eidors3d.sourceforge.net/
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4.2.3.1 How the inversion was implemented 

The implementation of the inversion is a modified version of the ERT inversion 

developed by North et al., (2013). The novel part is the implementation of the 

sediment concentration profile and its associated constraints.  

Step 1 – Estimate the resistivity that would result from a theoretical sediment 

concentration profile (Forward Model) 

First, a 3D finite element model was constructed using a mesh with approximately 

10,000 elements. Within the model an initial theoretical sediment concentration profile 

was assumed, which was then inverted to define a ‘calculated’ resistivity series for 

comparison with the measured resistivity series. Several constraints were placed on 

sediment concentration at this stage to obtain a stable sediment concentration inversion. 

First, spatial variability in the sediment concentration was constrained to only vary with 

depth. Secondly, vertical sediment concentration profiles were constrained to comply 

with several boundary conditions: 1) the sediment concentration cannot be negative; 2) 

the sediment concentration cannot exceed 70%; and 3) sediment concentration profile 

is specified by a prescribed number of inflection points. Based on the initial sediment 

concentration profiles, the forward model calculates a series of resistivities for each 

electrode pair for a given applied current. 

Step 2: Compile observed measurements from the ERT flume experiment (as-

measured resistivity) 

Second, a ‘measured’ resistivity series was compiled by converting the measured 

differential potential between each electrode pair into resistivity. The conversion from 

voltage to resistivity was achieved using: 𝑅 = 𝑉/𝐼. This produced a series of apparent 

resistivities with individual values corresponding to each electrode pair. 

Step 3: Compute the difference between the predicted resistivity (Forward 

Model) and the measured resistivity  

Third, we compared the resistivity from the Forward Model (Step 1) with the direct 

resistivity measurements (Step 2) to determine how closely the measured results match 

with the forward model. This comparison was defined as the error and was quantified 

by: 

𝐸𝑟𝑟𝑜𝑟(𝑖) = √∑ (𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 𝑟𝑒𝑠𝑖𝑠𝑡𝑖𝑣𝑖𝑡𝑦(𝑖) − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑟𝑒𝑠𝑖𝑠𝑡𝑖𝑣𝑖𝑡𝑦(𝑖))2𝑖=208
𝑖=1 + 𝛼𝑇       (3) 

Here the smoothing term,  𝛼𝑇 , was employed to penalise non-smooth solutions as 

resistivity inversions can often yield initially highly irregular profiles. 𝑇 quantifies the 
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irregularity of the solution using Tikhonov regularisation, a method widely used in ill-

posed problems with non-unique solutions (Wiik et al., 2015). The 𝛼 is a scaling factor 

that was set manually with the aim of balancing the regularisation information and the 

measured data so that one is not over-represented in the output concentration profile 

(Wiik et al., 2015). Therefore low 𝛼 values would yield little smoothing, but too low 

an 𝛼 value would introduce instabilities into the inversion. This penalty was necessary 

to ensure that subsequent iterations of the forward model are not based on an initially 

unrealistic output and is used routinely in resistivity inversions (Dickin and Wang, 

1996; Lavoué et al., 2010). In our case we used an 𝛼 value of 1x10-4 because it produced 

smooth sediment concentration profiles. 

 

FIGURE 4: A) DIFFERENCE BETWEEN APPARENT RESISTANCE OF THE MODEL SERIES AND DATA SERIES AFTER 

THE ADDITION OF 3 INFLECTION POINTS USING AN 𝛼 VALUE OF 1X10-4. B) RESIDUAL ERROR AS A 

PERCENTAGE DIFFERENCE BETWEEN THE MODEL AND DATA SERIES. 

Step 4: Reduce the error using an optimisation routine  

In order to find the output of the forward model that most closely matches the real 

measurements from the ERT flume experiment, we then implemented an optimisation 

routine in Matlab, known as the Nelder-Mead Simplex (Nelder and Mead, 1965; 

Marwala, 2010). This method has previously been successfully used in resistivity 

inversions to hunt for the lowest degree of error of a modelled output through an 

iterative variation of parameters (Hoverstein et al., 1982; Lambot et al., 2006). During 

the optimisation routine, some parameters were fixed; 1) the minimum sediment 

concentration - defined as clear water; 2) the height of the top and base of the flow; 3) 

the height and number of inflection points in the concentration profile. This 

a) 

b) 
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optimisation provides a revised theoretical sediment concentration that is fed back into 

the Forward Model (Step 1) as another iteration of the model was run. 

Step 5: Iterate Steps 1 to 4 to provide the solution that best matches the 

measured data 

Steps 1 to 4 were repeated 20 times for the first inflection point and 50 times (the 

number of repetitions in this case was arbitrary) for each subsequent inflection point, 

and the error value (Eqn. 3) was computed to determine the model performance (Fig. 

5). To test the model sensitivity, the model was run for one, two and three inflection 

points in the profile. 

 

FIGURE 5: DECLINING DEGREE OF DIMENSIONLESS ERROR AS DEFINED IN EQUATION 3 BETWEEN THE MODEL 

AND THE DATA WITH EACH ITERATION OF THE INVERSION ALGORITHM. 
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FIGURE 6: FLOW CHART DEPICTING THE PROCESS OF THE FINITE ELEMENT MODEL. 

4.2.4 Calculation of the Particle Shields Number 

In this paper we estimate the Shields parameter of each flow to compare the measured 

thickness of the dense basal layer with previous measurements and predictions 

(Wilson, 1987; Sumer et al., 1996; Dohmen-Janssen, 2002) as a way of validating the 

thickness reported by the ERT data inversion. The Shields parameter (𝜏∗) is defined 

as (Shields, 1936): 

𝜏∗ =  
𝜏

(𝜌𝑠 −𝜌)𝑔𝐷50
                                                  (4) 

where 𝜏 is bed shear stress, 𝜌𝑠 is the density of sediment, 𝜌 is the fluid density, 𝑔 is 

the gravitational constant (9.81 ms-1s-1), and 𝐷50 is the average grain size (250 μm). 

We estimate bed shear stress from the velocity profile using the least squares 

regression method (Yu and Tan, 2006): 

𝜏 = 𝑘
𝑛 ∑ 𝑢𝑖 𝑙𝑛 𝑧𝑖 − ∑ 𝑢𝑖 ∑ ln 𝑧𝑖

𝑛 ∑ 𝑙𝑛2𝑧𝑖−(∑ ln 𝑧𝑖)2                                           (5) 

where 𝑘 is the von Kármán’s constant (0.405), n is the number of measuring points, 

𝑢𝑖   is the velocity measurement, and 𝑧𝑖 is the height of the velocity measurement (Yu 
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and Tan, 2006). All points must be within the logarithmic boundary layer (Yu and 

Tan, 2006).   

4.3 Results 

The overall aim of this study is to evaluate the ERT method for the measurement of 

dense basal layers in a flume. The first part of the results focuses on the sediment 

concentration profiles and their response to varying the prescribed number and 

location of the inflection points used in the inversion. The second part presents the 

velocity profiles and the associated bed shear stresses. 

4.3.1 Sediment Concentration 

Overall, we see that below the velocity maximum the sediment concentration 

decreases almost linearly with height from the bed, and above the velocity maximum 

the sediment concentration is constant with height. The ERT records a similar 

thickness for the dense basal layer (region of high sediment concentration) between 

the high and low velocity experiments (Fig. 7). The experiments are characterised by 

a similar (~ 63%) sediment concentration at the bed. The inflection points are plotted 

at the same height between experiments. The lowermost inflection point indicates a 

difference of ~6 % sediment concentration between the high velocity (~ 31%) and 

low velocity (~ 36%) experiments (Fig. 7b). Above the dense basal layer, the 

sediment concentration remains relatively constant for both experiments (< 3%). The 

low velocity experiments are characterised by relatively lower suspended sediment 

concentrations (~ 2%) compared to the high velocity experiments (~ 3%). 

 

FIGURE 7: A) FLOW VELOCITY PROFILE MEASURED DURING EACH EXPERIMENT, B) SEDIMENT 

CONCENTRATION PROFILES MEASURED DURING EACH EXPERIMENT USING THREE INFLECTION POINTS IN THE 

INVERSION. THE INFLECTION POINTS ARE SHOWN AS STARS. 
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The first dependency analysed here is how the sediment concentration profiles 

respond to varying the number of inflection points in both the high velocity (0.75 ms-

1; Fig. 8a) and the low velocity experiments (0.7 ms-1; Fig. 8b).  If only a single 

inflection point is specified in the inversion, then the sediment concentration near the 

bed stays below the sediment concentration of a stationary bed, while the sediment 

concentration higher up in the flow remains relatively high (8 - 10%).  When three 

inflection points are specified in the inversion the sediment concentration profile is 

characterised by a higher gradient, where the sediment concentration just above the 

bed approaches that of a stationary bed (60 - 70%), while the concentration higher up 

in the flow falls back to a few percent.  Further addition of inflection points does not 

lead to any marked difference in the profile shape (Fig. 8).   

 

FIGURE 8: A) SENSITIVITY ANALYSIS OF THE NUMBER OF INFLECTION POINTS FOR THE HIGH VELOCITY 

(0.75 MS-1) EXPERIMENT, B) SENSITIVITY ANALYSIS OF THE NUMBER OF INFLECTION POINTS FOR THE LOW 

VELOCITY (0.7 MS-1) EXPERIMENT. INFLECTION POINTS ARE HIGHLIGHTED BY STARS. 

The second dependency analysed here is how the sediment concentration 

profiles respond to varying heights of three inflection points (Table 2; Fig. 9). The 

densest part of the flow (above 30 - 40% concentration; Fig 9) is the most stable and 

sediment concentration estimates vary by up to 6%, with thickness estimates varying 

by up to 2.5 mm for any fixed height. The interface between the dense basal layer and 

the relatively dilute body of the flow are most sensitive to changes in inflection point 

height and vary by up to ~ 30% (e.g., Fig. 9b) sediment concentration, with 

thicknesses varying by up to 5 mm for any fixed height. 
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Anchor 

point [ m ] 

Inflection point heights  

[ m ] 

0.035 

0.018 0.070 

0.020 0.061 

0.015 0.082 

0.025 

0.013 0.050 

0.014 0.044 

0.011 0.059 

0.017 

0.009 0.034 

0.010 0.030 

0.007 0.040 

0.01 

0.005 0.020 

0.006 0.018 

0.004 0.023 

TABLE 3: POSITIONS OF THE INFLECTION POINTS IN FIGURE 8. THE ANCHOR INFLECTION POINT IS THE 

CENTRAL INFLECTION POINT. THE ANCHOR POINT IS FIRST DIVIDED TO GIVE ONE INFLECTION POINT, AND 

THEN MULTIPLIED BY THE SAME VALUE TO GIVE ANOTHER, TOTALLING 3 INFLECTION POINTS FOR EACH 

SEDIMENT CONCENTRATION PROFILE. 

 
FIGURE 9: SENSITIVITY ANALYSIS OF THE HEIGHT OF THE INFLECTION POINTS HIGHLIGHTING THE AVERAGE 

SEDIMENT CONCENTRATION PROFILE (ORANGE LINE) OF THE A) LOW VELOCITY, AND B) HIGH VELOCITY 

EXPERIMENTS. THE DATA RANGES ARE ALL VARIATIONS OF INFLECTION POINT HEIGHTS WHEN USING 3 

INFLECTION POINTS (SEE TABLE 2). 

4.3.2 Velocity Profiles and Bed Shear Stresses 

During the experiment it was observed that most of the sediment was in suspension 

with a stationary layer a few grains thick on the base of the flume. The flow recorded 

by the uDvp shows a similar average velocity structure for each run (Fig. 9). There is 

a ~20 mm region at the base of the flow, below the velocity maximum, where the 

flow velocity begins to decay, and an upper region where the velocity is constant with 

height (Fig. 9a).  
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FIGURE 10: LINEAR CORRELATION FOR THE BOUNDARY LAYER OF THE VELOCITY PROFILES: R2 = > 0.99. 

From the velocity profiles we calculate the shear stress and a shear velocity 

(Eqn. 5), from which we can derive the Shield’s number (Eqn. 4). The shear velocity 

was calculated to be between u* ≈ 0.09 – 0.1 ms-1, and the Shields number was 

calculated to be between ~2.1 – 2.7 for the experiments presented here. We also 

estimate the level of any potential stationary bed by plotting the common logarithm 

(log10) of the height above bed against the velocity in the logarithmic layer (Fig. 10). 

From this we plot a linear regression to find the y-intercept to estimate the position of 

the bed (Van Rijn, 2011). The logarithm of the height above the bed correlated well 

(R2 > 0.99) with the velocity at that height, indicating that our shear stress estimation 

was accurate. The linear regression to estimate bed height indicated the absence of a 

stationary bed, with an intercept of ~ 0 mm in the high velocity (0.75 ms-1) 

experiments, and an intercept of ~ 0.1 – 0.3 mm in the low velocity (0.7 ms-1) 

experiments (keeping in mind the D50 of 0.25 mm). This estimate is in agreement with 

visual observations. 

 

4.4 Discussion 

In this section we discuss the sensitivity of the sediment concentration profiles to the 

number and height of the inflection points specified in the inversion. Second, we 

compare the dense basal layer thickness recorded in our experiments with the 

thickness recorded in other experiments, and in nature. Third, we consider whether 
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the ERT is a suitable apparatus for measuring dense basal layers in flows generated in 

a flume tank and provide suggestions for future modifications and further tests. 

 

4.4.1 Sensitivity of the Sediment Concentration Profiles to Inversion Software 

Parameters 

The first aim of this chapter is to test how sensitive the inversion from voltage to 

sediment concentration is to variations in the different parameters in the inversion 

software. Our results show that the inversion is not very sensitive to alterations in the 

number of inflection points defined in the software (Fig. 8) but is more sensitive to 

their position in the profile (Fig. 9). We find it is best to have at least three inflection 

points in the region of interest to work towards producing a sensible sediment 

concentration profile (Fig. 8). However, it is important that those inflection points are 

in the area with the highest sediment concentration gradient (Fig. 9; i.e., the top of the 

dense basal layer). Adjusting the height of the inflection points a number of times will 

produce a range of sediment concentration profiles from which an average can be 

drawn (Fig. 9). In these experiments we estimate the thickness of the dense basal 

layer using visual observations of the dense basal layer. If an approximation of the 

thickness of the dense basal layer is not available, then it would be best to initially 

introduce more than three inflection points at a range of heights in the profile. The 

additional inflection points at different positions will produce physically unrealistic 

variation (i.e., a region of relatively low sediment concentration beneath a region of 

relatively high sediment concentration or vice versa) in the sediment concentration 

profile but will indicate roughly the location where the changes in sediment 

concentration are most pronounced. Once the top level of the dense basal layer is 

known, then adding 3 - 5 inflection points around that level is likely to provide the 

best results.  

 

4.4.2 Comparison of Sediment Concentration Profiles with Previous Measurements 

and Theory 

The second aim of this chapter is to compare the results of the experiments to 

theoretical sediment concentration profiles, as well as measured sediment 

concentration profiles from previous experiments. First, we use the flow properties to 

predict dense basal layer thickness and compare theoretical predictions with our 
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results, and then we compare our results to previously published sediment 

concentration profiles measured using alternative equipment. 

Here we use flow properties to empirically estimate the height of the dense 

basal layer. Bed thickness estimates indicated no static bed, or maybe a very thin 

static bed (up to 0.3 mm, or 1 grain). We find the Shields parameter of the flows in 

this study to be 2.1 and 2.7, for the low and high velocity experiments respectively. 

Higher shear stress should give a thicker dense basal layer as more of the bed depth is 

mobilised (Wilson, 1987; Sumer, 1996; Dohmen-Janssen and Hanes, 2002). Based on 

the experimental results of Wilson (1987), Sumer (1996), and Dohmen-Janssen and 

Hanes (2002), our Shield’s parameter values should produce a dense basal layer of 

approximately 20 - 40 grain thicknesses (Fig. 11). A D50 of 250 µm would give a 5 - 

10 mm thick sheet flow layer. We record an average dense basal layer thickness of 

approximately 15 mm in the low velocity experiment, and 13 mm in the high velocity 

experiments (Fig. 9), which we define using the 9% concentration criteria of Bagnold 

to define the top of the dense basal layer (Bagnold, 1954). The decrease in the 

thickness of the basal layer with an increased bed shear stress is not consistent with 

previous models. The difference can be explained by the fact that sediment 

concentrations higher up in the flow (i.e., above the dense basal layer) are greater 

during the high velocity run. The decrease in thickness of the dense basal layer could 

be explained by a lower sediment availability at the base of the flow (i.e., a hard 

flume floor), in other words the higher velocities produce a less stratified sediment 

concentration profile. A 15 mm and 13 mm basal layer with a D50 of 250 µm would 

give a dense basal layer thickness of 60 and 52 grains (respectively), which is higher 

than predicted by previous studies. Our observations therefore indicate a dense basal 

layer that is slightly thicker than theoretically predicted. Turbulent ‘sweeps’ created 

by the paddles in the top of the flow could explain the thicker basal layer. 

Alternatively, the ERT technique may mask the top of the layer in such a way that it 

appears thicker. However, the measured thickness of the dense basal layer is 

consistent with the visual observation of the layer being about 0.02 m thick. 
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FIGURE 11: THE LINEAR RELATIONSHIP BETWEEN THE SHIELD’S PARAMETER AND THE GRAIN THICKNESS OF 

THE SHEET FLOW LAYER (After Wilson, 1987; Sumer et al., 1996; Dohmen-Janssen, 2002). 

In addition to using flow properties to predict dense basal layer thickness, we 

can compare our results to other measured dense basal layers. Dense basal layers have 

been measured using conductivity probes in oscillatory flows (O’Donoghue and 

Wright, 2004; Lanckriet et al., 2014). The measured profiles have shown that 

sediment concentration decays abruptly with height above the bed from 50 - 70%, 

almost linearly, until around 20-30% concentration, and then decay with a power-law 

shape (Lanckriet et al., 2014). Our average profile is markedly similar to this 

description in that the average profile decays almost linearly to around 20-30% 

sediment concentration where the gradient changes (Fig. 9).  

 

4.4.3 Suitability of the ERT for Measuring Dense Basal Layers in a Flume 

The third aim of this chapter is to determine how suitable the ERT technique is for 

measuring dense basal layers in annular flumes. For a measuring device to be suitable, 

it must be both practical and reliable. This section outlines the achievements of the 

modified ERT design and the processing software, as well as offering some 

suggestions for future experiments.  

The ERT was simple to install in the annular flume. The array lay flush with 

the bed of the flume tank and did not disrupt the flow. Other methods used to measure 

sediment concentration in fluid environments such as conductivity probes, or 

sediment syphons may be relatively impractical (Dick and Sleath, 1991), disrupt the 

flow (Sequeiros et al., 2010), or are not necessarily intended for monitoring fast fluid 

flows (Bolton et al., 2002; Lanckriet et al., 2014).  Despite success in our relatively 
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short-duration experiments, the gold electrodes of the ERT are rather fragile, and may 

suffer from abrasion in prolonged flows. The Printed Circuit Board (PCB) used by 

Schlaberg et al., (2006) with its tinned copper electrodes were hardier materials and 

may be more resilient to abrasion by prolonged or faster flows. Furthermore, the ERT 

is housed on electrical ribbon that must be fixed to a surface; this works well in a 

flume where the flume floor is stationary, but may be difficult to reliably implement 

in experiments (or natural settings) with a mobile bed. Assuming the ERT is fixed to a 

metal plate, scour around the plate will modify the flow and destabilise the ERT over 

time. 

The ERT shows a dense basal layer in the region where the dense basal layer 

was observed, where it was inferred by the flow properties, and was close to the range 

predicted by other studies. Validation of the sediment concentration with an existing 

measurement technique, such as an ultrasonic high concentration meter (UHCM) or 

sediment syphons, would provide further validation of the results. UHCM and 

sediment syphons are routinely used in laboratory experiments to characterise 

sediment concentration although their physical presence may disrupt the flow (e.g., 

Felix et al., 2005; Felix and Peakall, 2006). A UHCM or sediment syphons could be 

used to compare the average concentration at a fixed height, and perhaps guide a 

control point in the finite element model. Validation would provide another measure 

to test the reliability of the measurements of the ERT presented here. 

 

4.4.4 Suitability of the Processing Software 
Here we use the open source software EIDORS v3.6. EIDORS is open for 

modification to make the inversion suitable for the purpose but requires considerable 

experience with electrical systems as well as with Matlab itself in order to use it 

effectively. However, being able to modify the source code in Matlab can also be 

viewed as a benefit because one can fully test the software to establish the sensitivity 

of the inversion to the modification of different parameters (in this case the number 

and position of the inflection points as needed to produce reasonable sediment 

concentration profiles from within a dense basal layer).  

 

4.4.5 Wider Application of the Results and Recommendations for Future Studies 

We find a relatively dense (up to ~65% concentration), thin (~13 - 15 mm) basal layer 

that is driven by a dilute overlying turbulent flow in all of the experiments. Previous 
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studies have argued that the dense basal layer produced by a shear flow is indeed 

limited to millimetres regardless of flow scale (Wilson, 1987; Hiscott, 1994; Gao, 

2008; Cartigny et al., 2013; Lanckriet et al., 2014; Patel et al., 2015). Here we show 

that under shear velocities of u* ≈ 0.09 – 0.1, which are comparable to natural flows 

and implies that shear velocity operates independently of scale (Straub and Mohrig, 

2008; Cartigny et al., 2013), we generate dense basal layers of millimetres in 

thickness. This means that flows that are observed to generate a similar shear velocity 

to those recorded in these experiments would likely also be accompanied by a similar 

stratification and sediment concentration profile. Therefore, flows that are 

accompanied by a dense basal layer on the order of metres in thickness are unlikely to 

be driven by shear from the overlying flow. It is likely that the dense basal layer is the 

driving force and main component of the flow (e.g., Sumner and Paull, 2014; Hughes 

Clarke, 2016; Paull et al., 2018) and is likely to behave like a modified grain flow 

(Lowe, 1976; Cartigny et al., 2013). 

Future studies may wish to explore the dynamics of thicker dense basal layers 

with a higher sediment concentration than the ones we simulate here, similar to those 

found in nature. This would further address the disagreement regarding the thickness 

of dense basal layers in turbidity currents. Those studies should not use an annular 

flume or any type of flume that implements a shear flow. A shear flow will always 

generate a basal layer on the order of millimetres to centimetres in thickness. An 

annular flume is useful for testing equipment in the development phase, but 

measurements of the concentration and velocity structure of natural turbidity currents 

are needed to overcome the incompatibility of shear-driven flume tanks, and the 

scaling issues of other experiments such as lock-exchange experiments (De Leeuw et 

al., 2016). 
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Chapter 5: Conclusions and future work 

5.1 Conclusions 

The aim of this thesis was to investigate how sediment density flows interact with the 

seafloor, and how this interaction can alter flow behaviour, and ultimately deposit 

characteristics. The chapters presented were targeting at specific research questions. 

The outcomes of this research are outlined in this section. 

 

5.1.1. How does the trigger mechanism of the sediment density flow control seafloor 

interaction and flow evolution? 

In chapter 2, I posed three questions: (1) which is the most common trigger 

mechanism for turbidity currents? (2) Which trigger mechanism generates turbidity 

currents that rework the most sediment and thus have the greatest effect on delta 

sculpting? And, (3) which trigger mechanism produces the longest runout flows and 

carries the most sediment to the lobes at the end of submarine channels? 

The most common trigger mechanism for turbidity currents on the Squamish 

River delta during the study period was related to sediment settling from dilute 

(hypopycnal) river plumes (plume-triggered). Previous work suggested that landslides 

are the most common trigger of turbidity currents on river deltas, but we find this to 

not be the case. During the three-month survey period, more turbidity currents were 

triggered from settling river plumes than by landslides. No relationship was observed 

between trigger mechanism and flow run-out; however, the turbidity currents 

triggered by river plumes were found to be the most erosive. While both small and 

large submarine landslide-triggered flows were capable of reaching the lobe, plume-

triggered flows were found to deliver the most sediment to the lobe (>60%) during the 

survey period. This study highlights the importance of previously under-appreciated 

settling from river plumes as a trigger for powerful and long run-out turbidity 

currents. 

 

5.1.2. How do sediment density flows entrain fine cohesive sediment from the 

seafloor? 

 

In Chapter 3 I posed three questions: 1) What are the mechanism(s) by which mud 

clasts become armoured and is that armouring permanent? 2) How does armouring 

affect clast abrasion, and what distance can clasts with and without armour be 
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transported? And, 3) what are the implications of clast armouring for flow 

transformations and the interpretation of deep-water deposits? 

The experiments document the first direct evidence that armouring occurs by 

rolling clasts in a sandy substrate and show that clast armour is transient, undergoing 

continual replenishment from the bed. Unarmoured clasts may be indicative of a lack 

of rolling (travelled a short distance, travelled in suspension, or travelled as a floating 

outsize clast in a debris flow, for example) or a lack of available sediment that can 

form armour (i.e. a muddy bed), or that the clay that forms the clast is too hard to 

support armour.  

The experiments also show that, without armour on a hard flume floor, an 8 

cm3 cube-shaped clasts disintegrate within two kilometers. However, following the 

addition of a 1% concentration of suspended sediment, armour develops around clasts 

that more than doubles the distance they can travel. We find that the rate of abrasion 

further declines with increasing sediment concentration, thus increasing travel 

distance by more than four times the distance achieved by unarmoured clasts. A sandy 

substrate can help to improve the transport distance of a clay clast by providing an 

armour of sand. However, natural systems can have muddy substrates, which we did 

not consider in these experiments. Unarmoured clasts may travel farther on muddy 

rather than sandy substrates because the muddy substrate causes less erosion to the 

clast than a hard substrate. Additional experiments are required to investigate the 

transport distances achievable by mud-clasts over a muddy substrate, as well as of 

armoured mud-clasts over a muddy substrate. 

Our results suggest that the presence of armoured clasts in debrites may serve 

as a tool for identifying linked debrites. Our results also suggest that armouring may 

delay flow transformation and be partly responsible for the common occurrence of 

flow transformation in distal lobe environments at the point that the seabed becomes 

muddy, and therefore the sand armour can no longer be replenished. 

 

5.1.3. A novel design of electrical resistivity tomography for measuring dense near-

bed layers in flume tanks 

 

In Chapter 4, the overall aim was to evaluate the ERT method, including the inversion 

software, for measurement of high concentration flows in a flume. This was achieved 

by answering the following questions: 1) The chapter aims to test the sensitivity of the 
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inversion from voltage to sediment concentration, by examining how variation of the 

parameters set within the inversion software affects the shape and absolute values of 

the resulting sediment concentration profiles.  2) The resulting sediment concentration 

profiles were compared with previous studies to validate the sediment concentration 

profiles produced by the experiments. 3) The chapter comments on the feasibility of 

measuring sediment concentrations in dense basal layers with the non-invasive ERT 

technique for measuring sediment concentrations above 20%, and further 

modifications to the method were suggested.  

The sensitivity analysis of the inversion software showed that while the 

resultant sediment concentration profile is sensitive to the number and position of the 

inflection points imposed by the software, the height of the dense basal layer varies by 

+/- 2.5 mm of the average, with an average thickness of ~15 mm in a shear flow. 

Our dense basal layer compared well with previously reported sheet flows. A 

Shields number between 2 and 2.7 with a D50 of 250 µm would give a predicted dense 

basal layer thickness of 20-40 granular thicknesses (5-10 mm). While our thickness is 

higher than the predicted thickness, it is on a similar order.  

The ERT proved practical to install, being that it only required adhesive and 

did not visibly disrupt the flow profile. However, it is not clear how durable the 

design of the ERT hardware may be when used for prolonged periods. Our ERT uses 

gold electrodes printed on a ribbon cable. Other designs use tinned copper electrodes 

printed on PCB, which may be more rugged than the design we used. Furthermore, 

the ribbon cable would be difficult to deploy in settings with a mobile bed where a 

hard flume floor was not available for adhesion. Validation of the results using 

predictive tools worked well, but the method would benefit from further validation 

with sediment syphons or a UHCM to further test the reliability of the method. The 

EIDORS software offered the freedom to modify parameters that may otherwise be 

hidden in commercial software packages. However, the software was not simple to 

use and requires considerable experience with electrical systems as well as Matlab 

itself to be used effectively. 

 

5.2 Future work 

This section highlights potential areas for future work as a result of the chapters of 

this thesis. 
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5.2.1 Field monitoring of other river deltas 

The plume settling mechanism is an under-appreciated trigger for sediment density 

flows, and it is still poorly understood. Results in this thesis highlight the importance 

of the plume trigger in generating long runout, erosive flows, at least on short (3-4 

month) time scales. Improving our understanding of how the trigger works may prove 

valuable in furthering our understanding of river delta evolution as a whole. 

The repeat bathymetric surveys of the Squamish River delta provided valuable 

insights into the frequency of different triggers, as well as the erosiveness and runout 

of the resultant sediment density flows. At the moment the dataset is the only one that 

exists that records successive bathymetric signatures of sediment density flows in 

such detail. It would be interesting to compare the results from the Squamish River 

delta with a similar study in another location. Likewise, it would be useful and 

interesting to compare the trigger against the runout and erosiveness with another 

active site where the triggers are different to the ones at Squamish (e.g. hyperpycnal 

flow in a lake). 

 

5.2.2 Abrading clasts with different properties and different flow parameters 

These experiments provided insights into the evolution of clay clasts and the 

importance of armour for transporting mud clasts long distances. However, there are 

other factors that may assist clast travel distances that the experiments did not 

explore. For example, is initial clast size important? Would a larger clast break up in 

the same way that the clasts in these experiments did? Would differently-shaped (i.e. 

larger, more/less angular) sand grains have a different affect on the rate of clast 

abrasion? How would a clay of a greater or lesser shear strength fare in a similar 

experiment? 

 

5.2.3 Refining the ERT  

In Chapter 4 I use the novel ERT design to infer the sediment concentration and 

thickness of the dense basal layer of a turbulent flow. However, the method is not 

without limitations, which are outlined in Section 4.4.3. At present the inverse 

problem of converting resistivity to a sediment concentration profile remains ill-

posed. Until the problem of converting resistivity to sediment concentration is 

improved, the solution posed by the inversion technique remains non-unique although 
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is within a narrow range (+/- 5 mm on a dense basal layer 13 - 15 mm in height). It 

would be invaluable to reliably measure the sediment concentration at the base of a 

sediment gravity flow without disturbing the flow path (i.e. with a further improved 

ERT).  
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Appendices 

APPENDIX 1: BATHYMETRY PROCESSING MATLAB SCRIPT 

clear all 

close all 

  

  

direc = dir('*.txt') 

%% 

  

for e = 1:93 

    e 

%% user imput 

Vthst=0.4;        % specify contour threshold  

filename= direc(e).name;       % specify the filename to be loaded 

  

% Vthvec=[-Vthst*1000 -Vthst*5 -Vthst*3 -Vthst -Vthst/20 Vthst/200 Vthst/200 Vthst/20 Vthst 

Vthst*3 Vthst*5 Vthst*1000]; 

Vthvec=[-Vthst*100  -Vthst Vthst/20  Vthst Vthst*20  Vthst*100]; 

  

  

%% import the raw data 

  

daylabel=filename(6:8);        % extract three numbers that indicate the last day of the difference map 

channellabel=filename(9);       % extract channel label 

  

% import the difference map data (DM) 

delimiter = ' '; 

startRow = 7; 

formatSpec = 

'%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f
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%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f

%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%f%[^\n\r]'; 

  

importDM= fopen(filename,'r'); % import difference map 

DMch = textscan(importDM, formatSpec, 'Delimiter', delimiter, 'MultipleDelimsAsOne', true, 

'EmptyValue' ,NaN,'HeaderLines' ,startRow-1, 'ReturnOnError', false);      %  

DM = [DMch{1:end-1}]; 

  

% import the corner coordinates (CC) 

startRow = 3; 

endRow = 4; 

formatSpec = 

'%*s%f%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s
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%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s

%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%*s%[^\n\r]'; 

  

importDM= fopen(filename,'r'); 

importCC= textscan(importDM, formatSpec, endRow-startRow+1, 'Delimiter', delimiter, 

'MultipleDelimsAsOne', true, 'HeaderLines', startRow-1, 'ReturnOnError', false); 

CCch1= cellfun(@(x) num2cell(x), importCC, 'UniformOutput', false); 

CCch2= [CCch1{1:end-1}]; 

CC= cell2mat(CCch2); 

  

% clear all unneeded variables 

clearvars -except DM CC Vth daylabel channellabel Vthst Vthvec filename e direc  

  

%% filter out bad points and replace all -9999 values with 0 
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DM= flipud(DM); 

  

[sy, sx]=size(DM); 

for i=1:sy 

    for j=1:sx          

         if DM(i,j)>20 

            DM(i,j)=0; 

         elseif DM(i,j)<-20 

            DM(i,j)=0; 

         end 

    end 

end 

  

%% create matching vector and matrices for x and y 

      

xDMloc = 1:2:(sx*2);        % create local x vector 

yDMloc = 1:2:(sy*2);        % create local x vector 

  

xDM = xDMloc + CC(1)-4.0980*10^6;   % transfer to New Brunswick coordinates 

yDM = yDMloc + CC(2)-4.1210*10^6;   % transfer to New Brunswick coordinates  

  

  

Xmat=repmat(xDM,length(yDM),1); 

Ymat=repmat(yDM,length(xDM),1)'; 

  

xDMvec=reshape(Xmat,[],1); 

yDMvec=reshape(Ymat,[],1); 

DMvec=reshape(DM,[],1); 

  

  

%% plot data 

figure 

contourf(xDM,yDM,DM,Vthvec) 

hold on 

colorbar 

% xlim([600 2400]) 

% ylim([500 1100]) 

%% Generate the contours and split them in individual contours 
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CM=contourc(xDM,yDM,DM,Vthvec);     % extract contour matrix using the specified threshold 

values 

C=contourdata(CM);                      % divide the contour matrix in individual contour, and store it in a 

structure 

  

%% Find all the difference values, the x & y locations of all points within each individual contour 

  

for i=1:length(C);                                              % loop that steps through all the contours 

    if (i==1 | i==100 | i==400 | i==600 | i==800 | i==1000 | i==1200 | i==1400)  

        i; 

    end 

    for j=1:length(Vthvec); 

        %if (C(i).level==Vthvec(j) & j==1);                                      % is the contour equal to the negative 

threshodl value 

        %    in=inpolygon(xDMvec,yDMvec,C(i).xdata,C(i).ydata);      %extract all points with this 

contour 

        %    eval(['Xin.D1c' num2str(i) '=xDMvec(in);']);              %find all x values of the points within 

the contour 

        %    eval(['Yin.D1c' num2str(i) '=yDMvec(in);']);              %find all y values of the points within 

the contour 

        %    eval(['DMin.D1c' num2str(i) '=DMvec(in);']);              %find all difference map values within 

the contour 

        %    eval(['Xin.Dc' num2str(i) '=Xin.D1c' num2str(i) '(DMin.D1c' num2str(i) '<Vthvec(1));']);              

%find all x values of the points within the contour where the difference (DM) is indeed larger than Vth 

(this prevent islands with in contour) 

        %    eval(['Yin.Dc' num2str(i) '=Yin.D1c' num2str(i) '(DMin.D1c' num2str(i) '<Vthvec(1));']);              

%find all y values of the points within the contour where the difference (DM) is indeed larger than Vth 

(this prevent islands with in contour) 

        %    eval(['DMin.Dc' num2str(i) '=DMin.D1c' num2str(i) '(DMin.D1c' num2str(i) '<Vthvec(1));']);            

%find all DM values of the points within the contour where the difference (DM) is indeed larger than 

Vth (this prevent islands with in contour)  

        %    eval(['DMDS(' num2str(i) ')=sum(DMin.Dc' num2str(i) ')*4;']);              %sum all  DM values 

within the contour and multiply by area (2x2m) 

        %    eval(['XDm(' num2str(i) ')=mean(Xin.Dc' num2str(i) ');']);              % extract mean x value for 

this contour 

        %    eval(['YDm(' num2str(i) ')=mean(Yin.Dc' num2str(i) ');']);              % extract mean y value for 

this contour 

        %    eval(['Ym(' num2str(i) ')=nanmean(Yin.Dc' num2str(i) ');']);              % extract mean y value 

for this contour and place in a erosion and deposition matrix 
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        %    eval(['Xm(' num2str(i) ')=nanmean(Xin.Dc' num2str(i) ');']);              % extract mean x value 

for this contour and place in a erosion and deposition matrix 

        %    eval(['DMS(' num2str(i) ')=sum(DMin.Dc' num2str(i) ');']);              % extract mean DM value 

for this contour and place in a erosion and deposition matrix      

        if (C(i).level==Vthvec(j) & j<length(Vthvec) & Vthvec(j)<0);                                      % is the 

contour equal to the negative threshodl value 

            in=inpolygon(xDMvec,yDMvec,C(i).xdata,C(i).ydata);      %extract all points with this contour 

            eval(['Xin.D1c' num2str(i) '=xDMvec(in);']);              %find all x values of the points within the 

contour 

            eval(['Yin.D1c' num2str(i) '=yDMvec(in);']);              %find all y values of the points within the 

contour 

            eval(['DMin.D1c' num2str(i) '=DMvec(in);']);              %find all difference map values within 

the contour 

            eval(['Xin.Dc' num2str(i) '=Xin.D1c' num2str(i) '(DMin.D1c' num2str(i) '<Vthvec(' num2str(j) ') 

& DMin.D1c' num2str(i) '>Vthvec(' num2str(j-1) '));']);              %find all x values of the points within 

the contour where the difference (DM) is indeed larger than Vth (this prevent islands with in contour) 

            eval(['Yin.Dc' num2str(i) '=Yin.D1c' num2str(i) '(DMin.D1c' num2str(i) '<Vthvec(' num2str(j) ') 

& DMin.D1c' num2str(i) '>Vthvec(' num2str(j-1) '));']);              %find all y values of the points within 

the contour where the difference (DM) is indeed larger than Vth (this prevent islands with in contour) 

            eval(['DMin.Dc' num2str(i) '=DMin.D1c' num2str(i) '(DMin.D1c' num2str(i) '<Vthvec(' 

num2str(j) ') & DMin.D1c' num2str(i) '>Vthvec(' num2str(j-1) '));']);            %find all DM values of the 

points within the contour where the difference (DM) is indeed larger than Vth (this prevent islands with 

in contour)  

            eval(['DMDS(' num2str(i) ')=sum(DMin.Dc' num2str(i) ')*4;']);              %sum all  DM values 

within the contour and multiply by area (2x2m) 

            eval(['XDm(' num2str(i) ')=mean(Xin.Dc' num2str(i) ');']);              % extract mean x value for 

this contour 

            eval(['YDm(' num2str(i) ')=mean(Yin.Dc' num2str(i) ');']);              % extract mean y value for 

this contour 

            eval(['Ym(' num2str(i) ')=nanmean(Yin.Dc' num2str(i) ');']);              % extract mean y value for 

this contour and place in a erosion and deposition matrix 

            eval(['Xm(' num2str(i) ')=nanmean(Xin.Dc' num2str(i) ');']);              % extract mean x value for 

this contour and place in a erosion and deposition matrix 

            eval(['DMS(' num2str(i) ')=sum(DMin.Dc' num2str(i) ');']);              % extract mean DM value 

for this contour and place in a erosion and deposition matrix      

        elseif (C(i).level==Vthvec(j) & j<length(Vthvec) & Vthvec(j)>0);                                      % is the 

contour equal to the negative threshodl value 

            in=inpolygon(xDMvec,yDMvec,C(i).xdata,C(i).ydata);      %extract all points with this contour 

            eval(['Xin.D1c' num2str(i) '=xDMvec(in);']);              %find all x values of the points within the 

contour 
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            eval(['Yin.D1c' num2str(i) '=yDMvec(in);']);              %find all y values of the points within the 

contour 

            eval(['DMin.D1c' num2str(i) '=DMvec(in);']);              %find all difference map values within 

the contour 

            eval(['Xin.Dc' num2str(i) '=Xin.D1c' num2str(i) '(DMin.D1c' num2str(i) '>Vthvec(' num2str(j) ') 

& DMin.D1c' num2str(i) '<Vthvec(' num2str(j+1) '));']);              %find all x values of the points within 

the contour where the difference (DM) is indeed larger than Vth (this prevent islands with in contour) 

            eval(['Yin.Dc' num2str(i) '=Yin.D1c' num2str(i) '(DMin.D1c' num2str(i) '>Vthvec(' num2str(j) ') 

& DMin.D1c' num2str(i) '<Vthvec(' num2str(j+1) '));']);              %find all y values of the points within 

the contour where the difference (DM) is indeed larger than Vth (this prevent islands with in contour) 

            eval(['DMin.Dc' num2str(i) '=DMin.D1c' num2str(i) '(DMin.D1c' num2str(i) '>Vthvec(' 

num2str(j) ') & DMin.D1c' num2str(i) '<Vthvec(' num2str(j+1) '));']);            %find all DM values of 

the points within the contour where the difference (DM) is indeed larger than Vth (this prevent islands 

with in contour)  

            eval(['DMDS(' num2str(i) ')=sum(DMin.Dc' num2str(i) ')*4;']);              %sum all  DM values 

within the contour and multiply by area (2x2m) 

            eval(['XDm(' num2str(i) ')=mean(Xin.Dc' num2str(i) ');']);              % extract mean x value for 

this contour 

            eval(['YDm(' num2str(i) ')=mean(Yin.Dc' num2str(i) ');']);              % extract mean y value for 

this contour 

            eval(['Ym(' num2str(i) ')=nanmean(Yin.Dc' num2str(i) ');']);              % extract mean y value for 

this contour and place in a erosion and deposition matrix 

            eval(['Xm(' num2str(i) ')=nanmean(Xin.Dc' num2str(i) ');']);              % extract mean x value for 

this contour and place in a erosion and deposition matrix 

            eval(['DMS(' num2str(i) ')=sum(DMin.Dc' num2str(i) ');']);              % extract mean DM value 

for this contour and place in a erosion and deposition matrix      

        %elseif (C(i).level==Vthvec(j) & j==length(Vthvec));                                      % is the contour 

equal to the negative threshodl value 

        %    in=inpolygon(xDMvec,yDMvec,C(i).xdata,C(i).ydata);      %extract all points with this 

contour 

        %    eval(['Xin.D1c' num2str(i) '=xDMvec(in);']);              %find all x values of the points within 

the contour 

        %    eval(['Yin.D1c' num2str(i) '=yDMvec(in);']);              %find all y values of the points within 

the contour 

        %    eval(['DMin.D1c' num2str(i) '=DMvec(in);']);              %find all difference map values within 

the contour 

        %    eval(['Xin.Dc' num2str(i) '=Xin.D1c' num2str(i) '(DMin.D1c' num2str(i) '>Vthvec(' 

num2str(j) '));']);              %find all x values of the points within the contour where the difference (DM) 

is indeed larger than Vth (this prevent islands with in contour) 
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        %    eval(['Yin.Dc' num2str(i) '=Yin.D1c' num2str(i) '(DMin.D1c' num2str(i) '>Vthvec(' 

num2str(j) '));']);              %find all y values of the points within the contour where the difference (DM) 

is indeed larger than Vth (this prevent islands with in contour) 

        %    eval(['DMin.Dc' num2str(i) '=DMin.D1c' num2str(i) '(DMin.D1c' num2str(i) '>Vthvec(' 

num2str(j) '));']);            %find all DM values of the points within the contour where the difference 

(DM) is indeed larger than Vth (this prevent islands with in contour)  

        %    eval(['DMDS(' num2str(i) ')=sum(DMin.Dc' num2str(i) ')*4;']);              %sum all  DM values 

within the contour and multiply by area (2x2m) 

        %    eval(['XDm(' num2str(i) ')=mean(Xin.Dc' num2str(i) ');']);              % extract mean x value for 

this contour 

        %    eval(['YDm(' num2str(i) ')=mean(Yin.Dc' num2str(i) ');']);              % extract mean y value for 

this contour 

        %    eval(['Ym(' num2str(i) ')=nanmean(Yin.Dc' num2str(i) ');']);              % extract mean y value 

for this contour and place in a erosion and deposition matrix 

        %    eval(['Xm(' num2str(i) ')=nanmean(Xin.Dc' num2str(i) ');']);              % extract mean x value 

for this contour and place in a erosion and deposition matrix 

        %    eval(['DMS(' num2str(i) ')=sum(DMin.Dc' num2str(i) ');']);              % extract mean DM value 

for this contour and place in a erosion and deposition matrix      

        end 

    end 

end 

  

%% plot points and contour to check whether the points match the contours  

  

% figure 

% subplot(211) 

% for i=1:length(C) 

%     for j=1:length(Vthvec); 

%         if (C(i).level==Vthvec(j)) 

%             %plot(C(i).xdata,C(i).ydata,'k'); 

%             %hold on  

%             eval(['scatter(Xin.Dc' num2str(i) ',Yin.Dc' num2str(i) ',25,[1 ' num2str(j/length(Vthvec)) ' 

0]);']); 

%             hold on 

%         end 

%     end 

% end 

%legend('erosion in red','deposition in blue >Vth','deposition >Vth/20 in black') 

  

% subplot(212) 
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% for i=1:length(C) 

%     for j=1:length(Vthvec); 

%         if (C(i).level==Vthvec(j)) 

%             plot(C(i).xdata,C(i).ydata,'Color',[1 j/length(Vthvec) 0]); 

%             hold on  

%             eval(['scatter(Xin.Dc' num2str(i) ',Yin.Dc' num2str(i) ',25,[1 ' num2str(j/length(Vthvec)) ' 

0]);']); 

%             hold on 

%         end 

%     end 

% end 

  

%% plot the mean values fo x & y to check they are in the correct location 

  

% figure 

% for i=1:length(C) 

%     for j=1:length(Vthvec); 

%         if (C(i).level==Vthvec(j)) 

%             plot(C(i).xdata,C(i).ydata,'Color',[1 j/length(Vthvec) 0]); 

%             hold on  

%             eval(['scatter(Xm(' num2str(i) '),Ym(' num2str(i) '),25,[1 ' num2str(j/length(Vthvec)) ' 0]);']); 

%             hold on 

%         end 

%     end 

% end 

  

  

%% Check erosion versus deposition as a function of location (stars scale with volume, red=erosion & 

blue=deposition) 

  

% figure 

% for i=1:length(C) 

%     for j=1:length(Vthvec); 

%         if (C(i).level==Vthvec(j)) 

%             plot(C(i).xdata,C(i).ydata,'Color',[1 j/length(Vthvec) 0]); 

%             hold on  

%             eval(['scatter(Xm(' num2str(i) '),Ym(' num2str(i) '),(-DMS(' num2str(i) 

')+max(DMS))*10,''*'',''MarkerEdgeColor'',[1 ' num2str(j/length(Vthvec)) ' 0]);']); 

%             hold on 
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%         end 

%     end 

% end 

  

%% load spline and plot spine together with data to check location 

  

ChanLoc = filename(11); 

  

if ChanLoc == 'n' 

    load('NorSpline.mat') 

    xy = struct('Position', {NorSpline(1:end).Position}); 

    loc=[NorSpline.Position]; 

elseif ChanLoc == 'c' 

    load('CenSpline.mat') 

    xy = struct('Position', {CenSpline(1:end).Position}); 

    loc=[CenSpline.Position]; 

elseif ChanLoc == 's' 

    load('SouSpline.mat') 

    xy = struct('Position', {SouSpline(1:end).Position}); 

    loc=[SouSpline.Position]; 

end 

  

  

    

        n = 3; 

    %xloc = loc(1 : n : end) + 760; 

    %yloc = loc(2 : n : end) + 540; 

    xloc = loc(1 : n : end)+ 1000; 

    yloc = loc(2 : n : end)+ 1000;    

     

    xNChan = min(xloc):max(xloc); 

    xNChan = round(xNChan); 

    yNChan = spline(xloc,yloc,xNChan); 

  

    yNChan1 = fliplr(yNChan); 

    xNChan1 = fliplr(xNChan); 
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%check location of the spline 

contour(xDM,yDM,DM) 

hold on 

plot(xloc,yloc,'*k'); 

plot(xNChan1,yNChan1); 

  

%% calculate distance from a fixed spline start point on the delta top to the centre of the contour 

  

% calculate cummulative distance along the spline 

for i = 1:length(xNChan1) 

    if i == 1; 

        gv(i) = 0; 

    else 

        gv(i) = sqrt(( xNChan1(i) - xNChan1(i-1) )^2 + (yNChan1(i) - yNChan1(i-1))^2) + gv(i-1); 

    end 

end 

  

%if ChanLoc == 's' 

%   gv=fliplr(gv); 

%end 

  

% find the nearest point on the spline for every contour 

for j = 1:length(DMS) 

   for i = 1:length(xNChan1); 

        b(1,j) = Xm(j); 

        b(2,j) = Ym(j); 

        Distance(i) = sqrt(  (b(2,j)-yNChan1(i))^2   +    (b(1,j)-xNChan1(i))^2   ); 

   end 

    [mini idx] = min(Distance); 

    DistSpline(j) = gv(idx); 

    Xspline(j) = xNChan1(idx); 

    Yspline(j) = yNChan1(idx); 

end 

  

% check that the distance along the spline correlates roughly with the mean 

% x position 

% figure 

% plot(DistSpline,Xm,'*') 
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%% Sort the contour and their volumes by distance along the spline 

  

[DMdist DMorder] = sort(DistSpline); 

  

DMScum = zeros(1,length(DistSpline)); 

  

for i = 1:length(DistSpline); 

    DMSsort(i) = DMS(DMorder(i)); 

    Xmsort(i) = Xm(DMorder(i)); 

    Ymsort(i) = Ym(DMorder(i)); 

    if i > 1 

        DMScum(i) = DMScum(i-1)+ DMSsort(i); 

    end 

end 

  

%% 

%  

% figure 

% subplot(311) 

% plot(DMdist,DMScum,'-*') 

% hold on 

% set(gca,'XDir','reverse') 

% grid on 

%  

% subplot(312) 

% plot(DMdist,DMSsort,'-*') 

% hold on  

% set(gca,'XDir','reverse') 

  

% subplot(313) 

% for i=1:length(C) 

%     for j=1:length(Vthvec); 

%         if (C(i).level==Vthvec(j)) 

%             plot(C(i).xdata,C(i).ydata,'Color',[1 j/length(Vthvec) 0]); 

%             hold on  

%             eval(['scatter(Xm(' num2str(i) '),Ym(' num2str(i) '),(-DMS(' num2str(i) 

')+max(DMS)),''*'',''MarkerEdgeColor'',[1 ' num2str(j/length(Vthvec)) ' 0]);']); 

%             hold on 
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%         end 

%     end 

% end 

  

  

  

eval([' '  filename(1:11)  '.Vol = DMSsort ']); 

  

eval(['Vol ='  filename(1:11)  '.Vol;']); 

  

U = find(Vol == 0); 

Vol(U) = []; 

FVal = Vol(find(Vol<0,15)); 

  

  

     

%eval(['FVal = find(' filename(1:11) '.Vol<0,15);']); 

eval([' '  filename(1:11)  '.cumVol = (DMScum).*-1;']); 

eval([' '  filename(1:11)  '.Dist = DMdist;']); 

eval([' '  filename(1:11)  '.Xm = Xmsort;']); 

eval([' '  filename(1:11)  '.Ym = Ymsort;']); 

eval([' '  filename(1:11)  '.Xspline = Xspline;']); 

eval([' '  filename(1:11)  '.Yspline = Yspline;']); 

eval([' '  filename(1:11)  '.DM = DM;']); 

%eval([' '  filename(1:11)  '.FVol = (min(' filename(1:11) '.Vol(FVal)).*-1);']); 

eval([' '  filename(1:11)  '.FVol = (min(FVal));']) 

eval([' '  filename(1:11)  '.DistDiff = max(' filename(1:11) '.Dist)-min(' filename(1:11) '.Dist);']); 

eval([' '  filename(1:11)  '.MaxMinVol = max(DMScum)-min(DMScum);']) 

eval([' '  filename(1:11)  '.MaxVol = min(DMScum);']) 

eval([' '  filename(1:11)  '.Erosion = (sum(' filename(1:11) '.Vol(' filename(1:11) '.Vol<0))-(' 

filename(1:11) '.FVol));']) 

eval([' '  filename(1:11)  '.Deposition = (sum(' filename(1:11) '.Vol(' filename(1:11) '.Vol>0))-(' 

filename(1:11) '.FVol));']) 

eval([' '  filename(1:11)  '.SedChange =' filename(1:11) '.Deposition+' filename(1:11) '.Erosion+' 

filename(1:11) '.FVol;']) 

  

% save('Allevents.mat',filename(1:11),'-append') 

  



112 
 

clearvars -except e direc 

  

end 

  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

APPENDIX 2: CLAY CLAST DATA AND PROCESSING SCRIPT. 

%First two letters correspond to experiment type  

%(i.e. cl = clear water, ls = low sand percent, hs = high sand percent) 

%(i.e. lb = low ballotini percent, hb = high ballotini percent) 

%'Lo' and 'hi' corresponds to the flow velocity (low or high, respectively) 

%The letter on the end denotes whether the variable is the size (s) of  

%the clast (in cm), or the weight (w) of the clast (in grams). 

%So cl_lo_s means clear water, low velocity, clast size. 

%NaN denotes when a clast was lost. 

close all 

clear all 

  

%Clear water 

cl_lo_s = [2 2 2 2 2 2 2 2 2 2; 1.9 1.9 1.9 1.9 1.9 1.9 1.9 1.9 1.9 1.8; 1.7 1.6 1.7 1.6 1.6 1.6 1.7 1.6 1.7 

1.7; 1.5 1.4 1.4 1.5 1.5 1.5 1.4 1.5 1.4 1.5; 1.3 1.3 1.3 1.3 1.2 1.3 1.3 1.3 1.2 1.3; 1.1 1.1 1 1.1 1 1.1 1.1 

1.1 1 1.1; 0.9 1 1 0.9 0.9 0.9 0.9 0.9 0.9 0.9]; 
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cl_hi_s = [2 2 2 2 2 2 2 2 2 2; 1.8 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7; 1.4 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 

1.3; 1 1 1 1 1 1 1 0.9 1 1; 0.7 0.7 0.7 0.7 0.7 0.7 0.8 0.7 0.7 0.7; 0.4 0.5 0.5 0.5 0.5 0.4 0.5 0.6 0.5 NaN; 

0 0 0 0 0 0 0 0 0 0]; 

  

cl_lo_w = [13.2 12.9 13.1 13.4 13.8 12.9 13.3 13.9 12.5 13; 8.2 8.7 8.8 8.9 8.2 9 7.8 8.3 8.4 8.1; 5.5 6.2 

5.7 5.1 5.5 5.5 6.1 6 5.5 6.1; 4.1 3.6 3.8 4.3 4 3.6 3.7 3.2 4.1 3.7; 2.4 2.8 2.4 2.5 2.4 2 2.5 2.7 2.8 2.7; 

1.5 1.6 1.5 1.4 1.8 1.2 1.8 1.5 1.7 1.6; 0.9 0.7 1.1 0.9 1 1.2 0.9 1.2 0.9 1]; 

cl_hi_w = [13.8 13.1 12.9 13.6 13.9 13.1 13.7 13.4 12.9 13.5; 6.1 6.4 6.8 6.6 6.7 6.2 6.4 6.5 6.1 6.8; 2.6 

2.9 3.1 3.1 3.1 2.9 2.8 2.8 2.9 3.1; 1.2 1.2 1.1 1 1.2 1.1 1.2 1.3 1.2 1.1; 0.4 0.4 0.5 0.3 0.4 0.4 0.3 0.5 

0.4 0.3; 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.1 0.1 NaN; 0 0 0 0 0 0 0 0 0 0]; 

  

%Low sand 

ls_lo_s = [2 2 2 2 2 2 2 2 2 2; 2.1 2 2.1 2.3 2.2 2.2 2.1 2.1 2.1 2.2; 2 2 2.1 2.1 2 2 2 2 2.1 2.1; 2 1.9 2 

1.9 2 2 2 1.9 2 2; 1.9 1.8 1.9 1.8 1.9 1.9 1.8 1.8 1.9 1.9; 1.7 1.8 1.8 1.7 1.8 1.8 1.7 1.7 1.7 1.7; 1.7 1.7 

1.6 1.6 1.6 1.7 1.6 1.7 1.7 1.6]; 

ls_hi_s = [2 2 2 2 2 2 2 2 2 2; 2 1.9 2 2 2 2 2 2 2 1.9; 1.7 1.7 1.7 1.7 1.8 1.7 1.7 1.7 1.7 1.7; 1.6 1.6 1.5 

1.5 1.5 1.5 1.6 1.5 1.6 1.6; 1.4 1.4 1.4 1.4 1.4 1.4 1.3 1.4 1.4 1.3; 1.2 1.2 1.1 1.2 1.2 1.2 1.2 1.2 1.2 1.2; 

1 1 1 1.1 1 1 1 1 1 1]; 

  

ls_lo_w = [13.3 13.7 13.5 13.8 12.5 12.7 13.1 12.7 12.9 13.4; 12.3 12.1 12.6 13 13.5 11.9 12.2 12.7 

12.5 13.4; 11.1 10.7 10.6 10.4 10.7 10.3 11.5 11.6 10.8 10.2; 8.9 8.6 9 9.1 9.9 9.8 8.6 9.3 9.1 9.6; 7.8 

7.6 7.4 8.6 7.8 8.5 7.6 8.2 8 7.3; 6.2 7.4 6.6 6.7 6.6 7 6.5 6.2 7.2 6.4; 5.7 5.4 6.1 6.2 5.6 5.2 5.5 5.2 5.9 

5.5]; 

ls_hi_w = [13.6 13.4 13.5 13.7 13.7 13.9 13.9 13.4 13.4 13.7; 10.4 10.6 10.5 10.5 10.8 10.8 10.5 10.4 

10.4 10.6; 7.6 7.4 7.5 7.3 7.7 7.6 7.3 7.7 7.4 7.5; 5.2 5.4 5.3 5.4 5.2 5 5.1 5 5.2 5.1; 3.3 3.5 3.7 3.4 3.4 

3.5 3.6 3.7 3.5 3.5; 2.2 2.3 2.1 2.3 2.2 2.4 2.2 2.3 2.1 2.3; 1.4 1.4 1.4 1.5 1.3 1.2 1.3 1.3 1.2 1.4]; 

  

%High Sand 

hs_lo_s = [2 2 2 2 2 2 2 2 2 2; 2.1 2.2 2.1 2.2 2.2 2.1 2.1 2.1 2.2 2.2; 2.1 2 2.2 2.1 2.1 2.2 2.2 2.1 2.1 

2.1; 2 2 2 2 2.1 2.1 2.2 2.1 2.1 2.1; 2.1 2 2 2.1 1.9 2 2 2 2 2.1; 1.9 2 1.9 2 1.9 1.9 2 2 1.9 1.9; 1.8 1.9 1.9 

1.9 1.9 1.9 1.9 1.9 1.9 1.9]; 

hs_hi_s = [2 2 2 2 2 2 2 2 2 2; 2.1 2 2 2.1 2 2 2 2.1 2 2; 2.1 2.1 2 2 2 2.1 2.1 2.1 2.1 2; 2 2 1.9 1.9 1.9 

1.9 1.9 1.9 1.9 2; 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8; 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7; 1.7 1.6 

1.7 1.6 1.6 1.7 1.6 1.6 1.6 1.6]; 

  

hs_lo_w = [15.2 15.5 15.9 14.4 16.6 14.4 16.9 15.3 17.1 16.2; 14.2 16.9 14.8 15.9 16.3 13.9 16 14.9 

14.9 15.3; 14.7 14.2 13.3 14.1 13.2 12.6 12.4 15.1 13.6 13.3; 12.8 13.3 10.9 12.3 10.8 12.4 11.9 11.6 

12.1 11.5; 10.5 10.9 11.3 10.6 10.2 10.2 9.8 10.9 11.7 9.4; 8.9 9 9.4 9.3 8.6 9.8 10 8.3 10.5 9.3; 8.8 8.3 

8.2 7.6 9.2 7.3 7.9 8.1 8.6 8]; 
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hs_hi_w = [13.4 13.9 13.9 13.1 13.7 13.5 13.5 13.3 13.7 13; 12.6 12.4 12.7 12.1 12.5 13.1 12.4 13.1 

12.6 12.2; 11.2 10.6 10.5 10.4 10.8 10.5 10.8 11.2 10.5 10.6; 8.8 9.5 8.9 8.8 8.8 9.1 8.8 9 9.4 8.8; 7.3 

7.4 7.5 7.6 7.7 8 7.4 7.3 7.5 8; 6.4 6.3 6.4 6.4 6.3 6.1 6.1 6.1 6.8 6.6; 5 5.4 5.3 5.1 5.7 5.3 5.3 5.3 5 5.5]; 

  

%Low Ballotini 

lb_lo_s = [2 2 2 2 2 2 2 2 2 2; 2.2 2.2 2.2 2.2 2.1 2.1 2.2 2.1 2.2 2.2; 2 2 2 2 2 2.1 2.1 2 2 2; 1.9 1.9 1.9 

2 1.9 1.9 1.9 1.9 1.9 1.9; 1.8 1.7 1.8 1.8 1.8 1.9 1.8 1.9 1.8 1.8; 1.7 1.7 1.7 1.7 1.6 1.6 1.6 1.7 1.7 1.7; 

1.6 1.5 1.5 1.6 1.5 1.6 1.6 1.6 1.5 1.6]; 

lb_hi_s = [2 2 2 2 2 2 2 2 2 2; 2 2 2 2 2.1 2 2 2 2 2; 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.7; 1.6 1.6 1.6 

1.6 1.5 1.5 1.5 1.5 1.5 1.5; 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.5; 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2; 

1.1 1.1 1.1 1.1 1.1 1 1 1 1 1]; 

  

lb_lo_w = [14.3 13.6 13.6 14.7 14.8 15.4 14.5 15.9 14.3 14.2; 13.4 14.1 13.1 12.4 13 13.5 13.3 12.4 

14.5 13; 10.6 10.8 10.2 11.7 12 10.6 10.2 10.7 11.2 11; 8.9 8.6 9.5 8.7 9.2 8.3 10 8.3 8.7 9.1; 6.7 7 8.2 

7.1 7.5 7.2 6.7 7.4 7.8 7.1; 6 5.9 6.7 5.4 5.6 5.4 5.7 5.9 5.8 6.3; 5.1 4.5 4.7 4.5 4.7 5.4 4.3 4.7 4.9 4.4]; 

lb_hi_w = [13.9 13.1 13.7 13.8 13.2 13.3 13.4 13.2 13.4 13.8; 10.5 10.6 10 9.9 10.4 10.2 10.1 10.4 9.7 

10.1; 7.3 7.5 7.5 7.1 7.6 6.9 7.1 7.2 6.9 7; 4.7 4.9 5.4 5.2 5 5.3 4.9 5.1 5 4.8; 3.7 3.6 3.3 3.2 3.6 3.5 3.3 

3.4 3.3 3.1; 2.1 2 1.9 2.1 2.3 2.3 2.2 2.1 2.3 2; 1.3 1.1 1.3 1.3 1.2 1.4 1.2 1.4 1.4 1.3]; 

 

 

cl_lo_w = sort(cl_lo_w,2); 

cl_hi_w = sort(cl_hi_w,2); 

ls_lo_w = sort(ls_lo_w,2); 

ls_hi_w = sort(ls_hi_w,2); 

hs_lo_w = sort(hs_lo_w,2); 

hs_hi_w = sort(hs_hi_w,2); 

lb_lo_w = sort(lb_lo_w,2); 

lb_hi_w = sort(lb_hi_w,2); 

  

figure(1) 

hold on 

plot(cl_lo_w) 

plot(cl_hi_w) 

plot(ls_lo_w) 

plot(ls_hi_w) 

plot(hs_lo_w) 

plot(hs_hi_w) 

plot(lb_lo_w) 

plot(lb_hi_w) 
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% plot(ls_1_s1) 

% eval(['plot(cl_10_s' num2str(i) ')']) 

  

%% Percent of cube in tact 

[sy sx] = size(cl_lo_w); 

  

for i = 1:sy 

    for j = 1:sx 

    

    cl_lo_wp(i,j) = cl_lo_w(i,j)./cl_lo_w(1,j); 

    cl_hi_wp(i,j) = cl_hi_w(i,j)./cl_hi_w(1,j); 

    ls_lo_wp(i,j) = ls_lo_w(i,j)./ls_lo_w(1,j); 

    ls_hi_wp(i,j) = ls_hi_w(i,j)./ls_hi_w(1,j); 

    hs_lo_wp(i,j) = hs_lo_w(i,j)./hs_lo_w(1,j); 

    hs_hi_wp(i,j) = hs_hi_w(i,j)./hs_hi_w(1,j); 

    lb_lo_wp(i,j) = lb_lo_w(i,j)./lb_lo_w(1,j); 

    lb_hi_wp(i,j) = lb_hi_w(i,j)./lb_hi_w(1,j); 

    end 

end 

  

%% Averages each row (in the second dimension) 

Avg_cl_lo = nanmean(cl_lo_w,2); %Averages each row (in the second dimension) 

Avg_cl_hi = nanmean(cl_hi_w,2); 

Avg_ls_lo = nanmean(ls_lo_w,2); 

Avg_ls_hi = nanmean(ls_hi_w,2); 

Avg_hs_lo = nanmean(hs_lo_w,2); 

Avg_hs_hi = nanmean(hs_hi_w,2); 

Avg_lb_lo = nanmean(lb_lo_w,2); 

Avg_lb_hi = nanmean(lb_hi_w,2); 

  

Avg_cl_lop = nanmean(cl_lo_wp,2); %Percentages 

Avg_cl_hip = nanmean(cl_hi_wp,2); 

Avg_ls_lop = nanmean(ls_lo_wp,2); 

Avg_ls_hip = nanmean(ls_hi_wp,2); 

Avg_hs_lop = nanmean(hs_lo_wp,2); 

Avg_hs_hip = nanmean(hs_hi_wp,2); 

Avg_lb_lop = nanmean(lb_lo_wp,2); 

Avg_lb_hip = nanmean(lb_hi_wp,2); 
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% Avg_ls_1 = nanmean(ls_1_w,2); 

  

%% Percent of cube lost 

%Clear water 

Avg_cl_lopl = (Avg_cl_lop-1).*-1; 

Avg_cl_hipl = (Avg_cl_hip-1).*-1; 

Avg_ls_lopl = (Avg_ls_lop-1).*-1; 

Avg_ls_hipl = (Avg_ls_hip-1).*-1; 

Avg_hs_lopl = (Avg_hs_lop-1).*-1; 

Avg_hs_lopl = (Avg_hs_lop-1).*-1; 

Avg_lb_lopl = (Avg_lb_lop-1).*-1; 

Avg_lb_lopl = (Avg_lb_lop-1).*-1; 

  

%Rough bed 

%Low percent sand 

% Avg_ls_1pl = (Avg_ls_1p-1).*-1; 

%High percent sand 

%% Maximum and minimum range for each experiment 

for i = 1:7 

    %Maxima 

    maxcllo(:,i) = (max(cl_lo_w,[],2)-Avg_cl_lo);%Data - Clear water, low speed 

    maxclhi(:,i) = (max(cl_hi_w,[],2)-Avg_cl_hi);%Clear Water, high speed 

    maxlslo(:,i) = (max(ls_lo_w,[],2)-Avg_ls_lo);%Low sand, low speed 

    maxlshi(:,i) = (max(ls_hi_w,[],2)-Avg_ls_hi);%Low sand, high speed 

    maxhslo(:,i) = (max(hs_lo_w,[],2)-Avg_hs_lo);%High sand, low speed 

    maxhshi(:,i) = (max(hs_hi_w,[],2)-Avg_hs_hi);%High sand, high speed 

    maxlblo(:,i) = (max(lb_lo_w,[],2)-Avg_lb_lo);%Low Ballotini, low speed 

    maxlbhi(:,i) = (max(lb_hi_w,[],2)-Avg_lb_hi);%Low Ballotini, high speed 

     

    maxcllop(:,i) = (max(cl_lo_wp,[],2)-Avg_cl_lop);%Percents 

    maxclhip(:,i) = (max(cl_hi_wp,[],2)-Avg_cl_hip);%Same as above 

    maxlslop(:,i) = (max(ls_lo_wp,[],2)-Avg_ls_lop); 

    maxlship(:,i) = (max(ls_hi_wp,[],2)-Avg_ls_hip); 

    maxhslop(:,i) = (max(hs_lo_wp,[],2)-Avg_hs_lop); 

    maxhship(:,i) = (max(hs_hi_wp,[],2)-Avg_hs_hip); 

    maxlblop(:,i) = (max(lb_lo_wp,[],2)-Avg_lb_lop); 

    maxlbhip(:,i) = (max(lb_hi_wp,[],2)-Avg_lb_hip); 

     

    %Minima 

    %Clear water 
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    mincllo(:,i) = (Avg_cl_lo-min(cl_lo_w,[],2));%Data 

    minclhi(:,i) = (Avg_cl_hi-min(cl_hi_w,[],2));     

    minlslo(:,i) = (Avg_ls_lo-min(ls_lo_w,[],2)); 

    minlshi(:,i) = (Avg_ls_hi-min(ls_hi_w,[],2)); 

    minhslo(:,i) = (Avg_hs_lo-min(hs_lo_w,[],2)); 

    minhshi(:,i) = (Avg_hs_hi-min(hs_hi_w,[],2)); 

    minlblo(:,i) = (Avg_lb_lo-min(lb_lo_w,[],2)); 

    minlbhi(:,i) = (Avg_lb_hi-min(lb_hi_w,[],2)); 

     

    mincllop(:,i) = (Avg_cl_lop-min(cl_lo_wp,[],2));%Percents 

    minclhip(:,i) = (Avg_cl_hip-min(cl_hi_wp,[],2));     

    minlslop(:,i) = (Avg_ls_lop-min(ls_lo_wp,[],2)); 

    minlship(:,i) = (Avg_ls_hip-min(ls_hi_wp,[],2)); 

    minhslop(:,i) = (Avg_hs_lop-min(hs_lo_wp,[],2)); 

    minhship(:,i) = (Avg_hs_hip-min(hs_hi_wp,[],2)); 

    minlblop(:,i) = (Avg_lb_lop-min(lb_lo_wp,[],2)); 

    minlbhip(:,i) = (Avg_lb_hip-min(lb_hi_wp,[],2)); 

    %Rough bed 

    %Low percent sand 

%     minls1(:,i) = (Avg_ls_1-min(ls_1_w,[],2)); 

    %High percent sand 

end 

  

%% Plotting 

% Average data with range as error bars 

figure(2) 

% plot(Avg_cl_1,'o') 

hold on 

errorbar(time1,Avg_cl_lo,mincllo(:,1),maxcllo(:,1),'LineWidth',2); 

errorbar(time2,Avg_cl_hi,minclhi(:,1),maxclhi(:,1)); 

errorbar(time1,Avg_ls_lo,minlslo(:,1),maxlslo(:,1),'LineWidth',2); 

errorbar(time2,Avg_ls_hi,minlshi(:,1),maxlshi(:,1)); 

errorbar(time1,Avg_hs_lo,minhslo(:,1),maxhslo(:,1),'LineWidth',2); 

errorbar(time2,Avg_hs_hi,minhshi(:,1),maxhshi(:,1)); 

errorbar(time1,Avg_lb_lo,minlblo(:,1),maxlblo(:,1),'LineWidth',2); 

errorbar(time2,Avg_lb_hi,minlbhi(:,1),maxlbhi(:,1)); 

% xlim([0 60]) 

xlabel('Distance travelled [ m ]') 

ylabel('Weight [ grams ]') 
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legend('Clear water (Slow)','Clear water (Fast)','1% Sand (Slow)','1% sand (Fast)','10% sand 

(Slow)','10% sand (Fast)','1% Ballotini (Slow)','1% Ballotini (Fast)') 

  

% %Error bar test 

% figure(3) 

% errorbar(time,Avg_cl_10,mincl10(:,1),maxcl10(:,1)); 

% hold on 

% plot(time,Avg_cl_10,'-r') 

% plot(time,cl_10_w,'*r') 

  

% %Boxplots 

% figure(4) 

% boxplot(transpose(cl_1_w),'Colors','r') 

% hold on 

% boxplot(transpose(cl_5_w),'Colors','k') 

% boxplot(transpose(cl_10_w),'Colors','b') 

  

%Percent in tact 

figure(5)  

errorbar((time1),Avg_cl_lop,mincllop(:,1),maxcllop(:,1),'b','LineWidth',2) 

hold on 

errorbar((time2),Avg_cl_hip,minclhip(:,1),maxclhip(:,1),'b') 

errorbar((time1),Avg_ls_lop,minlslop(:,1),maxlslop(:,1),'k','LineWidth',2) 

errorbar((time2),Avg_ls_hip,minlship(:,1),maxlship(:,1),'k') 

errorbar((time1),Avg_hs_lop,minhslop(:,1),maxhslop(:,1),'r','LineWidth',2) 

errorbar((time2),Avg_hs_hip,minhship(:,1),maxhship(:,1),'r') 

errorbar((time1),Avg_lb_lop,minlblop(:,1),maxlblop(:,1),'g','LineWidth',2) 

errorbar((time2),Avg_lb_hip,minlbhip(:,1),maxlbhip(:,1),'g') 

% errorbar(time,Avg_ls_1p,minls1p(:,1),maxls1p(:,1),'LineWidth',2) 

ylabel('Percent intact [ % ]') 

xlabel('Distance travelled [ m ]') 

% xlim([0 70]) 

legend('Clear water (Slow)','Clear water (Fast)','1% Sand (Slow)','1% sand (Fast)','10% sand 

(Slow)','10% sand (Fast)','1% Ballotini (Slow)','1% Ballotini (Fast)') 

  

%% Rates 

  

for i = 1:length(Avg_cl_lop)-1; 
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    Avg_cl_lop_rate(i) = Avg_cl_lop(i) - Avg_cl_lop(i+1); 

    Avg_cl_hip_rate(i) = Avg_cl_hip(i) - Avg_cl_hip(i+1); 

    Avg_ls_lop_rate(i) = Avg_ls_lop(i) - Avg_ls_lop(i+1); 

    Avg_ls_hip_rate(i) = Avg_ls_hip(i) - Avg_ls_hip(i+1); 

    Avg_hs_lop_rate(i) = Avg_hs_lop(i) - Avg_hs_lop(i+1); 

    Avg_hs_hip_rate(i) = Avg_hs_hip(i) - Avg_hs_hip(i+1); 

    Avg_lb_lop_rate(i) = Avg_lb_lop(i) - Avg_lb_lop(i+1); 

    Avg_lb_hip_rate(i) = Avg_lb_hip(i) - Avg_lb_hip(i+1); 

  

end 

  

figure(6) 

plot(Avg_cl_lop_rate,'b','LineWidth',2) 

hold on 

plot(Avg_cl_hip_rate,'b') 

plot(Avg_ls_lop_rate,'k','LineWidth',2) 

plot(Avg_ls_hip_rate,'k') 

plot(Avg_hs_lop_rate,'r','LineWidth',2) 

plot(Avg_hs_hip_rate,'r') 

plot(Avg_lb_lop_rate,'g','LineWidth',2) 

plot(Avg_lb_hip_rate,'g') 

  

figure(7) 

errorbar(time,Avg_cl_lop,mincllop(:,1),maxcllop(:,1),'b','LineWidth',2) 

hold on 

errorbar(time,Avg_cl_hip,minclhip(:,1),maxclhip(:,1),'b') 

errorbar(time,Avg_ls_lop,minlslop(:,1),maxlslop(:,1),'k','LineWidth',2) 

errorbar(time,Avg_ls_hip,minlship(:,1),maxlship(:,1),'k') 

errorbar(time,Avg_hs_lop,minhslop(:,1),maxhslop(:,1),'r','LineWidth',2) 

errorbar(time,Avg_hs_hip,minhship(:,1),maxhship(:,1),'r') 

errorbar(time,Avg_lb_lop,minlblop(:,1),maxlblop(:,1),'g','LineWidth',2) 

errorbar(time,Avg_lb_hip,minlbhip(:,1),maxlbhip(:,1),'g') 

% errorbar(time,Avg_ls_1p,minls1p(:,1),maxls1p(:,1),'LineWidth',2) 

ylabel('Percent intact [ % ]') 

xlabel('Distance travelled [ m ]') 

% xlim([0 70]) 

legend('Clear water (Slow)','Clear water (Fast)','1% Sand (Slow)','1% sand (Fast)','10% sand 

(Slow)','10% sand (Fast)','1% Ballotini (Slow)','1% Ballotini (Fast)') 

  

%% interpolation station 
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x_given = 1:60; %Experiments last for 1 hour 

  

cl_interphi = interp1(time,Avg_cl_hi,x_given,'linear'); %Interpolate points between weight 

measurements 

cl_interplo = interp1(time,Avg_cl_lo,x_given,'linear'); 

hs_interphi = interp1(time,Avg_hs_hi,x_given,'linear'); 

hs_interplo = interp1(time,Avg_hs_lo,x_given,'linear'); 

ls_interphi = interp1(time,Avg_ls_hi,x_given,'linear'); 

ls_interplo = interp1(time,Avg_ls_lo,x_given,'linear'); 

lb_interphi = interp1(time,Avg_lb_hi,x_given,'linear'); 

lb_interplo = interp1(time,Avg_lb_lo,x_given,'linear'); 

  

cl_interphip = cl_interphi./max(cl_interphi); %Normalise interpolated weights 

cl_interplop = cl_interplo./max(cl_interplo); 

hs_interphip = hs_interphi./max(hs_interphi); 

hs_interplop = hs_interplo./max(hs_interplo); 

ls_interphip = ls_interphi./max(ls_interphi); 

ls_interplop = ls_interplo./max(ls_interplo); 

lb_interphip = lb_interphi./max(lb_interphi); 

lb_interplop = lb_interplo./max(lb_interplo); 

  

figure(8) %Make sure everything looks the same as the other weight figure 

plot(x_given(1:30),cl_interphip(1:30)) 

hold on 

plot(x_given(1:30),cl_interplop(1:30)) 

plot(x_given(1:30),hs_interphip(1:30)) 

plot(x_given(1:30),hs_interplop(1:30)) 

plot(x_given(1:30),ls_interphip(1:30)) 

plot(x_given(1:30),ls_interplop(1:30)) 

plot(x_given(1:30),lb_interphip(1:30)) 

plot(x_given(1:30),lb_interplop(1:30)) 

  

  

indclhi = find(cl_interphip>0.6); %Find the index of all weights above 60% 

indclhi1 = cl_interphip(indclhi);  

indcllo = find(cl_interplop>0.6); 

indcllo1 = cl_interplop(indcllo); 

indhshi = find(hs_interphip>0.6); 
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indhshi1 = hs_interphip(indhshi); 

indhslo = find(hs_interplop>0.6); 

indhslo1 = hs_interplop(indhslo); 

indlbhi = find(lb_interphip>0.6); 

indlbhi1 = lb_interphip(indlbhi); 

indlblo = find(lb_interplop>0.6); 

indlblo1 = lb_interplop(indlblo); 

indlshi = find(ls_interphip>0.6); 

indlshi1 = ls_interphip(indlshi); 

indlslo = find(ls_interplop>0.6); 

indlslo1 = ls_interplop(indlslo); 

  

xclhi = 1:length(indclhi1); %Use the length of each array as the time dimension 

xcllo = 1:length(indcllo1); %Each interpolated point equals 1 minute 

xhshi = 1:length(indhshi1); 

xhslo = 1:length(indhslo1); 

xlbhi = 1:length(indlbhi1); 

xlblo = 1:length(indlblo1); 

xlshi = 1:length(indlshi1); 

xlslo = 1:length(indlslo1); 

  

figure(9) %Plot the data 

plot((xclhi./max(xclhi)),indclhi1,'b') %Normalise the time 

hold on 

plot((xcllo./max(xcllo)),indcllo1,'b','LineWidth',2) 

plot((xlshi./max(xlshi)),indlshi1,'k') 

plot((xlslo./max(xlslo)),indlslo1,'k','LineWidth',2) 

plot((xhshi./max(xhshi)),indhshi1,'r') 

plot((xhslo./max(xhslo)),indhslo1,'r','LineWidth',2) 

plot((xlbhi./max(xlbhi)),indlbhi1,'g') 

plot((xlblo./max(xlblo)),indlblo1,'g','LineWidth',2) 

xlabel('Corresponding Normalised Time [t/max(t)]') 

ylabel('Normalised Weight > 60% [wt/max(wt)]') 

title('Normalised weight >60% versus corresponding normalised time') 
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APPENDIX 3: CLAY CLAST IMAGES 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

APPENDIX 4: UDVP REYNOLDS AND SHIELDS PARAMETER SCRIPT. 
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clear all 

close all 

  

  

%% Import data from text file. 

% Script for importing data from the following text file: 

% 

%    E:\Dense Basal Layers\2014 Lab work\Test11.txt 

% 

% To extend the code to different selected data or a different text file, 

% generate a function instead of a script. 

  

% Auto-generated by MATLAB on 2018/02/27 15:39:03 

  

%% Initialize variables. 

  

  

  

for i = 5 

  

filename = sprintf('Test%d.txt',i); 

delimiter = '\t'; 

  

%% Read columns of data as text: 

% For more information, see the TEXTSCAN documentation. 

formatSpec = 

'%*s%*s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%

s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s

%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%

s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s

%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%

s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s

%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%

s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s

%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%s%

s%[^\n\r]'; 

  

%% Open the text file. 
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fileID = fopen(filename,'r'); 

  

%% Read columns of data according to the format. 

% This call is based on the structure of the file used to generate this 

% code. If an error occurs for a different file, try regenerating the code 

% from the Import Tool. 

dataArray = textscan(fileID, formatSpec, 'Delimiter', delimiter,  'ReturnOnError', false); 

  

%% Close the text file. 

fclose(fileID); 

  

%% Convert the contents of columns containing numeric text to numbers. 

% Replace non-numeric text with NaN. 

raw = repmat({''},length(dataArray{1}),length(dataArray)-1); 

for col=1:length(dataArray)-1 

    raw(1:length(dataArray{col}),col) = dataArray{col}; 

end 

numericData = NaN(size(dataArray{1},1),size(dataArray,2)); 

  

for 

col=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,

36,37,38,39,40,41,42,43,44,45,46,47,48,49,50,51,52,53,54,55,56,57,58,59,60,61,62,63,64,65,66,67,68,

69,70,71,72,73,74,75,76,77,78,79,80,81,82,83,84,85,86,87,88,89,90,91,92,93,94,95,96,97,98,99,100,10

1,102,103,104,105,106,107,108,109,110,111,112,113,114,115,116,117,118,119,120,121,122,123,124,1

25,126,127,128,129,130,131,132,133,134,135,136,137,138,139,140,141,142,143,144,145,146,147,148,

149,150,151,152,153,154,155,156,157,158,159,160,161,162,163,164,165,166,167,168,169,170,171,17

2,173,174,175,176,177,178,179,180,181,182,183,184,185,186,187,188,189,190,191,192,193,194,195,1

96,197,198,199,200,201,202,203,204,205,206,207,208,209,210,211,212,213,214,215,216,217,218,219,

220,221,222,223,224,225,226,227,228,229,230,231,232,233,234,235,236,237,238,239,240,241,242,24

3,244,245,246,247,248,249,250,251,252,253,254,255,256,257,258,259,260,261,262,263,264,265,266,2

67,268,269,270,271,272,273,274,275,276,277,278,279,280,281,282,283,284,285,286,287,288,289,290,

291,292,293,294,295,296,297,298,299] 

    % Converts text in the input cell array to numbers. Replaced non-numeric 

    % text with NaN. 

    rawData = dataArray{col}; 

    for row=1:size(rawData, 1); 

        % Create a regular expression to detect and remove non-numeric prefixes and 

        % suffixes. 

        regexstr = '(?<prefix>.*?)(?<numbers>([-]*(\d+[\,]*)+[\.]{0,1}\d*[eEdD]{0,1}[-

+]*\d*[i]{0,1})|([-]*(\d+[\,]*)*[\.]{1,1}\d+[eEdD]{0,1}[-+]*\d*[i]{0,1}))(?<suffix>.*)'; 
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        try 

            result = regexp(rawData{row}, regexstr, 'names'); 

            numbers = result.numbers; 

             

            % Detected commas in non-thousand locations. 

            invalidThousandsSeparator = false; 

            if any(numbers==','); 

                thousandsRegExp = '^\d+?(\,\d{3})*\.{0,1}\d*$'; 

                if isempty(regexp(numbers, thousandsRegExp, 'once')); 

                    numbers = NaN; 

                    invalidThousandsSeparator = true; 

                end 

            end 

            % Convert numeric text to numbers. 

            if ~invalidThousandsSeparator; 

                numbers = textscan(strrep(numbers, ',', ''), '%f'); 

                numericData(row, col) = numbers{1}; 

                raw{row, col} = numbers{1}; 

            end 

        catch me 

        end 

    end 

end 

  

  

%% Replace non-numeric cells with NaN 

R = cellfun(@(x) ~isnumeric(x) && ~islogical(x),raw); % Find non-numeric cells 

raw(R) = {NaN}; % Replace non-numeric cells 

  

%% Create output variable 

eval(['Test' num2str(i) ' = cell2mat(raw);']) 

%% Clear temporary variables 

clearvars filename delimiter formatSpec fileID dataArray ans raw col numericData rawData row 

regexstr result numbers invalidThousandsSeparator thousandsRegExp me R; 

  

  

  

eval(['Test1 = (Test' num2str(i) '(400:800,:))./-1000;']) 

eval(['Test' num2str(i) 'Min = min(Test1(:,(1:228)));']) 
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eval(['Test' num2str(i) 'Max = max(Test1(:,(1:228)));']) 

Test2 = mean(Test1,1); 

  

for j=1:length(Test1); 

    TurbData(j,:)=Test1(j,:)-Test2; % subtract the mean profile from each profile of the dataset 

end 

  

TurbDataAbs=(TurbData.^2).^(1/2); 

  

MeanTurbProf=mean(TurbDataAbs); 

  

eval(['MeanTurbProf' num2str(i) '= MeanTurbProf;']) 

  

  

eval(['v' num2str(i) '= Test2(1:228);']) 

  

  

for j = 1:228 

    

    d(j) = 3.75+0.75*(j); 

     

end 

  

  

d2 = ((d.*cosd(30))-160)*-1; 

  

logy = log(d2(218:228)); 

eval(['vhuCr' num2str(i) '= v' num2str(i) '(218:228);']) 

  

nonan = 10; 

  

eval(['num=nonan.*nansum(vhuCr' num2str(i) '.*logy)-nansum(vhuCr' num2str(i) ').*nansum(logy);']) 

den=nonan.*nansum(logy.^2)-(nansum(logy)).^2; 

eval(['uCr' num2str(i) '=num./(2.5*den);']) 

  

eval(['cte' num2str(i) '=uCr' num2str(i) '^2./v' num2str(i) '.^2;']) 

%% Calculation of Rep and Shield parameter 
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% Rep=u*particle diameter/seawater viscosity 

% clear ('Rep','Shp'); 

Dp = 0.02; 

%Dp = 0.00016; %grain size [m] 

Vs=1.5*10^-6; %kinematic viscosity of seawater [m2/s] 

  

  

eval(['Rep' num2str(i) '=uCr' num2str(i) '*Dp/Vs;']) 

  

% Shield parameter Shp=u*^2/((sed density/seawater density-1)gravity 

% constant*particle diameter 

dsed = 1300; 

%dsed=2650;%input('Density of sediment [gr/l]? '); 

dsw=1027;%input('Density of seawater [gr/l]? '); 

eval(['Shp' num2str(i) '=uCr' num2str(i) '.^2/((dsed/dsw-1)*9.81*Dp);']) 

  

  

  

  

  

%% 

%  

% Rep = [Rep6 Rep8 Rep10 Rep11]; 

% Shp = [Shp6 Shp8 Shp10 Shp11]; 

%  

%  

% o = 'o'; 

%  

% figure 

% loglog(Rep,Shp,'o') 

% xlim([0.1 1000]); 

% ylim([0.001 10]); 

% grid on 

% % legend('Test06','Test08','Test10','Test11') 

% xlabel('Re_p') 

% ylabel('Sh_p') 

%  

%  

% figure 
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% plot(v,d2,'-o') 

% hold on 

% plot(Test11Min(1:228),d2) 

% plot(Test11Max(1:228),d2) 

% % xlim([0.5 0.8]) 

% % ylim([0 30]) 

%  

% figure 

% semilogy(v(218:228),d2(218:228),'-o') 

% xlim([0.4 0.7]) 

%  

%  

eval(['boundaryvel' num2str(i) '= v' num2str(i) '(218:228);']) 

eval(['logz' num2str(i) '= log(d2(218:228));']) 

dz= d2(218:228); 

d = (d-9); 

end 

  

plot(v5,(d./1000)) 

ylim([0 0.17]) 

xlim([0 0.8]) 

xlabel('Velocity [ms^-^1]') 

ylabel('Height [m]') 
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