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Abstract
We explore the strengths and limitations of using a standard Michelson interferometer to sample line-of-sight-averaged 
temperature in water via two experimental setups: slow-varying temperature in static fluid and fast temperature variations in 
convective flow. The high precision of our measurements (a few mK) is enabled by the fast response time and high sensitivity 
of the interferometer to minute changes in the refractive index of water caused by temperature variations. These features allow 
us to detect the signature of fine fluid dynamical patterns in convective flow in a fully non-intrusive manner. For example, we 
are able to observe an asymmetry in the rising thermal plume (i.e., an asynchronous arrival of two counter-rotating vortices 
at the measurement location), which is not possible to resolve with more traditional (and invasive) techniques, such as RTD 
(Resistance Temperature Detector) sensors. These findings, and the overall reliability of our method, are further corrobo-
rated by means of Particle Image Velocimetry and Large Eddy Simulations. While this method presents inherent limitations 
(mainly stemming from the line-of-sight-averaged nature of its results), its non-intrusiveness and robustness, along with the 
ability to readily yield real-time, highly accurate measurements, render this technique very attractive for a wide range of 
applications in experimental fluid dynamics.

1  Introduction

Reliable measurement of temperature in fluids is important 
for a wide range of applications, from industrial (e.g., power 
plants, heat exchangers, chemical industries) to basic sci-
entific research (e.g., Ross et al. 2001; Abram et al. 2018; 
Laffont et al. 2018). Fluid temperature is conventionally 
measured via intrusive instrumentation. Thermocouples, 
thermistors and resistance temperature detectors (RTDs) 
are popular examples of instruments which measure fluid 
temperature by immersion of a physical probe. While this 
may not be problematic for many industrial applications, 
when studying fluid dynamics from a scientific perspective, 

this intrusiveness may be undesirable since the probes may 
disturb local flow patterns. Also, these sensors typically 
have moderate to poor accuracy. While RTDs are gener-
ally considered accurate for most applications, their slow 
response time prevents them from capturing fast changes in 
fluid temperature (Goumopoulos 2018), of the type expected 
in turbulent flows. Another class of temperature sensors are 
based on optical fibers (Childs et al. 2000; Fernandez-Val-
divielso et al. 2003; Rizzolo et al. 2017; Kim et al. 2018), 
which offer advantages such as small dimensions, capabil-
ity of multiplexing, chemical inertness, and immunity to 
electromagnetic fields (Roriz et al. 2020). It must be noted, 
however, that while optical fibre-based sensors can be as 
small as a fraction of a millimetre in diameter (Drusová et al. 
2021), they must be immersed in the test fluid, making them 
invasive instruments. Another intrusive technique is acoustic 
thermometry, which relies on the measurement of the speed 
of sound in a given fluid (Moldover et al. 2014; Wang et al. 
2018). The response time of this technique is determined by 
the time traveled by a probe sound wave, in turn given by 
the thickness of the sample volume. This method can attain 
a precision of up to ± 0.015 K with a sampling frequency of 
5 Hz (Wang et al. 2018).
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When it is not possible or desirable for sensors to be in 
direct contact with the test fluid, a non-intrusive method may 
be used, such as laser-induced fluorescence (LIF) or inter-
ferometry. LIF (originally proposed by Tango et al. 1968) 
works by using laser light to excite a fluorescent dye, which 
subsequently fluoresces at a different wavelength, reveal-
ing temperature changes (Banks et al. 2019). LIF has been 
employed in numerous studies to understand heat transfer in 
convective flow (e.g., Grafsrønningen and Jensen 2012; Park 
et al. 2019; Kashanj and Nobes 2023), and can be used to 
obtain both two- and three-dimensional images (Taylor and 
Lai 2021), with accuracy in thermofluid applications of up 
to 0.17 K (Sakakibara and Adrian 2004).

Interferometric techniques for visualization and analy-
sis of transparent fluid flows are non-invasive, fast and 
extremely sensitive. These include holographic interferom-
etry (HI) and standard interferometry (SI). Inteferometric 
methods extract fluid properties (e.g., temperature) from spa-
tial and/or temporal interference between two laser beams, 
one of which passes through the test fluid (the other one 
being the reference). In HI, the interference pattern between 
two laser beams is recorded on a camera and used to recon-
struct the optical phase distribution in the observed area, 
which directly maps onto the 2D temperature distribution 
within the field of view of the instrument. Several authors 
have employed HI to understand convection-based heat 
transfer phenomena around horizontally placed heating rods 
(Herraez and Belda 2002; Ashjaee et al. 2007; Ashjaee and 
Yousefi 2007; Narayan et al. 2017) as well as temperature 
profiles during liquid cooling and heating processes (Wu 
et al. 2013; Guerrero-Mendez et al. 2016; Wang et al. 2022). 
These investigations have successfully extracted temperature 
variations in the fluid, with reported accuracies ranging from 
0.20 K (Guerrero-Mendez et al. 2016) to 0.42 K (Wu et al. 
2013). Most studies have been limited to laminar flows, and 
the reported experimental data are recorded under steady-
state conditions after the initial transients have decayed. This 
may be due to the fact that, in dynamic measurements, HI 
performance is limited, as large phase gradients across the 
beam (which may occur in turbulent flow settings) may lead 
to non-distinguishable interference structure and errors in 
the interpretation of fringe patterns (Wilkie and Fisher 1963; 
Lira and Vest 1987).

Unlike HI, SI does not provide spatial information about the 
distribution of fluid properties such as temperature. Instead, 
in SI the temporal interference between probe and reference 
beams is observed using a single-pixel detector, which pro-
vides necessary information to measure temporal variations 
of the optical path length in one location. Continuous modu-
lation of the reference arm length enables monitoring of the 

interference visibility, which provides information about the 
performance of the instrument (which may be affected by 
phase gradients perpendicular to the probe beam’s direction 
of propagation). This is advantageous for highly non-uniform 
flow settings, permitting measurements in the presence of 
large phase gradients (albeit with reduced sensitivity). What 
is more, SI is relatively simple and economic, with data pro-
cessing requirements being significantly less computationally 
demanding than those of HI. These characteristics are desir-
able for real-time measurements of rapid temperature varia-
tions in fluids.

While SI is a well-established technique with a wide 
range of applications in metrology and other branches of sci-
ence (e.g., Smith and Dobson 1989; Freise et al. 2009; Ito 
et al. 2020), to the best of the authors’ knowledge, very few 
researchers have employed this technique to sample temper-
ature in fluid dynamical setups. For example, Tomita et al. 
(2006) and Mahdieh and Nazari (2013) implemented SI to 
measure very slow water temperature changes in uniformly 
heated water. However, their detection method (involving the 
imaging of interference fringes using a camera) enables only 
a modest measurement accuracy; e.g., of ∼ 6% in the case of 
Mahdieh and Nazari (2013). Zhang et al. (2019) used SI to 
measure salinity and temperature in slowly cooling water (over 
a 10 h period). Their method, necessitating empirical expres-
sions (relating temperature, salinity and refractive index), 
yielded measurements with an accuracy of 0.12 K relative to 
the reference instrument (a thermistor).

In this paper, we explore the potential and limitations of 
SI in experimental fluid dynamics by applying it to the study 
of two different problems: slow-varying temperature in static 
water and convective flow in water induced by a horizontal 
heating rod. The latter, in particular, is a novel application of 
SI. Results are compared against and complemented by well-
established experimental and numerical methods, such as RTD 
sensors, Particle Image Velocimetry and Large Eddy Simula-
tions. The structure of the paper is as follows. In Sect. 2, we 
explain the experimental setup and the procedure to extract 
temperature changes from shifts in interference patterns. Then, 
Sect. 3 presents the results of a slowly varying temperature 
experiment in a static fluid, which establishes the method’s 
reliability and sensitivity. Next, in Sect. 4, we apply our tech-
nique to a convective flow, and compare the obtained results 
against those from RTD sensors, further enhancing our analy-
sis by the use of Particle Image Velocimetry and Large Eddy 
Simulations. Section 5 presents a brief discussion on the key 
merits and limitations of the proposed technique, as well as an 
outlook for potential future applications and improvements. 
Concluding remarks are presented in Sect. 6.
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2 � Methodology

2.1 � Interferometry: basic theory

In most interferometers, light from a single coherent source 
is split into two beams that travel via different optical paths, 
which are then recombined to produce an interference pat-
tern. The resulting interference fringes provide information 
about the difference in optical path lengths with a precision 
of a fraction of the wavelength of light.

Here, we measure water temperature using a Michelson 
interferometer. The probe arm of the interferometer passes 
through the water tank, while the second (reference) arm 
path bypasses the tank. The interferometer measures the 
phase difference between the two arms, which depends on 
the refractive index of water, in turn given by its temperature.

The experimental setup is shown in Fig. 1(a). A laser 
beam is split into two equal-power components with the 
help of a beam-splitter. One of the beams passes through the 
water tank and is reflected off a stationary mirror, while the 
other one is reflected off a mirror mounted on a piezoelectric 

actuator, fed by a voltage signal shown in Fig. 1(b). The 
interference signal S(t) is detected by a photodetector. The 
signal S(t) consists of fringes, resulting from linear phase 
ramps (i.e., linear piezo displacement in time; see V(t) curve 
in Fig. 1b) introduced by the piezoelectric transducer (PZT). 
Each time the PZT reverses direction, we observe a ‘turning 
point’ in the fringe pattern (see times 100, 200 and 300 in 
Fig. 1b). It must be noted that the probe beam passes twice 
through the test fluid, which effectively increases the instru-
ment’s sensitivity by a factor of 2 (compared to a single-pass 
configuration).

Interferometry does not provide absolute temperature 
measurements, but rather variations with respect to time. We 
detect time variations of the temperature (refractive index) 
of water by comparing the fringe patterns recorded in dif-
ferent moments in time (consecutive PZT sweeps). A shift 
of the fringe pattern with respect to the PZT drive signal 
allows us to deduce the phase difference between the arms, 
�(t) , which is expressed as:

Fig. 1   a Experimental setup of the interferometer. The reference arm 
length is controlled using a piezoeletric actuator driven by a volt-
age signal V(t). The probe arm passes twice through the water tank. 
Abbreviations: PZT piezoeletric actuator, M mirror, BS non-polar-
izing 50:50 beamsplitter, PD photodetector, DAQ data acquisition 
device. b Oscilloscope view of the PZT driving voltage, V(t), and sig-
nal recorded on the detector PD, S(t). c 3D render of the setup, show-

ing approximate position of the heating rod and RTD sensors inside 
the water tank, as well as a close-up schematic view of the overlap 
between probe and reference beams at the PD. d Illustration of the 
method for extracting temperature changes from interference pattern 
shifts; S(t) and S(t + �) are PD-detected signals during subsequent 
piezo strokes
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where k0 is the wave-vector in vacuum, k0zpzt(t) is the phase 
shift introduced by the displacement of the PZT [propor-
tional to V(t)], the z coordinate is aligned with the direc-
tion of beam propagation through the water tank along a 
path of length l, and nw(t) is the refractive index of water 
(which may vary in time). The term �0 contains mechanical 
drifts which affect the lengths of the interferometer arms, 
as well as phase difference introduced by variations in air 
temperature.

For small temperature variations �T = T1 − T0 , we can 
approximate the dependence of water refractive index on 
temperature T1 as

where �nw∕�T = − 9.6 × 10−5 K−1 within the range of 285 
to 305 K at 101,325 Pa (Fernández-Prini and Dooley 1997). 
Note that �n∕�T  for air is approximately −9 × 10−7 K−1 
(Ciddor 1996) (dry air, 450 ppm CO2 ), such that the experi-
ments described in this paper are much more sensitive to 
water than to air temperature changes (by two orders of mag-
nitude) that may occur in the laboratory. Indeed, this is why 
we select water as the test fluid.

Note that the temperature variation deduced from �(t) 
corresponds to the average change along the beam path 
(inside the water).

The signal S(t) detected by the photodiode (see PD in 
Fig. 1) and �(t) are related via:

where I1 and I2 are the optical intensities corresponding to 
the probe and reference beams, respectively, and � is the 
absolute value of the first order normalized correlation func-
tion between probe and reference fields (Mandel and Wolf 
1995). The calibration factor � converts the signal to Volts. 
The two beams have approximately equal power, such that:

where S0 is the DC part of the signal S(t) (see Fig. 1b). The 
amplitude of the interference fringes relative to S0 (interfer-
ence visibility) is dictated by � . Unit visibility ( � = 1 ) occurs 
when the spatial coherence (overlap between probe and 
reference beams) is perfect and the path length difference 
between probe and reference beams is much smaller than the 
coherence length. In this work the latter is always true, i.e., 
our anticipated optical path length differences are always 

(1)�(t) = k0zpzt(t) − 2k0 ∫
l

0

nw(t) dz + �0(t),

(2)nw(T1) ≈ nw(T0) +

(
�nw

�T

)|||||T0
�T ,

(3)S(t) = �

�
I1 + I2 + 2

√
I1I2� cos(�(t))

�
,

(4)I1 ≈ I2 =
S0

2�
,

well within the coherence length, which for our laser source 
is equal to the path length difference resulting from a water 
temperature change of 59 K. The interference visibility in 
our experiment is therefore limited by spatial misalignment 
between the two beams and wavefront distortion introduced 
by water, which results in imperfect overlap of probe and 
reference beams at the detector (see inset in Fig. 1c).

The method for extracting temperature changes from 
the fringe pattern is depicted in Fig. 1d. We calibrate the 
PZT using the fact that a change of (double-pass) path 
length difference of one wavelength is equivalent to the 
shift of the sinusoidal signal pattern by one period. There-
fore, a voltage change of |V1 − V0| (see Fig. 1d) corre-
sponds to a single-pass path length difference of �∕2 , 
yielding a calibration factor � =

�

2|V1−V0|
 . The temporal 

change in the refractive index (integrated over l) corre-
sponding to a voltage change V2 − V1 can then be obtained 
from:

where V1 is the ‘ S0-crossing’ of the signal at time t and V2 
corresponds to the subsequent piezo stroke at time t + � (see 
Fig. 1d). Finally, we can calculate the temperature change as:

where T̂(t) denotes average water temperature along the 
beam (corresponding to the average refractive index along 
the beam) and �̂T  is the corresponding line-of-sight-average 
change in temperature (but, for clarity, we drop the hat nota-
tion hereinafter). In our experiments, we sample tempera-
ture changes sufficiently fast so that |V2 − V1| < |V1 − V0| is 
always satisfied.

3 � Static fluid experiment

As a first assessment of the proposed technique, we compare 
its performance against that of state-of-the-art RTD (Resist-
ance Temperature Detector) sensors for a long experiment 
where water temperature varies slowly. In order to quantify 
the stability and sensitivity of the technique, we also analyze 
its Allan variance.

3.1 � Experimental setup

A schematic of the experimental setup is illustrated in Fig. 1. 
The outer dimensions of the glass tank are 0.20 × 0.10 × 0.30 
m in length, width and height, respectively. We use a col-
limated laser with a wavelength of 532 nm (Thorlabs, 

(5)∫
l

0

(
nw(t + �) − nw(t)

)
dz = �(V2 − V1),

(6)�̂T = T̂(t + �) − T̂(t) =
�

l
(V2 − V1)

(
�nw

�T

)−1

,
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CPS532) and orient the tank such that the laser travels along 
its length. The beam diameter is approximately 3 mm. The 
beam splitter is a non-polarizing cube beam splitter with a 
50:50 (Reflectance: Transmission) beam splitting ratio and 
the moveable mirror is powered by a discrete piezo ring 
stack (Thorlabs, PK44LA2P2) with a maximum displace-
ment of 9 μ m when driven with no load. The piezo actuator 
is powered by a waveform generator (ISO-TECH, GFG-
8216A), which can produce different types of waveforms 
(e.g., triangular, sinusoidal) with varying frequencies. Four 
Class 1/10 DIN RTD sensors (OMEGA, P-M-1/10-1/4-6-
0-P-3) are evenly spaced inside the water with their probes 
located near the laser path for comparison against the line-
of-sight-averaged results obtained from the interferometer; 
for the same reason, all RTD measurements reported in this 
paper refer to the average of all four sensors. The RTDs are 
connected to a data logger (DataTaker DT85M) for record-
ing temperature with a 4-wire configuration. Their accuracy 
is ±(0.03 + 0.0005Ts)

◦ C, where Ts is the surrounding fluid 
temperature.

The tank is filled with 20 cm of water and the laser beam 
propagates horizontally at 5 cm from the bottom of the tank. 
For this experiment, the piezo is driven with a triangular 
signal at 40 Hz. The experiment runs for 13 hrs in order 
to compare the results from the proposed technique against 
measurements from RTD sensors in a simple setting where 
water temperature varies slowly due to ambient temperature 
changes. The experiments have been performed remotely at 
night hours to minimize mechanical vibrations induced by 
human movement. A vibration absorption mat is also placed 
underneath the optical table to further reduce possible noise.

3.2 � Results

The temperature variations measured by the RTD sensors 
and inferred from interferometry are compared in Fig. 2. 

The observed drop in water temperature is entirely due to the 
drop in room temperature over night (no additional cooling 
system is employed). The sampling frequency of the data 
logger for the RTD sensors is 1 Hz, and the reported value 
is the average of the four sensors. For the interferometry 
results, we captured a triggered result based on the voltage 
from the waveform generator every 6 s. The data transmis-
sion rate of the oscilloscope (Tektronix, TDS-2004C) limits 
this interval. While a different data logger could have been 
employed for continuous data recording (see Sect. 4.1), the 
volume of data corresponding to this 13 hrs long experiment 
would have been unnecessarily large for post-processing 
purposes. Recalling that the proposed technique yields tem-
perature changes rather than absolute values, we have fixed 
the reference temperature at t = 0 as equal to that from the 
RTD sensors (i.e., their average). This is the only calibra-
tion we carry out. Figure 2 shows that the two curves agree 
extremely well; the difference between the methods has an 
average of only 2.47 × 10−4 K. Most noticeable differences 
occur right before the auto-recalibration process of the data 
logger (see inset in Fig. 2). During operation, the RTD data 
logger measures the amplifier’s internal ‘offset voltage’. If 
it is found to have drifted by a specified amount ( 1 μV), a 
calibration cycle is performed (dataTaker 2013). Regardless 
of the error caused by the data logger drift, the difference 
between the two methods is within the expected accuracy of 
the RTD sensors ( ∼ 0.038 K). This comparison against state-
of-the-art temperature sensors in a simple setting serves as a 
confirmation of the high accuracy achieved by the proposed 
method.

3.3 � Interferometer stability

We quantify the stability of the interferometer under hydro-
static conditions, which determines the precision of our 
measurements for a given integration time. A standard 
method to characterize a sensor’s stability is the two-sam-
ple variance, also known as Allan variance (Allan 1966), 
which quantifies noise in the system and resulting meas-
urement limitations. For the derivation of the two-sample 
variance �2

T
(�) of a time trace T(t) with length T  , the time 

trace is split into N equal blocks of length � = T∕N . For each 
of these blocks an average value is denoted as T̄ (𝜏)

k
 , where 

k ∈ (1, ...,N) . The Allan variance is the expectation value 
of the two consecutive values of the block average T̄ (𝜏)

k
 as a 

function of integration time �:

(7)

𝜎
2
T
(𝜏) =

⟨
1

2

(
T̄
(𝜏)

k+1
− T̄

(𝜏)

k

)2
⟩

≈
1

2(N − 1)

N−1∑

k=1

(
T̄
(𝜏)

k+1
− T̄

(𝜏)

k

)2

.

Fig. 2   Comparison of measurements from RTD sensors and interfer-
ometry for slowly varying water temperature in static fluid. Differ-
ences are barely noticeable (see inset)
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The result of the Allan variance analysis is shown in 
Fig. 3, which has been calculated by acquiring data for 1 
min with a 40 Hz sampling frequency. We observe that for 
integration times shorter than approximately 2 s, the signal 
behavior is dominated by high frequency noise. Increasing 
the averaging window beyond ∼ 2 s reveals the influence of 
other noise sources, including long-term mechanical drifts 
in the optical path lengths. We estimate that the precision 
of our instrument is approximately 1 mK per piezo cycle 
(at 40 Hz), and up to 5 μ K for 10 s integration time. Under 
the assumption that the water temperature remains constant 
over a 1/40 s interval (a reasonable assumption given the 
experimental conditions), 1 mK can also be taken as a good 
estimate of the accuracy of the interferometer (at a 40 Hz 
sampling rate).

4 � Convective flow experiment

In this section we describe the measurements of rapid tem-
perature variations due to natural convection induced by a 
heating rod in the fluid. Interferometry results are compared 
against those from RTD sensors. Our interpretation of the 
measurements obtained is enhanced via numerical simula-
tions and Particle Image Velocimetry.

4.1 � Experimental setup

The experimental setup is depicted in Fig. 1. The data 
acquisition device used for this experiment is a Red Pitaya 
125-10 (a 10-bit data logger), which facilitates continuous 
high-frequency data streaming for rapidly fluctuating water 
temperature measurements. The tank is positioned on a jack 
lift, with a rectangular opening in the optical table allowing 
for horizontal and vertical adjustments to sample data from 
various locations without necessitating laser realignment. 

The tank geometry is based on that reported by Park et al. 
(2019) and is shown in Fig. 4. The material is common glass 
with a nominal thickness of 10 mm. The tank is filled with 
water up to 20 cm and the power output from the heater is set 
to 12 W. For analysis and comparison against RTD measure-
ments, six different locations were chosen as illustrated in 
Fig. 4. Some of these points are right above the heater, while 
others are slightly off. This is done to capture qualitatively 
different parts of the experiment; e.g., unlike locations 4–6, 
the area right above the heater (locations 1–3) is expected 
to be strongly dominated by the rising plume (see Fig. 7).

As we show later, a short-duration experiment is not 
appropriate to compare interferometric measurements 
against those from RTD sensors due to the latter’s slow 
response time. For this reason, experiments were conducted 
over a 480 s time span. Data collection began right after 
switching on the heater, which was then switched off at 
t = 80 s, and data recording continued for another 400 s. 
Therefore, while instantaneous temperature is not expected 
to be the same for both methods (given their different 
response times), the final recorded temperature should in 
theory match (by design, we take the initial temperature to 
be the same in both methods).

4.2 � Results

4.2.1 � Comparison against RTD sensors

Comparison between the RTDs and interferometry in six 
locations within the tank for the convective flow experi-
ment is illustrated in Fig. 5. Overall, both methods agree 
well (especially if the RTDs accuracy is taken into account, 

Fig. 3   Allan deviation plot for the static fluid setting; slope �−1 shown 
as dashed line

Fig. 4   Sketch of the water tank used in the convective flow experi-
ments showing geometrical details and location of all six locations 
sampled (in red). All dimensions in mm
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which is of ± 0.04 K). However, it is worth analysing sev-
eral aspects in detail. First of all, all six sampled locations 
exhibit a high degree of agreement between both techniques 
at the end of the experiment. This is important because the 
proposed interferometric method works (i.e., yields instan-
taneous temperature) by accumulating temperature changes 
relative to the previous instant in time (piezo stroke), such 
that if major errors occurred, these would be evident from 
the final temperature measurement. We are thus confident 
that such error accumulation does not take place. Secondly, 
in all locations a lag between both methods is evident, with 
temperature peaks being smoothed out and recorded later 

by the RTDs (this is particularly clear in location 4). This is 
an expected behavior given the well-known slow response 
time of RTDs. We can further verify this by applying a sim-
ple moving average function to the original interferometric 
measurements (in this case, we report at time t the average 
temperature over the previous 30 s), which closely replicates 
the RTD data, as illustrated in Fig. 6 (evidently, this agree-
ment could improve if a different moving average filter, bet-
ter mimicking the RTDs behavior, were employed). Finally, 
notice that rapid temperature variations are not captured by 
the RTDs, which is especially evident in location 1, where 
interferometry reports a sharp rise of about 0.23 K within 

Fig. 5   Line-of-sight-average temperature change relative to initial 
temperature, T − T

0
 , for the convective flow experiment. Vertical 

dashed line represents the time at which the heater was turned off. 

RTD data (black line) denotes the average of all 4 RTD sensors. 
Insets in a and b are further analyzed in Sect. 4.2.2 and Fig. 8
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1.0 s, followed by a decrease in temperature. This phenome-
non, also observed in location 2, is presumably caused by the 
rising plume, and we further analyze it in Sect. 4.2.2. Tem-
perature fluctuations are also present in locations 3 and 6, 
which we attribute to the plume’s transition to turbulent flow 
as it approaches the free surface. Locations 4 and 5 do not 
exhibit the aforementioned discrepancy between techniques 
due to the primary mode of heat transfer in these locations, 
which is conduction rather than convection, leading to the 
absence of the sharp temperature increases observed in other 
locations.

4.2.2 � Comparison against PIV and LES

The temperature variations measured in locations 1 and 2 at 
around t = 30 s are particularly intriguing, as interferometry 
not only reveals a rapid increase in temperature due to the 
rising plume, but also uncovers three peaks within it (see 
insets in Fig. 5a and b). To investigate further the origin 
of these peaks, we analyze the setup using Particle Image 
Velocimetry (PIV) and Large Eddy Simulations (LES), 
focusing our attention on a cross-section normal to the heat-
ing rod passing through locations (beam paths) 1, 2 and 3, as 
illustrated in Fig. 7 (see "Appendices A and B" for technical 
details on the PIV and LES settings, respectively).

Figure 8 shows velocity magnitude and temperature con-
tour plots obtained from PIV and LES in the plane of inter-
est. There are several reasons to expect quantitative discrep-
ancies between PIV and LES. For example, LES assumes 
a uniform heat flux distribution from the heating rod; how-
ever, we observed a marked non-uniformity in temperature 
employing an infrared camera in the laboratory (see Fig. 7b). 
Nevertheless, a qualitative interpretation of these results is 
sufficient to substantiate our forthcoming arguments.

Comparison of velocity magnitude obtained by LES 
and PIV shows a good qualitative agreement, particu-
larly regarding the time of arrival of the plume’s front 
to location 1. In the LES temperature plot, this hot water 
front is very clear (see Fig. 8a3), such that we can reli-
ably associate it with the first peak detected via interfer-
ometry (see Fig. 5a). At this point, it is worth recalling 
that our method captures the average temperature change 
along the laser path in the water. Therefore, as the plume 
progresses upwards, the laser at location 1 travels through 
the thin central ‘neck’ and lateral ‘arms’ of the plume 
(Fig. 8b3), detecting a decrease of temperature, until the 
counter-rotating vortices at the edge of the arms reach this 
location (Fig. 8c3), leading to the detection of a second 
peak. To explain then the third peak in Fig. 5a (inset), we 
notice the asymmetry in the rising plume observed via 
PIV (Fig. 8b1 and c1), which is to be expected given the 
system’s sensitivity to initial conditions (Narayan et al. 
2017), as well as imperfections, such as the heat flux non-
uniformity discussed above. Because of this asymmetry, a 
third peak is detected, corresponding (in this case) to the 
left-arm eddy, which reaches location 1 with a time delay 
relative to the right-arm eddy (compare positions of dotted 
white circles in Fig. 8c1 and c2). Additional support for 
this interpretation comes from the fact that multiple repeti-
tions of this experiment consistently revealed the presence 
of the aforementioned three peaks at locations 1 and 2 
almost every time, but, crucially, not always. Sometimes 

Fig. 6   Measurements from RTDs and interferometry in location 4 
after applying a simple moving average function to the interferom-
etry results. Here, the moving-mean temperature reported (red dashed 
line) at time t represents the average of the previous 30 s

Fig. 7   a Illustration of a Large Eddy Simulation (temperature field), 
indicating the location of the cross-section of interest (purple verti-
cal line), which has also been analyzed by means of Particle Image 
Velocimetry (see Fig.  8). b Non-uniform temperature distribution 
observed in the heating rod using an infrared (IR) camera. Images 
provided for qualitative analysis only (hence, no colour bar)
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only two peaks would be detected, which can be attributed 
to conditions when the plume’s asymmetry was negligible. 
This method’s sensitivity thus allows us to capture the 
signature of fine fluid dynamical patterns in a fully non-
intrusive manner.

4.3 � Thermal gradient effect on interference 
visibility

During the convective flow experiment, the interference 
visibility � (see Fig. 1b) decreases substantially when the 
thermal plume reaches the measurement location, as indi-
cated by the blue circle in Fig. 9a. We claim that this effect 
is caused by the large vertical temperature gradient across 
the laser beam induced by the thermal plume’s front, causing 

Fig. 8   Velocity magnitude 
obtained via Particle Image 
Velocimetry (left panels) and 
Large Eddy Simulations (centre 
panels), as well as temperature 
contour plots from LES (right 
panels), at three different times 
after start of the experiment: 
a 25 s, b 32 s, and c 40 s. The 
green horizontal lines represent 
the laser path at locations 1, 2 
and 3. Note, the grey semicircle 
in the PIV images represents the 
‘mask’ used for image process-
ing, not the cross-sectional 
area of the heating rod (which 
is shown in white in the LES 
images). From PIV results, an 
asymmetry in the rising plume 
is evident
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significant refraction of the probe beam and subsequent mis-
alignment with the reference beam at the photodetector. This 
hypothesis is confirmed by recording the beam’s position 
using a camera, the results of which are shown in Fig. 9b. 
Note that despite the reduced visibility periods observed in 
Fig. 9a, we are still able to track the same interference peak 
and measure temperature change reliably in the convective 
flow setting. In other words, the visibility drop does not 
lead to accumulation of measurement errors, as discussed 
in Sect. 4.2.1. However, in other experimental settings (e.g., 
a stronger plume presenting a much larger temperature gra-
dient), visibility reduction can lead to temporary data loss. 
This in turn makes visibility reduction due to thermal gradi-
ents a useful indicator of measurement performance. If the 
thermal gradient is excessive, our method (unlike HI) will 
provide no data, instead of yielding a distorted measure-
ment. This feature distinguishes the present approach (SI) 
from holographic interferometry, where refraction (due to 
the thermal gradients in the fluid) can lead to phase recon-
struction errors (Lira and Vest 1987) (see also Sect. 1), and 
renders SI especially suitable for probing rapid tempera-
ture changes in three-dimensional flows like the one herein 
considered.

5 � Discussion

We now provide a summary of the main strengths and limi-
tations of the proposed technique, as well as an outlook of 
potential future applications and improvements.

While using relatively simple and economic instrumenta-
tion, standard interferometry has the potential to yield highly 

precise temperature measurements in a fully non-intrusive 
fashion. Moreover, the robustness of this technique, along 
with its small data processing requirements, render it attrac-
tive for real-time applications. However, the temperature 
measurements obtained represent the average along the beam 
path within the test fluid (the line of sight), which may limit 
application of this method to a set of specific problems (see 
below). What is more, the interferometer is very sensitive to 
ambient disturbances (such as mechanical vibrations) and, 
for optimal performance, may need to be realigned before 
the start of an experiment (which can be time-consuming 
and requires specific skills from the experimentalist).

Despite current limitations, the present technique could 
be employed in small-scale experiments where high pre-
cision and non-intrusiveness are desirable. For example, it 
may be used to characterize quasi-two-dimensional flows 
(where the dimension traversed by the probe beam is much 
smaller than the other two), yielding data that might poten-
tially serve as benchmark for validation of Computational 
Fluid Dynamics models. Moreover, in 3D flows (like that 
in Sect. 4), several interferometers may be arranged so as 
to span a plane, potentially enabling the recovery of more 
localized temperature data. Due to the increase of precision 
with integration time (up to a certain point), this technique 
can also be helpful in long experiments with slow-evolving 
temperature where very high-precision measurements (in the 
order of μ K) might be beneficial.

In this paper, we have purposely applied this method to 
two problems with a significant disparity in nature and com-
plexity (i.e., slow varying temperature in static water and a 
convective 3D flow), with the goal of better illustrating the 
strengths and weaknesses of our approach. However, our 
overarching aim is to promote within the community the 
adoption and adaptation of standard interferometry for the 
study of a wider range of problems in experimental fluid 
mechanics.

6 � Conclusions

We explore some of the merits and shortcomings of standard 
interferometry by applying it to two fluid problems: slow-
varying temperature in static water and natural convective 
flow. We detect slow and rapid line-of-sight-average tem-
perature changes in water at mK sensitivity in a fully non-
intrusive manner. This is enabled by the interferometer’s 
high sensitivity to minute temperature-induced changes in 
the fluid’s refractive index. We achieve a precision of about 
1 mK per measurement with a sampling rate of 40 Hz. The 
high sensitivity and fast response time of our method allow 
us to capture the signature of fine fluid dynamical patterns 
that cannot be resolved with traditional methods such as 
RTD sensors. For example, in convective flow induced by a 

Fig. 9   a Interference signal detected by the PD at location 1, indi-
cating the drop in visibility � (blue dashed circle) caused by the 
arrival of the plume’s front (see inset in Fig. 5a). b We use a camera 
to record the temporary change in the probe beam’s position due to 
refraction, shown by the red (original/permanent position) and yellow 
(temporary/displaced position) circles; compare with inset in Fig. 1c
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horizontal heating rod, we observe an asynchronous arrival 
of two counter-rotating vortices at the measurement location, 
revealing an asymmetric thermal plume, which we further 
corroborate by means of Particle Image Velocimetry and 
Large Eddy Simulations.

Resolving potentially large thermal gradients induced 
by a rising plume is particularly challenging for any tem-
perature measurement technique. For example, RTD sen-
sors, in addition to being intrusive, are unable to capture 
this phenomenon due to their relatively slow response time, 
whereas Holographic Interferometry-based methods cannot 
reliably operate in the presence of large thermal gradients. 
Conversely, we are able to operate in the presence of said 
steep gradients thanks to the fast response and robustness 
of our approach.

Despite its current limitations (mainly stemming from 
the line-of-sight-average nature of its measurements), the 
technique herein described may be utilized to investigate 
slow and rapid fluid temperature variations in certain types 
of experiments (e.g., quasi-2D flows), generating high-
quality data that might be used, for example, for validation 
of Computational Fluid Dynamics models. Moreover, as 
illustrated here, combination of this with other techniques 
(such as PIV), can enhance the analysis of a wide variety of 
problems in experimental fluid dynamics.

Appendix A: PIV settings

A green laser (532 nm) with an output power of 4.5 mW 
is used as the source, and a cylindrical lens is employed to 
generate the light sheet necessary for Particle Image Veloci-
metry. A high-speed CMOS camera (Baumer VCXU-15 M) 
was utilized to capture particle images at 100 frames per 
second. A bandpass filter was placed in front of the camera 
to eliminate ambient light and ensure that only the scattered 
green light from the tracer particles was captured. Polyam-
ide particles are used as tracer particles, with a diameter of 
around 55 μ m and a density of 1.016 g/cm3 . Our field of 
view (FOV) is a square region that extends from the center-
line of the heating rod to the uppermost water level, with a 
width equal to the inner width of the tank. Preliminary tests 
indicated that the maximum velocity magnitude was approx-
imately 10 mm/s. As suggested by Lu and Sick (2013), par-
ticle displacements between subsequent frames should not 
exceed 1/4 of the interrogation window size (8 pixels in our 
configuration) to reduce the number of pairing loss (loss of 
particle images within the interrogation window between 
subsequent frames). The time required for a particle to move 
8 pixels is 0.07 s for the maximum expected velocity, which 
is much larger than the time between adjacent frames for 
our configuration (0.01 s), indicating that our chosen frame 
rate is suitable.

Image processing was performed using PIVlab (Thielicke 
and Stamhuis 2014). A multi-pass interrogation algorithm 
with window deformation was implemented to improve the 
calculation accuracy of the velocity field. Three passes were 
used in total, which are 128×128, 64× 64 and 32× 32 pix-
els with a 50% overlap. To investigate the influence of the 
number of passes, we compare the velocity magnitude in 
a selected point (along location 1 and just above the heat-
ing rod) obtained by also using 2 passes only (128×128 and 
64× 64 pixels) and 4 passes (128×128, 64×64, 32× 32 and 
16× 16 pixels). Results are shown in Fig. 10. We observe that 
2-passes produces lower velocities compared to the other 
two settings, while 4-passes introduces the most noise. Thus, 
in this paper, we report results using the 3-pass interrogation 
algorithm. The interrogation area size for each pass are 11.5 
mm, 5.8 mm and 2.9 mm.

Appendix B: LES settings

The computational domain in the simulation is set to match 
our experimental settings, as detailed in Sect. 4.1. The 
Navier-Stokes equations are solved using a Large Eddy 
Simulation (LES) approach with Boussinesq approxima-
tion, and the subgrid-scale (SGS) turbulence was modeled 
using the dynamic Smagorinsky model. The mesh grid 
has a total number of 40 × 106 hexagonal cells. The mini-
mum grid size is 0.03 mm, and the non-dimensional wall 
distance y+ on the heating rod is 0.023. For the bound-
ary conditions, we assign no-slip conditions to the side 
and bottom walls, while the top wall is designated as a 
free-slip boundary, considering the fact that any free sur-
face level fluctuations that may occur will be negligible 
in magnitude compared with the water depth (McSherry 
et al. 2017). We set the heater’s boundary condition as a 
no-slip wall and define a constant heat flux of 1504 Wm−2 , 
in line with the experiment’s power output of 12 W. The 

Fig. 10   Velocity magnitude at a point along location 1 and just above 
the heater, obtained by using three different pass settings when pro-
cessing PIV images
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initial temperature is set to 22 ◦ C everywhere. Simula-
tions are carried out in ANSYS Fluent 21.2. The numerical 
algorithm and solver settings were adapted from Ma and 
He (2021), who also analyzed a similar case study using 
LES. A pressure-based solver was employed, and SIM-
PLEC scheme was used for the pressure–velocity coupling 
scheme. Discretization of the gradients and pressure equa-
tion was conducted by least squares cell-based and body 
force-weighted scheme, respectively. For the momentum 
and energy equations, boundary central differencing and 
second order upwind schemes are adopted, respectively. 
Time marching is achieved by a bounded second order 
implicit scheme. The simulations were run on the Univer-
sity of Southampton’s Iridis 5 supercomputer.

To determine the integration time step, Fig. 11 illus-
trates the mean velocity magnitude along location 1 (that 
is, averaged over the beam path at location 1) for three 
different values of the time step. The decrease in time step 
from 0.01 to 0.005 s yields a marginal mean difference 
of only 0.24%. In contrast, a reduction in the time step 
from 0.05 to 0.01 s results in a larger mean difference 
of 1.79%. Therefore, we conclude that the benefits of the 
additional computational time and resources required for 
smaller time steps beyond 0.01 s are not justified. Hence, 
we determine that a time step of 0.01 s provides sufficient 
precision for our needs and was consequently selected for 
our simulations.

The quality of the LES computational grid was judged 
based on a Reynolds-Averaged Navier–Stokes (RANS) sim-
ulation of the same case. The turbulent integral length scale, 
l1 = k3∕2∕� (where k and � are the turbulent kinetic energy 
and energy dissipation rate, respectively), was derived from 
the RANS simulation and served as a benchmark for assess-
ing the quality of the mesh. The LES results are deemed 
satisfactory if more than 80% of the turbulent kinetic energy 

is resolved. This goal can be achieved by ensuring the fil-
ter width, Δ , is smaller than l1∕12 , as suggested by Pope 
(2000), where Δ is computed according to the volume of the 
computational cell, V, using Δ = V1∕3 . Figure 12 shows the 
ratio l1∕Δ computed for the grid used in our LES model. The 
contour range is confined between 0 and 12, such that the 
grid size in the white area complies with the l1∕Δ > 12 rule, 
and therefore, the core region of the domain possesses an 
acceptable resolution. The non-dimensional wall distance, or 
y+ , on the heater and the walls is 0.023, which is sufficiently 
low to ensure a well-resolved LES near the wall.
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