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ABSTRACT

Volterra filters can be applied to a wide classnofilinear
systems, keeping only the low order kernels todyeelgood
approximation. The parametric array loudspeaker jPAs
a weak nonlinear acoustic system, is a popularctiineal
sound reproduction device. Volterra filters haverbeised
in the linearization system of the PAL to accuratelduce
the nonlinear distortion without solving the secomdier
nonlinear acoustic equation. In this paper, theastiund-to-
ultrasound Volterra filter is proposed, being imedi by the
nonlinear acoustic principle, to produce a bettetesnatic
representation of the PAL. Experiment results assgnted
to prove the effectiveness of the proposed metivbére the
sparse NLMS algorithm is applied in the identifioat
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Fig. 1 Block diagram of the parametric array loudspeaket the
Volterra filter identification.

noise control [10]-[12], creation of personal listegy zone
[13], and spatial audio reproduction [14]-[16]. Tinecious
tailoring of the sound field requires the accursyetematic
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filter, sparse NLMS algorithm
1. INTRODUCTION

When two finite amplitude waves are transmittecclase
frequencies in a collimated beam, the differencéheftwo
frequencies form a similarly narrow beam. This mozdr
acoustic phenomena was derived by Westervelt anteta
as the parametric acoustic array [1]. The paramatoustic
array was mainly applied in underwater applicatiofibe
first directional sound reproduction device makirsg of the
parametric acoustic array in air was invented i83L92],
which is now known as the parametric array loudkpea
(PAL). The principle of the PAL is commonly explaih by
the Berktay's far-field solution [3], although thesumptions
made by Berktay are not well validated in air.

The sound quality of the PAL is not satisfactory da
its nonlinear distortion, which is a notable byprodof the
parametric acoustic array in air. For this reagbare have
been many preprocessing methods to reduce theneanli
distortion [4]-[7]. The audio bandwidth extensioashbeen
attempted to improve the perceptual sound qualityhe
PAL [8]-[9]. But all these preprocessing methodsenbeen
derived on the basis of the Berktay's far-fielduioh. Their
performance is inadequate in practice, and thusdaptive
preprocessing method is much preferred.

In spite of the nonlinear distortion, the PAL isaddy
deployed in sound field control applications, sashactive

acoustic equation has only numerical solutions Wéttye
computational burdens [17].

The application of the Volterra filters in the sysiatic
representation of the PAL has been studied sind@ 208]-
[19]. After the Volterra filter is identified, thmverse filter
can be designed to preprocess the audio inputdorately
reduce the nonlinear distortion of the PAL [20]]23his
technique was adapted from its original applicatiorthe
linearization of the conventional loudspeaker systm past
studies, both the input and output of the Voltefiteer
identification were selected by default as the auiput and
output of the PAL. In this paper, the present apphois
illustrated in Fig. 1 as the audio-to-audio Volterilter
(A2VF) identification. The identified A2VF of the AR
remains accurate if the modulation method and twveep of
the input audio are identical to those used inptueess of
identification.

In this paper, another approach, namely the ultnado
to-ultrasound Volterra filter (U2VF) identificatios verified
in experiments. The U2VF is proposed to accounttlier
nonlinear acoustic principle of the PAL. The diffity of the
U2VF implementation is due to its high samplinggfrency
[24]. Thus, the sparse LMS is adopted to identifg first
order U2VF coefficients with a long memory lengdind the
acoustic delay between the PAL and the microphamebe
extracted from the identified first order U2VF. éfivards,
the memory length of the second order U2VF is smad
by the realignment of the input and output. Thentdied



U2VF is used to predict the total harmonic distortof the o, o,

PAL in comparison with the measurement results el ag
the A2VF. [
(a) DSB Method (c) Upper SSB Method

2. PARAMETRIC ARRAY LOUDSPEAKER o, o
Among the nonlinear acoustic models, the Berktdgis ”” “” I
field solution is the most widely used for develgpithe
preprocessing methods of the PAL, though the astonsp (6) SRT Method (d) Lower SSB Method
made by Berktay are not consistently validatediin Bhe
Berktay's far-field solution is an audio-to-audi@atel. The Fig. 2 Spectrum examples of the modulated audio inputs of
audio output of the PAL is expressed as different preprocessing methods.

2
Py = K—2E2 (t) (1) SRT, and SSB methods are shown in Fig. 2, whemulié
ot input is a sine tone aiy.

whereK is a mixed parameter related to ultrasonic emitter
observation position, and acoustic properties Qfaid E(t) 3. VOLTERRA FILTER AND SPARSE NLMS
is the preprocessed audio inpaik.a. the envelope function. ALGORITHM

The modulated audio input of the first PAL is givan

Epes cos(a)ct) :[1+ mA(t)] Coﬁwct) 2) The second order nonlinear system can be modeletidby

wherem is the modulation indeX(t) is the audio input; and Volterra filter as

o, is the angular frequency of the carrier [2]. Tiniseffect y(n) =H,[x(n)]+H,[x(n)]+e(n), ()
is the double sideband (DSB) modulation methodeBam  wherex(n) andy(n) are the input and output of the system;

(1), the second harmonic distortion of a PAL uding DSB  ¢(n) is the model errortd; andH, are the first and second
method is found to be proportional to the modulatitdex. order Volterra operatorsge.

Thus, the square root (SRT) method was introduoed t N1 ]
offset the square operation in (1) [4]. The modedaaudio H, [x(n)] =Zhl(|)x(n_|) (8)
input of the SRT method is given by =0
and
Egr cos(at) =/ 1+ mA(t) cogawt) (3) NN . .
The drawback of the SRT method was mainly found in HZ[X(n)] . th(l’ J)x(n—l)x(n— J)’ )

=0 j=0
the implementation, since the ultrasonic emittes waeded L

to have an infinite bandwidth. To overcome thiswrack,
the single sideband (SSB) modulation method wasechr

out in the PAL. The modulated audio input of theespand acquired and stored in the vector form, of whiah sfze isN

lower SSB methods are given by _ by 1. Furthermore, the functionéshape" can arrange all the
Exs coS(at +¢) =[ 1+ mA(t) ] cogawt) T mA, (t) sift) elements of arN by N matrix to anN? by 1 vector. The
(4) second order nonlinear system in (7) can be remriiito a

respectively. In (7) and (8N is the memory lengtht);, and
h, are the first and second order Volterra filterflioents.
The input and output of the system can be contiglyou

whereAy(t) is the Hilbert transformed audio input; linear model as
— T
Eew =2+ 2A(1); (5) y(n)=X"H +e(n), (10)
and where ]
1+mA(t) X =[x reshape(>«",N?,1)| (11)
@g=arctan ———*-|. (6)
A, (t) and
There are two types of the SSB method. They are the H :[h.reﬁhape(hz,Nz,l)JT . (12)

upper and lower SSB methods depending on the digimeo . ) i
orthogonal carrier. The SSB method is not a purpliume ~ BOth X andH have the size d+N" by 1. Using (10), the

modulation, but it has the same envelope as thtteoBRT ~ NLMS algorithm can be adopted to identify The update
method. Both the SRT and SSB methods can eliminate €duation of the NLMS algorithm is given by

harmonic distortion of the PAL only if the Berksyar-field H., =H, + T1 ax,e(k), (13)
solution is valid [5]. The modulated audio inpufdtee DSB, X Xy



whereq is the step size.

Adapted from a sparse LMS algorithm, the reweighted

zero-attracting LMS algorithm [25], the sparse i@rof the
NLMS algorithm is written as

sgn(Hy)
1+|H, /B
wheref is the small amplitude that coefficients lowerrtifa
will shrink to O to create the sparsity.

1
Hk+1:Hk +W a'Xke(k)—,B (14)

k 7Yk

4. EXPERIMENT AND RESULTS

The experiment setup is shown in Fig. 3. The expents
are carried out in a meeting room, where the flomse and
reflections are similar to the daily usage of ti#dPA white
noise signal is generated in the computer and peeckby a
digital band-pass filter, of which the cut-off fuggncies are
chosen at 20 kHz and 60 kHz. This band-passed wbite
is transmitted by the ultrasonic emitter. A micropk (B&K
Type 4191L) is placed 3.2 meters away from theastinic
emitter to record the sound reproduced by this Ratup.
Both the DAC and ADC have the sampling frequenc$ @i
kHz and the resolution of 32 bit.

4.1. First order Volterrafilter identification

The sound speed in dry air at 20 °C is estimatebet®42
m/s. Thus, there is an acoustic delay between Ithesanic
emitter and the microphone, which is about 9.375amd
1800 samples. The causality of the Volterra filternot
satisfied if the memory length is set shorter thiza actual
acoustic delay. Moreover, the computational compleaf
the Volterra filter increases exponentially witre tmemory
length. To use a memory length longer than themesé&d
acoustic delay of 1800 samples is impracticals lofi great
importance to extract the actual acoustic delaps8qguently,
the input and output of the identification can fealigned
according to the acoustic delay, and the memorgtteof
the Volterra filter can be shortened drastically.

For this purpose, the first order U2VF, which isngar
filter, is first identified using the NLMS and sjgar NLMS
algorithms. Due to the nonlinear acoustic principfethe
PAL, the ultrasound pressure captured by the miwap
can be 60 dB higher than the audio sound pres3imes,
the identification of a PAL as the first order U2\¢&n yield
a very good accuracy. However, it is useless ferdasign
of the linearization system, as the first order B2%annot
generate any audio from the ultrasound. The siganitte of
the linear U2VF is only to find out the acoustidaye

The identified Volterra filter coefficients of tHeLMS
and sparse NLMS algorithms are shown in Fig. 4, e
memory length is temporarily set to 3000. The stigp and
small amplitude are selected as= 0.01 andf = le5,
respectively. It is observed in Fig. 4 that therspaNLMS
algorithm fast converges to the satisfactory situtwhere
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Fig. 3 Experiment setup.
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Fig. 4 The first order U2VF coefficients identified byettNLMS
and sparse NLMS algorithms.

the acoustic delay is easily distinguishable aradi ras 1865
samples. The microphone output will be realignedthig
acoustic delay in the second order U2VF identifarat

4.2. Second order Volterrafilter identification

The memory length of the first and second ordertéfch
filters is reset to 600. The step size and smaplande are
kept asa = 0.01 ands = 1e-5, respectively. The A2VF is
identified by the NLMS algorithm. The U2VF is iddid
by the NLMS and sparse NLMS algorithms. The idésdif
coefficients of the first order U2VF after realigant are
plotted in Fig. 5. In comparison with Fig. 4, théfetence
between the coefficients before and after realigrnge due
to the involvement of the second order U2VF. Morspthe
sparsity in the first order U2VF remains validatedFig. 5.

The identified A2VF, U2VF, and sparse U2VF can be
evaluated by the total harmonic distortion (THDheTTHD
used in this paper is defined as the root meanreqadio of
the harmonics to the fundamental frequency. Angstiudio
input is generated as a sine sweeps ranging frdnHa0to
7500 Hz. THD values are extracted from the outpditthe
identified Volterra filters when the input is prded by that
testing audio input. The THD values are also measiny
the same experiment setup in Fig. 3, but the irgpreplaced
by the sine sweep.



THD values of the DSB and SRT methods are plotted i
Figs. 6 and 7, respectively. In these two figuthe, A2VF
produces the same curve, as the A2VF has to beifiddn
for every different preprocessing method. In théper, the
A2VF is only identified for the DSB method. In Fif, the
A2VF provides accurate predictions to the THD valoé
the DSB method from 1500 Hz to 6500 Hz. But it a@nn
match the measured THD of the SRT method as shown i
Fig. 7.

The U2VF shows consistent accuracy in Figs. 6 and 7
when it is applied to predict the THD of the DSBI&8RT
methods. The drawback of the U2VF in the experiment
observed in the frequency band lower than 2000THis is
probably due to the background noise appearingaérraom
for measurement. Another obvious discrepancy odoutse
THD of the SRT method when the input frequencyd80!
Hz. Itis likely that the measured THD values imtgicertain -~
errors. Despite this specific frequency, the U2\fBvirles
accurate predictions to the THD values of bothDisB and
SRT methods from 2500 Hz to 7500 Hz.

The sparse U2VF exhibits the poorest performance in
this comparison. It can be concluded that the starder
Volterra filter contains very few sparsity whenistapplied
in the systematic representation of the PAL. Howetlee
symmetry in the second order Volterra filter cagéfints is
still effective to reduce the computational comjlex
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5. CONCLUSIONS

Total Harmonic Distortion (%)

In this paper, the second order Volterra filters atudied
through experiments for the systematic presentatiothe
PAL. The acoustic delay between the microphone thed
PAL is much longer for the U2VF than the A2VF besaa
higher sampling frequency is used to cover theasittund
frequency range. Therefore, it is of importancextract the
actual acoustic delay to make realignment of thmutirand
output as well as to shorten the memory lengtthefu2VvF.
The sparse NLMS algorithm has been proven to lextit
in identifying the first order Volterra filter anckveal the
acoustic delay. The input and output are realigmesed on
the acoustic delay. Subsequently, the identified/Eand
A2VF are compared by experiments. The proposed U2VF
outperforms the A2VF when they are used to prettiet
THD values of the DSB and SRT methods. This agnéts
the authors' previous conclusions based on thelaioo
results that the modulated audio input in the satitend
frequency range is a better identification input tioe PAL
[24].

Total Harmonic Distortion (%)

6. ACKNOWLEDGEMENT

This work is supported by the MEXT-Supported Progra
for Strategic Research Foundation at Private Usityer
2013-2017.

-0.005

0.01

0.005+

0.01
0.005+
-0.005

-0.01
0

o
—

NLMS Algorithm ’
| i
Ml e
e s
l "»
-0.01 1 1 1 1 1
0 100 200 300 400 500 600
Delay
Sparse NLMS Algorithm ’7
‘
100 200 300 400 500 600
Delay

. 5 The first order U2VF coefficients identified byettNLMS
and sparse NLMS algorithms after realignment.

150

100+

50+

150

100+

@+ Measurement

- kY
-~

.....
‘‘‘‘‘

Frequency (kHz)

Fig. 6 THD values of the DSB method.

Measurement

U2VF
Sparse U2VF

Frequency (kHz)

Fig. 7 THD values of the SRT method.



7. REFERENCES

[1] P. J. Westervelt, "Parametric acoustic arraly,Acoust. Soc.
Amer ., vol. 35, no. 4, pp. 535-537, 1963.

[2] H. O. Berktay, "Possible exploitation of nordar acoustics in
underwater transmitting applicationg,"Sound Vib., vol. 2, no. 4,
pp. 435-461, 1965.

[3] M. Yoneyama, J. Fujimoto, Y. Kawamo, and S. &ms "The
audio spotlight: An application of nonlinear intetian of sound
waves to a new type of loudspeaker designAcoust. Soc. Amer .,

vol. 73, no. 5, pp. 1013-1020, 1983.

[4] T. Kamakura, M. Yoneyama, and K. lkegaya, "Depenents
of parametric loudspeaker for practical udertc. 10th Int. Symp.
Nonlinear Acoust., Kobe, Japan, 1984.

[5] K. Aoki, T. Kamakura, and Y. Kumamoto, "Paranet
loudspeaker: Characteristics of acoustic field asditable
modulation of carrier ultrasoundglectron. Commun. Jpn., vol. 74,
no. 9, pp. 76-82, 1991.

[6] F. J. Pompei, "The use of airborne ultrasorf@sgenerating
audible sound beams]." Audio Eng. Soc., vol. 47, no. 9, pp. 726-
731, 1999.

[71 C. Shi and Y. Kajikawa, "A comparative study of
preprocessing methods in the parametric loudspgaResc. 2014
APSPA Annu. Summit Conf., Siem Reap, Cambodia, 2014.

[8] C. Shi, H. Mu, and W. S. Gan, "A psychoacoudtic
preprocessing technique for virtual bass enhancenoénthe
parametric loudspeaketoc. 38th Int. Conf. Acoust. Speech Sig.
Process., Vancouver, Canada, 2013.

[9] C. Shi and W. S. Gan, "A preprocessing method toemse
high frequency response of a parametric loudspgaReoc. 2013
APSPA Annu. Summit Conf., Kaochsiung, Taiwan, 2013.

[10] N. Tanaka and M. Tanaka, "Active noise contusing a
steerable parametric array loudspeak&rAcoust. Soc. Amer., vol.
127, no. 6, pp. 3526-3537, 2010.

[11] L. Bham, W. S. Gan, and C. Shi, "Feasibilitly @ length-
limited parametric source for active noise conaipplications,” in
Proc. 21st Int. Congr. Sound Vib., Beijing, China, 2014.

[12] K. Tanaka, C. Shi, and Y. Kajikawa, "Study active noise
control system using parametric array loudspedkd®soc. 7th
Forum Acusticum, Krakow, Poland, 2014.

[13] A. Wright, A. Evans, A. Linney, and M. Lincqln'The
listening room: A speech-based interactive artailfetion," Proc.
15th Int. Conf. Multimedia, Augsburg, Germany, 2007.

[14] T. Masayoshi and A. Shigeaki, "Stereo repraidunc using
parametric loudspeakers?toc. 20th Int. Congr. Acoust., Sydney,
Australia, 2010.

[15] S. Aoki, M. Toba, and N. Tsujita, "Sound ldzation of
stereo reproduction with parametric loudspeakerAgplied
Acoust., vol. 73, no. 12, pp. 1289-1295, 2012.

[16] C. Shi, H. Nomura, T. Kamakura, and W. S. G&patial
aliasing effects in a steerable parametric loudsgreafor
stereophonic sound reproductiohEICE Trans. Fundam. Electron.
Commun. Computer Sci., vol. E97-A, no. 9, pp. 1859-1866, 2014.

[17] Y. S. Lee, "Numerical solution of the KZK ediom for
pulsed finite amplitude sound beams in thermoviscéuids,"
Ph.D. dissertation, The University of Texas at Ayst993.

[18] W. Ji and W. S. Gan, " Inverse system desigaed on the
Volterra modeling of a parametric loudspeaker syst®roc. 19th
Int. Symp. Nonlinear Acoust., Tokyo, Japan, 2012.

[19] W. Ji and W. S. Gan, "ldentification of a pauetric
loudspeaker system using an adaptive Volterrar fllté\ppl.
Acoust., vol. 73, no. 12, pp. 1251-1262, 2012.

[20] O. Hoshuyama, K. Yoshino, S. Tateoka, K. Hi&oand A.
Oyamada, "Distortion reduction using volterra filfer ultrasonic
parametric loudspeaker in nearfield usadEe|'CE Tech. Rep., vol.
113, no. 28, pp. 97-102, 2013.

[21] Y. Mu, P. Ji, W. Ji, M. Wu, and J. Yang, "Cretlinearization
of a parametric loudspeaker system by using thidéroinverse
Volterra filters,"Proc. 1¢ Int. Conf. Sg. Inf. Process,, Beijing, China,
2013.

[22] O. Hoshuyama and T. Okayasu, "Decimation iftérm filter for
distortion reduction of ultrasonic parametric lopeaker,"Proc.
2014 IEICE Soc. Conf., Tokushima, Japan, 2014.

[23] Y. Hatano, C. Shi, and Y. Kajikawa, "A study inearization of
nonlinear distortions in parametric array loudsgesKProc. 2014
Int. Workshop Smart Inf. Media Syst., Ho Chi Minh City, Vietnam,
2014.

[24] C. Shi and Y. Kajiakawa, "Volterra filters foepresenting the
parametric acoustic array in aifPtoc. 29th IEICE Sg. Process.
Symp., Kyoto, Japan, 2014.

[25] Y. Chen, Y. Gu, and A. O. Hero lll, " SparskI§ for system
identification,"Proc. 34th Int. Conf. Acoust. Speech Sig. Process.,
Taipei, Taiwan, 2009.



