
Mixing of Subtropical, Central, and Intermediate Waters Driven by Shifting and
Pulsing of the Agulhas Current

KATHRYN L. GUNN,a LISA M. BEAL,a SHANE ELIPOT,a K. MCMONIGAL,a AND ADAM HOUK
a

aRosenstiel School of Marine and Atmospheric Science, University of Miami, Miami, Florida

(Manuscript received 30 April 2020, in final form 30 September 2020)

ABSTRACT: The Agulhas Current, like all western boundary currents, transports salt from the subtropics toward the

poles and, on average, acts as a barrier to exchange between the open ocean and continental seas. Uniquely, the Agulhas

jet also feeds a leakage of relatively salty waters from the IndianOcean into theAtlantic Ocean. Despite its significance, the

signals and drivers of watermass variabilitywithin theAgulhasCurrent are notwell known. To bridge this gap, we use 26months

of moored observations to determine how and why salinity—a water mass tracer—varies across the Agulhas Current. We find

that salinity variability is driven by both shifting (i.e., changes in location) and pulsing (i.e., changes in strength) of the current.

Shifting of the current causes heave and diapycnal mixing of subtropical, central, and intermediate waters. Diapycnal mixing

between central and intermediate waters explainsmost of the variability, creating salinity anomalies between20.4 and10.1 psu.

Pulsing of the current drives heave and, to a lesser extent, along-isopycnal mixing within the halocline. This cross-streammixing

results in salinity anomalies of up to 0.3 psu. The mean and standard deviation of Agulhas Current volume and salt transports

are 276 and 22 Sv (1 Sv [ 106m3 s21) and 22650 and 770 Sv psu. Transport-weighted salinity has a standard deviation of

0.05 psu.We estimate thatO(1013) kg yr21 of the salt transported southwestward leaks into the fresher Atlantic Ocean. On the

basis of our observations, the variability of the Agulhas Current could alter this salt leakage by an order of magnitude.

KEYWORDS: Indian Ocean; Mixing; Salinity; In situ oceanic observations; Empirical orthogonal functions; Oceanic

variability

1. Introduction

The Agulhas Current hugs the South African coastline and,

on average, acts as a barrier between the shallow shelf seas and

open ocean (Bower et al. 1985; Beal et al. 2006). It is expected

that, like other western boundary currents, variability in the

Agulhas Current will alter the distribution and properties of

water masses across the shelf and within the current itself.

However, a paucity of observational data spanning the current

has hampered efforts to determine how and why water masses

vary. Here, we address this gap in our knowledge by analyzing

the spatiotemporal variability of salinity—a conservative tracer

of water masses—across the current.

Variability of water masses in the Agulhas Current has been

previously inferred using infrequent hydrographic transects.

Four hydrographic transects, collected over a period of three

years, revealed changes in temperature and salinity of 18C and

0.25 psu at shallow and intermediate depths (Fig. 4 of Leber

and Beal 2015). Of these transects, one captured the Agulhas

Current during a meander, whereby the jet shifts laterally

offshore by approximately 100 km. Meandering drives iso-

pycnal uplift of O(100) m which cools and freshens water

above the thermocline and on the shelf (e.g., Bryden et al.

2005; Goschen et al. 2012, 2015). As the meander propagates

southwestwards, its trailing edge induces downwelling of

similar magnitudes (Campos et al. 2000; Malan et al. 2018).

Hence, this variability, caused by heave of water masses, is

reversible. In their study, Leber and Beal (2015) also found

that the meander induced irreversible variability in the form of

diapycnal mixing.With the available data, it was not possible to

determine the generality of these processes or the proportions

of reversible (i.e., heave) and irreversible (i.e., mixing) vari-

ability. Since then, hydrographic measurements across the

Agulhas Current have remained temporally discrete and in-

frequent. Thus, the subsurface drivers of water mass variabil-

ity, and their effects, have yet to be diagnosed.

As well as impacting water mass properties locally, the

Agulhas Current leaks water into the Atlantic Ocean. At the

retroflection, a proportion of salty Indian Ocean water enters

the fresher southeast Atlantic Ocean. Several modeling and

paleoceanography studies suggest that Agulhas leakage may

affect the stability and strength of Atlantic overturning circu-

lation (e.g., Weijer et al. 1999; Simon et al. 2013; Biastoch et al.

2008; Weijer et al. 2019). Marsh et al. (2007) found that col-

lapse of this circulation is 5 times more likely if Agulhas

leakage is the dominant process in maintaining high Atlantic

salinities. A portion of this leakage is facilitated by saline rings

of Agulhas water that transport salt to the South Atlantic at a

rate of O(108–1013) kg yr21 and cause salinity anomalies of up

to 0.2 psu in the South Atlantic thermocline (van Ballegooyen

et al. 1994; McDonagh et al. 1999; Gordon 1985). However,

recentmodeling studies suggest that over 50% of leakage occurs
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outside of these rings (Biastoch et al. 2008; Rouault et al. 2009).

Furthermore, the hitherto discrete nature of hydrographic data

has hampered our understanding of the magnitude of variability

of leakage salt fluxes (Reason et al. 2003). Thus, an updated

observational estimate of Indian–Atlantic salt flux, and its

variability, is needed.

Here, we address these gaps in our knowledge using the first

time series of temperature and salinity collected across the

Agulhas Current. Between 2016 and 2018, temperature, salinity,

and velocity time series were collected as part of the Agulhas

System Climate Array (ASCA) experiment. ASCA is a contin-

uation and expansion of the Agulhas Current Time-series (ACT)

experiment which recorded velocity time series between 2010 and

2013 (Beal et al. 2015; Elipot and Beal 2015; Beal and Elipot

2016). These two experiments are collocated at 348S. McMonigal

et al. (2020) use temperature and velocity records collected during

ASCA to examine the impact of meandering, broadening, and

seasonality on temperature variability. Here, we use the salinity

and velocity records to analyze the spatiotemporal variability of

salinity—a water mass tracer—across the Agulhas Current. First,

we construct and analyze salinity and velocity sections every 20 h

over a 26-month period. Second, we present the leading modes

of water mass variability in both depth and density space, diag-

nose signatures of isopycnal heave and mixing, and relate these

to changes in the position and strength of the current. Third, we

combine our measurements with a new Lagrangian estimate of

Agulhas leakage to estimate Indian–Atlantic salt flux.

2. Data and methods

a. Array design and instrumentation

Seven tall moorings, A–G, were outfitted with seven acoustic

Doppler current profilers (ADCPs), 23 current meters (CMs),

and 56 moored conductivity–temperature–depth instruments

(microCAT; Fig. 1). Moorings A–G are augmented by four

Current and Pressure Recording Inverted Echo Sounders

(CPIESs) and extend the mooring array 300 km from the

coast (Fig. 1). CPIESs 1 and 3 are collocated at Mooring B

and G, respectively (Fig. 1b). CPIESs 3, 4, and 5 provide es-

timates of geostrophic velocity beyond the tall moorings. In

total, 90 instruments were deployed at nine sites across the

Agulhas Current (mooring A, mooring B/CPIES 1, moorings

C–F, mooring G/CPIES 3, CPIES 4, and CPIES 5). The av-

erage horizontal and vertical spacing between instruments is

30 and 0.3 km, respectively (Fig. 1b). The array follows a

satellite altimetry ground track and is oriented 158 from

normal to the main jet of the Agulhas Current.

b. Data

Point measurements of pressure, temperature T, and con-

ductivity were recorded every 20min by 56 microCATs.

Conductivity measurements were converted into salinity S

following the methods of Kanzow et al. (2006). All records

were quality controlled to remove spikes and spurious data

points. The measurements recorded by microCATs yielded

FIG. 1. Agulhas Current and ASCA at 348S: (a) Regional and local context of ASCA experiment. Black shading 5
South Africa; thick black line 5 ASCA extent; labeled white circles 5 loci of moorings A–G; white triangles 5 loci of

CPIES 4 and 5 (collocated CPIES 1 and 3 are at moorings B and G, respectively); thin black lines 5 300-

(i.e.,;continental shelf edge), 2000-, and 4000-mbathymetric contours; gray arrows5 annual drifter-derived near-surface

currents. Inset5 IndianOcean basin between 158 and 458S and between 158 and 508E; red-outlined box5 region shown

in (a); black lines and circles5 schematic of Agulhas Current, its retroflection, and its return current plus leakedAgulhas

rings; dark-gray circles 5 regional hydrographic data used to construct GEM and local T–S relationships. (b) Vertical

cross section showing array design. Black shading5 seafloor; colored triangles and squares5 time-mean pressure levels

of upward-looking ADCPs and CMs, respectively, colored by recovery percentage (i.e., green5 100%; yellow$ 70%;

orange# 50%; red# 40%); white circles5 time-mean pressure levels of moored CTD instruments (microCAT); white

triangles5 CPIES 1, 3, 4, and 5; dotted lines5 vertical extent of moorings; solid black lines5 contours of ASCA time-

mean along-stream velocity every 0.25m s21, where negative values indicate southwestward flow out of the page.
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water mass properties up to 187 km from the coastline (Fig. 1b,

white circles).

CPIESs were used to extend the array to 300-km range

(Fig. 1b, white triangles). CPIESs are bottom-deployed in-

struments thatmeasure acoustic round-trip travel time t, which

is directly related to the integrated properties of the water

column (Watts and Rossby 1977). When t is combined with

measured near-bottom pressures and velocities as well as a

lookup table of hydrographic data, full-depth vertical profiles

of T and S can be derived [for more details, see Donohue et al.

(2010) and Beal et al. (2015)]. This method, known at the

gravest empirical mode (GEM) method, makes no assump-

tions about the vertical hydrographic structure and instead fits

data empirically (Meinen and Watts 2000). To build the GEM

we used all hydrographic profiles extending to depths greater

than 1900 dbar within the region 288–408S and 218–378E from

the World Ocean and Argo databases (Fig. 1a, inset; http://

www.argodatamgt.org and https://www.nodc.noaa.gov; Boyer

et al. 2018). Using the lookup table, the CPIESs yielded con-

tinuous vertical profiles of T and S every 20min. CPIES pairs

3–4 and 4–5 were used to estimate geostrophic velocity shear,

which was referenced to measure near-bottom velocities at

CPIESs 3, 4, and 5 to provide absolute along-stream velocities

(Fig. 1b, 187–300-km range). In this way, the along-stream

velocity field was extended to 300-km range.

CMs that recorded every 20min yield direct along-stream

(y) and cross-stream velocity measurements at moorings A–G

(Fig. 1b, colored squares). Direct velocity measurements

between the sea surface and 500m are provided by hourly

ensembles from upward-looking ADCPs (Fig. 1b, colored

triangles). Typically, the shallowest ADCP bin was between

60 and 70m. However, blow-down in regions of strong flow

often decreased the effective shallowest depth to 200–250m.

Eight CMs suffered from instrument failure yielding incom-

plete records. Linear regression models were employed to

reconstruct shortened records to 26-month time series. Since

multiple neighboring CMs failed, multiple dependencies

arose. For example, the deepest CM at mooring D was re-

constructed using the CM above and to the southeast

(Fig. 1b). The uncertainty associated with the missing records

and multiple linear regression is estimated in the appendix,

section b.

The ability of the instrument configuration to resolve the

observed flows can be assessed by evaluating the vertical and

horizontal decorrelation length scales of the T, S, and y fields

and comparing those to the instrument spacing. We followed

the method of Beal et al. (2015), whereby covariance functions

are fit to the correlations between pairs of 40-h low-passedT, S,

and y records as a function of their separation distance [for

more details, see Eqs. (A1) and (A2) of Beal et al. 2015]. The

minimum separation distance for which the correlation be-

comes zero gives an indication of the decorrelation length scale

(i.e., the spatial limit to which ocean properties coherently

vary). For T, S, and y, the horizontal and vertical scales of the

flow are approximately 60 km, about 2 times the horizontal

average separation of the mooring sites, and 1500m, about

5 times the average vertical separation of the sites. Beyond

the typical location of the jet (i.e., offshore of 190 km),

CPIESs are spaced 50–60 km apart horizontally. Therefore,

we are confident that the instrument configuration is able to

resolve T, S, and y fields across the Agulhas Current.

c. Construction of gridded fields

We applied a low-pass filter to each instrument’s time series

with a 40-h cutoff to remove inertial, diurnal and semidiurnal

variability. The measurements were subsampled giving T, S,

and y at 20-h intervals and at discrete pressure levels corre-

sponding to the instrument depths (Fig. 2a, black circles).

However, spatially continuous profiles were desirable to in-

vestigate water mass distribution and variability.

1) SALINITY

Since the in situ microCAT measurements do not reach the

sea surface (e.g., Fig. 2b, red circles), satellite data were used to

provide measurements of sea surface salinity. Satellite-derived

salinity products have neither a spatial nor temporal resolu-

tion that is comparable with measurements from ASCA

(e.g., ESA’s Soil Moisture Ocean Salinity; Kerr et al. 2001).

Therefore, we used sea surface temperature measurements

from the Group for High Resolution Sea Surface Temperature

alongside a local T–S relationship to recover surface salinities

(GHRSST; Martin et al. 2012). Temperature–salinity rela-

tionships were derived for each mooring using the same CTD

and Argo casts that are used for the GEM, then windowed

using a box of 50 km2 around each mooring (Fig. 2a).

Temperature and salinity measurements from the surface to

20 dbar were then used to derive a linear T–S relationship

(Fig. 2b, black line). In this way, seven local T–S relationships

were estimated and used to convert SST into sea surface sa-

linity at daily resolution for each mooring (time series are in-

terpolated to 20-h intervals to match the time steps of ASCA).

The cross-stream near-surface gradient of salinity is well re-

covered and consistent with earlier publications (i.e., salinity

increases with offshore distance; Beal et al. 2006; Russo

et al. 2019).

In the CPIES region, full-depth profiles of T and S were

generated using t and regional data from the GEM. However,

since these regional data are deseasoned there is little varia-

tion in upper water column structure in the CPIES region.

Therefore, we reconstructed seasonality in the upper ocean

using the satellite data.We assumed that calculated sea surface

salinities are correct at 0-m depth and that CPIES measure-

ments are accurate between 200-m depth and the seafloor.

Then S was interpolated from the sea surface to 200-m depth.

Using daily sea surface measurements, we were able to

recover a portion of seasonality in the upper 200m. When the

gridded product is compared with collocated CTD sections,

the surface root-mean-square (rms) sampling error is 0.1 psu

(see the appendix, section a, for further details and Fig. A1a,

yellow line). Using piecewise cubic Hermite interpolation up-

ward from the shallowest microCAT (i.e., not using daily sea

surface measurements) increases the surface error by 40%. It

was not possible to recover the seasonality using an empirical

model of local T and S (as is the case in Watts et al. 2001), due

to the low temporal sampling of in situ data in this region. Thus,

we found that using satellite data recovers a portion of the
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seasonal cycle (such that 15% of temperature variability in the

region is explained by seasonal variations; McMonigal et al.

2020), while also minimizing the surface rms error.

After the near-surface salinities were reconstructed, sub-

surface measurements were spatially interpolated. In contrast

to interpolation of temperature, it is not possible to use

climatology-derived salinity gradients here, since the salinity

gradient does not monotonically change within the vertical

spacing of microCATs (e.g., Johns et al. 2005; McCarthy et al.

2015). Instead, salinity was estimated vertically at each moor-

ing using piecewise cubic Hermite interpolating polynomials

(using themeasured rather than deployed pressure). Below the

deepest microCAT at each mooring, salinity was extrapolated

as a constant. Linear interpolation was used in the horizontal

between mooring A and CPIES 5. Inshore of mooring A, sa-

linity was extrapolated assuming a constant horizontal gradient

calculated between moorings A and B. In this way, a salinity

section was created for each time step (i.e., every 20 h between

April 2016 and June 2018) that has horizontal and vertical

spacing of 500m and 20 dbar, respectively.

Time-mean T–S profiles recover the cross-stream gradients

of salinity well (Fig. 2c). Cross-stream salinity gradients, of

O(1023) psu km21, are greatest within Tropical and Subtropical

Surface Waters (TSW and STSW), as well as South Indian

Central Water (SICW), and are consistent with horizontal

gradients found at 368S (Fig. 2c; Beal et al. 2006). The shallow

local maximum of STSW is not well resolved because of a lack

of measurements in the upper water column, which led to a

fresh salinity bias in the upper water column of 0.03 psu (e.g.,

Fig. 2b). This bias is corrected for (see the appendix for more

details). For the same reason, salinity uncertainties are surface

intensified. At the sea surface, the total uncertainty reaches

0.15 psu (Fig. A1, black line). At 500- and 2000-m depth, the

uncertainty reduces to 0.08 psu and #0.01 psu, respectively.

The depth-averaged salinity error is 0.05 psu. Overall, the long-

wavelength vertical structure is well resolved in the upper

500m (primarily TSW and STSW). The short- and long-

wavelength vertical T–S structure for all other water masses

is recovered well (Fig. 2c). Since isopycnals slope sharply in

this region we use contours of time-mean neutral density g,

which are calculated using the Thermodynamic Equation of

SeaWater 2010 (TEOS-10) lookup table, to constrain water

masses (Jackett and McDougall 1997; Beal et al. 2006).

2) VELOCITY

Velocity time series for one ADCP and seven CMs that did

not record for the entire deployment were extended using se-

quential multiple linear regression models based on nearby

instrumental records. The full-length velocity records were

low-pass filtered with a 40-h cutoff to remove inertial, diurnal,

and semidiurnal variability then subsampled every 20 h. The

velocity records were interpolated to a regularly spaced grid

following the method described in Beal et al. (2015). The final

velocity section was sampled at 500-m and 20-dbar spatial

intervals.

d. Transport time series

Volume transport is given byðð
y dx dz . (1)

We followed Beal et al. (2015) to define limits of integration.

First, a ‘‘box’’ transport Tyb was calculated between the

coastline and the mean width of the jet demarcated by the

outcropping of the zero isotach (219km on average). Here,

Tyb provides a measure of volume transport that is consistent

with earlier estimates (e.g., Bryden et al. 2005). Second, trans-

port was calculated using limits that change with time, Ty. These

boundaries were defined using the strength and cross-sectional

area of the Agulhas jet at each time step [for further details, see

FIG. 2. Temperature–salinity diagrams showing T–S–g properties and construction of gridded fields: (a) Gray points 5 regional T–S

measurements (288–408S, 218–378E of World Ocean Database as shown in inset of Fig. 1a); black points5 T–S data recorded by ASCA;

solid black lines 5 neutral density g surfaces of labeled water masses (see section 2c); dashed black line 5 Lower NADW, which is not

observed by the ASCA experiment. (b) Red points5 T–S recorded at mooring G (note: the shallowest microCAT lies at;500-m depth);

thin black line 5 local, near-surface T–S relationship calculated for this site. The other symbols are as in (a). (c) Time-mean vertical

profiles constructed for moorings A–G. Colored circles 5 time-mean T–S structure at each mooring colored by distance from coast (see

the key). The other symbols are as in (a).
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Beal et al. (2015)]. We refer to Ty as the ‘‘jet’’ definition; Ty is

able to account for the effect of meanders because it is not

constrained by fixed integration limits. However, since north-

eastward flows are excluded, Ty may be biased high (positively)

by local recirculations.

Salt transport Ts is given by

ðð
Sy dx dz . (2)

The units used here are Sv psu (1 Sv 5 106m3 s21). At each

time step, Ts was calculated using the jet-defined limits of in-

tegration. We do not calculate freshwater transport here since

it requires mass conservation to be meaningful (e.g., Schauer

and Losch 2019) and this balance is not possible with data

solely from ASCA.

e. Empirical orthogonal function analysis

The variability of the salinity field across the Agulhas

Current was investigated using empirical orthogonal function

(EOF) analysis. This method decomposes the time–space

matrix of salinity measurements into the sum of space-

dependent mode patterns multiplied by time-dependent am-

plitudes, also known as principal components, for each mode.

Variability that emerges from EOF analysis conducted in

depth space should be considered a measure of the total sa-

linity variance, which can be either reversible or irreversible.

Reversible variability is caused by spatial displacements such

as heave. Irreversible variability is caused bymixing. To isolate

irreversible variability, the salinity field was recast into neutral

density space and empirical orthogonal function analyses were

recalculated (DEOF). Thus, if no anomaly is present in density

space, variability is purely reversible.

The drivers of salinity variability were investigated by

comparing each principal component to the time-varying

anomalous depths and thicknesses of each water mass within

the section. Using the time-varying neutral density field, and

g-based water mass definitions of Beal et al. (2006), the depth

and thickness of eachwatermasswas estimated at eachmooring.

Depth and thickness anomalies were calculated by removing

their timemean. Anomaly time series were compared with each

mode, and their correlation was calculated. Correlations be-

tween the time series are expressed as Pearson’s correlation r.

Here, r . 0.2 are significant at the 95% threshold (Beal et al.

2015). It is important to note that the calculated patterns do

not change with the removal of random time steps or por-

tions of the water column (e.g., upper 500 m), indicating that

the observed variance is robust. Thus, we are able to de-

termine the most likely physical mechanisms driving the

salinity—and therefore water mass—variability associated

with each mode.

3. Results

a. Time-mean structure

We find that the time-mean velocity structure of the Agulhas

Current duringASCA is similar to that for theACT experiment.

The Eulerian mean Agulhas Current, between April 2016 and

June 2018, is 260km wide with peak surface speeds of21.6ms21

(negative values indicate southwestward flow; Fig. 1b). Peak

southwestwards speeds lie between 20- and 50-km range at the sea

surface and shift offshore with depth. Beneath 3500-m depth ve-

locities are northeastwards (Fig. 1b, zero-isotach). The mean

current is 40 kmwider and 0.2m s21 weaker duringASCA than

ACT which is likely due to an extreme meander event in July

2017 that pushed the core of the current 200 km away from the

coastline.

The velocity structure of the Agulhas Current, and other

western boundary currents, maintains cross-stream salinity

gradients in subtropical, central, and intermediate waters

(Figs. 3a,b). Cross-stream salinity gradients are greatest within

TSW and STSW, defined by g , 26.4 kgm23, and areO(1023)

psu km21 (Fig. 3a). Beneath these surface waters lies SICW.

All three form a wedge that slopes southeastwards and reaches

;900-m depth at 300-km range with salinities over 34.6 psu.

The base of this wedge, g 5 27 kgm23, defines the base of the

halocline and start of the salinity minima of ;34.5 psu

(Figs. 3a,b). This layer is ;1200m thick, centered at 1400-m

depth and defined by neutral densities of 27–27.92 kgm23. In

this layer, fresher Antarctic Intermediate Water (AAIW) lies

offshore while AAIWmodified by salty Red SeaWater (RSW)

is found close to the continental shelf (Beal et al. 2006). Below

2500-m depth, deep waters are laterally homogenous implying

that the current has little control on water mass properties at

these depths (Beal et al. 2006). A salinity maximum of

;34.8 psu is consistent with North Atlantic Deep Water

(NADW) that enters the western Indian Ocean around the tip

of Africa (Fig. 3b). Our time-mean salinity section interpolated

from point measurements (Figs. 3a,b) compares well to in situ

hydrographic profiles projected onto the transect (Figs. 3c,d).

Hitherto, it has not been possible to quantify hydrographic

variability of the Agulhas Current; we now present the

leading modes of water mass variability in both depth and

density space.

b. Variability associated with current location

Meanders, mesoscale lateral shifts of the current, drive

the largest kinematic variability in the salinity field (EOF1;

Figs. 4a,b). EOF1 explains 41% of salinity variance and its

principal component time series, PC1 (shown as black line in

Fig. 4c), is highly correlated with the meander time series

(r 5 20.8). The meander time series identifies meanders

using a sea level anomaly threshold of less than 20.2m at

mooring C (Fig. 4c, red line and gray bands; Elipot and Beal

2015). EOF1 shows that meanders drive the highest salinity

variance in the halocline, at depths shallower than 900m.

Within this depth range, subtropical and central water masses

have the greatest salinity anomalies at 50–150 km from the

coastline (Fig. 4a). Prior to and during ameander, the halocline

becomes fresher by up to 0.4 psu (positive phases of PC1; Fig. 4,

gray bands). Meanwhile, small yet widespread, increases in

salinity of up to 0.05 psu are observed at depths below 1 km

(Fig. 4b). During a meander SICW and AAIW shoal by up to

200m. Shortly after a meander, PC1 becomes negative, while

SICW and AAIW deepen by up to 150m (Fig. 4d, gray bands).

Because of the AAIW salinity minimum at 1400-m depth,
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shoaling of isopycnals causes freshening above, and an increase

in salinity below, this depth (Figs. 2 and 3). The correlation

coefficient between the sea level anomaly and depth anomaly

time series is 0.9 (Fig. 4d). Therefore, meanders cause vertical

uplift of water masses that results in freshening within and

above the halocline and salinification below. It is important to

note this heave is reversed after the meander passes.

Next, we separate signals of irreversible salinity change from

those signals caused by isopycnal heave by conducting an EOF

analysis in density space—a measure of variance caused by

irreversible processes only (DEOF1). DEOF1 explains 48% of

salinity variability and has a correlation coefficient of20.7 with

the meander time series (Fig. 5b, red line). Similar to EOF1,

DEOF1 shows twomain regions of variability above and below

the halocline. During meanders, freshening occurs in water

masses STSW and SICW while salinity increases at the

SICW–AAIW interface and in upper AAIW (Fig. 5, 25.5–27

and 26.8–27.3 kgm23). These opposing salinity anomalies are

quasi-vertically aligned across the SICW–AAIW interface

implying diapycnal mixing (Fig. 5a, 27 kgm23). This infer-

ence is supported by thickness anomalies of SICW and

AAIW that show that, during meanders, the former thins

while the latter thickens (Fig. 5c). The correlation coefficient

of the thickness anomalies of SICW and AAIW is 20.7 while

they are negligibly correlated with water mass thicknesses

directly above and below, suggesting that exchange is limited

to SICW and AAIW. We conclude that diapycnal mixing is

occurring between central and intermediate waters during

meanders.

Our results are consistent with Leber and Beal (2015), who

found that, during a single meander, 0.25 psu of freshening and

18C of cooling occurred above the thermocline with salinifi-

cation and warming of the same magnitude below.We are able

to expand upon their results in three ways. First, upwelling and,

critically, diapycnal mixing occurs during all meanders ob-

served during ASCA suggesting that these processes are

common, if not ubiquitous. Second, while heave occurs fairly

uniformly across the halocline, diapycnal mixing is found

preferentially at 60–120-km range. This range is the mean lo-

cation of the inshore flank of the current after shifting offshore

during meanders. In the Gulf Stream, intense diapycnal mixing

has been found at the flanks of meanders due to frontogenic

processes, specifically enhanced vertical shear (Rodríguez-
Santana et al. 1999). Yet, because of the vertical spacing

between instruments, it is difficult to determine the exact

mechanisms driving the enhanced diapycnal mixing at this lo-

cation.We note that this distance offshore is around the foot of

the continental slope (Fig. 1b). It is unlikely that tides play a

significant role in mixing of the Agulhas Current, since their

amplitudes, ofO(0.01) m s21, are two orders of magnitude less

than the current itself. Third, we find that smaller, sub-

mesoscale lateral shifts of the current also drive reversible

and irreversible variability in the salinity field. Submesoscale

anomalies, defined here as lateral shifts of the current of

FIG. 3. Time-mean salinity field for ASCA and regional in situ data. Salinity field interpolated from ASCA for (a) 0–1- and (b) 1–5-km

depth. Labeled white circles 5 surface loci of moorings A–G; white triangles 5 loci of CPIES 1, 3, 4, and 5; white circles 5 time-mean

pressure levels of microCATs; dotted lines 5 vertical extent of ASCA moorings; dashed black lines 5 neutral density g surfaces that

define labeled water masses as described in the text; black shading5 seabed. Comparison salinity field interpolated from regional in situ

data within 50 km of ASCA for (c) 0–1- and (d) 1–5-km depth. White circles 5 surface loci of hydrographic profiles projected onto the

ASCA transect. The other symbols are as in (a) and (b).
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FIG. 4. Dominant mode of variability of salinity field calculated in depth space, EOF1:

(a) Space-dependent pattern of EOF1 between 0- and 1-km depth. Red and blue shading 5
positive and negative salinity anomaly, respectively; solid black lines 5 salinity anomaly

contours every 0.05 psu; labeled white circles5 surface loci of moorings A–G; white triangles

5 loci of CPIES 1, 3, 4, and 5; white circles 5 time-mean pressure levels of microCATs;

dotted lines 5 vertical extent of ASCA moorings; black dashed lines 5 neutral density

surfaces; black shading5 seabed. (b) EOF1 between 1- and 5-km depth. The symbols are as

in (a). (c) Time-dependent amplitude of EOF1, PC1. Solid black line and left axis5 PC1; red

line and right axis 5 sea level anomaly, SLA; gray boxes 5 meander periods; red box 5 r

between time series. (d) Middepth anomalies of SICW andAAIW at 120-km range (negative

values indicate shoaling). Blue line and right axis5 SICW; orange line and right axis5 AAIW.

The other symbols are as in (c).
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#50km, result in salinity anomalies of O(0.1) psu (e.g., see

August–November 2017 of Figs. 4 and 5).We find that, in a given

year, PC1 and DPC1 are associated with salinity anomalies of

over 0.1 psu for 111 days of the year. Meanders drive salinity

anomalies of up to 0.4 psu and are present for 43 days of the

year. Hence, submesoscale meandering of the current—shifts

that do not involve full separation of the current from the

continental slope—are important drivers of subsurface salinity

FIG. 5. Dominant mode of variability of salinity field calculated in density space, DEOF1:

(a) Space-dependent pattern of DEOF1. Red and blue shading 5 positive and negative salinity

anomaly, respectively; solid black lines5 contours of salinity anomaly every 0.05 psu; labeled white

circles 5 surface loci of moorings A–G; white triangles 5 loci of CPIESs 4 and 5; dotted lines 5
vertical extent of ASCA moorings; black dashed lines 5 neutral density surfaces. (b) Time-

dependent amplitude of DEOF1, DPC1. Solid black line and left axis 5 DPC1; red line and right

axis 5 sea level anomaly, SLA; gray boxes 5 meander periods; red box 5 r between time series.

(c) Thickness anomalies of water masses at 90-km range (negative values indicate thinning). Blue

line and right axis 5 SICW; orange line and right axis 5 AAIW. The other symbols are as in (b).
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variability. It is important to note that this scale of vari-

ability is not easily observed from space. When the current

shifting is small, isopycnals do not outcrop and upwelling

and mixing is cryptic, that is, occurring below the surface.

Indeed, Leber et al. (2017) speculated that their reliance on

satellite data meant many upwelling events were unde-

tected, and Goschen et al. (2012) observed that subsurface

upwelling events over the shelf are much more frequent

than surface events.

c. Variability associated with current strength

Changes in along-stream jet strength (i.e., current pulsing)

drive salinity variability via changes in isopycnal slope associ-

ated with geostrophic adjustment. This mode of variability is

described by EOF2, which explains 25% of total salinity vari-

ance. Isopycnals flatten when the current is weak; when the

strength of the jet is less than 48 Sv, SICW deepens close to

the continental shelf by up to 100m (Fig. 6d, orange line)

while shoaling in offshore regions (Fig. 6d, blue line).

Hence, when the current weakens there is: (i) salinification

of 10.3 psu between 35- and 120-km range and (ii) fresh-

ening of 20.25 psu at ranges over 200 km (Fig. 6). During

strong pulses, when the southwestward strength of the jet is

greater than 100 Sv, PC2 becomes negative and there is

freshening of the current. These salinity anomalies are pri-

marily constrained to subtropical (STSW) and central (SICW)

water masses.

EOF analysis in density space (DEOF2) isolates irreversible

changes associated with current pulsing and isopycnal heave

(Fig. 7). These anomalies explain 14% of variance and up to

0.2 psu of the total signal. Salinity anomalies are aligned along

g 5 26.4 kgm23 implying along-isopycnal mixing. This infer-

ence is supported by the high correlation of this mode with

changes in slope of subtropical and central water masses. We

calculate the isopycnal slope anomaly, Ddp/dx, for SICW be-

tween moorings B and F (Fig. 7c). During weak pulses, iso-

pycnals flatten and water masses move closer to horizontal,

indicated by positive Ddp/dx, and we observe (i) salinification

of up to 10.2 psu at 40–90-km range and (ii) freshening

of 20.15 psu at ;150-km range (Figs. 7b,c). These anomalies

are centered on the interface between subtropical and central

waters where the background salinity increases from 35 to

35.5 psu from onshore to offshore (Fig. 2c). Thus, current

pulsing causes irreversible variability in the form of cross-

stream along-isopycnal mixing of haloclinic waters.

Salinity anomalies related to cross-stream mixing are

sharply attenuated between moorings A and B—the time-

mean position of the jet core (Fig. 7, 30–40-km range). This

spatial limit of variability is likely caused by the jet’s large

cross-stream potential vorticity gradient and kinematic

steering that inhibit cross-frontal mixing (Beal et al. 2006).

Therefore, current pulsing drives cross-streammixing within the

anticyclonic flank of the jet and there is no evidence of cross-

frontal exchange of waters from the anticyclonic to the cyclonic

side of the jet.

We have found that even small changes in the location and

strength of the Agulhas Current at 348S drive water mass

mixing across and along isopycnals, respectively. Farther

downstream, at the Agulhas Bank Bight, where eddy kinetic

energy increases in theAgulhasCurrent, we speculate theremay

be more diapycnal and cross-stream mixing. The Agulhas Bank

hosts an important nursery and spawning area, thus diapycnal

and cross-stream fluxes likely influence biological productivity

here (Hutchings 1994; Hutchings et al. 2002) and could be in-

vestigated in future research.

d. Transport variability

Following Beal et al. (2015), we define box and jet transport

to reveal variability of the Agulhas Current in fixed and

streamwise frames of reference, respectively. The time-mean

and standard deviation of box transport Tyb are275 and 26 Sv

(Fig. 8a, red line), and for jet transport Ty the values are 276

and 22 Sv (Fig. 8a, black line). The transport of the Agulhas jet

is largely maintained during meanders while the box transport

reduces as a result of strong inshore countercurrents (Leber

and Beal 2014). However, during ASCA, three meanders

forced portions of the Agulhas Current offshore and outside

the range of the array, resulting in decreased Ty. Overall, the

mean transport of the Agulhas Current during ASCA is con-

sistent with results from ACT; however, long-term monitoring

of the Agulhas Current is required to determine robust inter-

annual and decadal variability (Table 1; Beal and Elipot 2016;

Morris et al. 2017).

The salt transport of the Agulhas Current is a significant

component of the Indian Ocean’s freshwater budget. We

find its salt transport Ts has a time-mean of 22650 Sv psu,

whereas the Indonesian Throughflow—the current connecting

the Pacific Ocean to the Indian Ocean—has a salt transport of

520 Sv psu based on a time-mean volume transport of 15 Sv and

salinity of 34.73 psu (Table 1; Sprintall et al. 2009;Wijffels et al.

2008). The standard deviation of Agulhas Current salt trans-

port is large, 770 Sv psu or 30% of the mean. The Indonesian

Throughflow salt transport is an order of magnitude lower than

that of the Agulhas Current and is less than its variability

(Fig. 8b, cf. pink and white circles).

The ratio of volume to salt transport, known as transport-

weighted salinity, provides an indicator of how water proper-

ties within the jet affect changes in salt transport independent

of changes in velocity (Fig. 8c). Its range is 34.82–35.37 psu. The

time-mean and standard deviation are 35.02 and 0.05 psu, re-

spectively. Salinity of 35.02 psu is indicative of SICW—the

main halocline water mass (Fig. 2). When compared with the

Indonesian Throughflow and interior ocean, the Agulhas

Current is saltier (Wijffels et al. 2008; Hernández-Guerra and

Talley 2016).

Using our results described above we can estimate salt

leakage into the Atlantic Ocean. Agulhas leakage is important

for its influence on the Atlantic overturning circulation (Beal

et al. 2011), yet its salt flux is poorly defined, particularly out-

side Agulhas rings. Recently, Daher et al. (2020) used a large

observational dataset, composed of Argo floats and drifters, to

update the seminal leakage estimate of Richardson (2007).

They found that 28% of the Agulhas Current leaks into the

Atlantic. Combined with our 2016–18 time-mean volume

transport Ty 5 76 Sv, 21 Sv of Indian Ocean water leaks into

the Atlantic on average. Assuming divergence of salt is small
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FIG. 6. Second mode of variability of salinity field calculated in depth space, EOF2:

(a) Space-dependent pattern of EOF2 between 0- and 1-km depth. Red and blue shading 5
positive and negative salinity anomaly, respectively; solid black lines 5 contours of salinity

anomaly every 0.05 psu. labeledwhite circles5 surface loci ofmooringsA–G; white triangles5
loci of CPIESs 1, 3, 4, and 5; white circles 5 time-mean pressure levels of microCATs; dotted

lines5 vertical extent of ASCAmoorings; black dashed lines5 neutral density surfaces; black

shading5 seabed. (b) EOF2 between 1- and 5-km depth. The symbols are as in (a). (c) Time-

dependent amplitude of EOF2, PC2. Solid black line and left axis 5 PC2; red line and right

axis 5 volume transport time series calculated using box definition (Tyb); gray boxes 5
meander periods; red boxes 5 r between time series. (d) Middepth anomalies of SICW (neg-

ative values indicate shoaling). Orange line and right axis 5 middepth anomaly of SICW at

40-km range; blue line and right axis5middepth anomaly of SICW at 140-km range. The other

symbols are as in (c).
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between 348S and the retroflection, we calculate the salinity

difference, dS, betweenAgulhas waters fromASCA and South

Atlantic water (from BEST; Garzoli and Gordon 1996) then

vertically average over 2000m depth. Based on these values,

we estimate that 83 1013 kg yr21 of salt is added on average to

the Atlantic Ocean. This estimate can be considered a measure

of the total leakage salt flux including the background flow as

well as Agulhas rings. Our estimate is consistent with

FIG. 7. Secondmode of variability of salinity field calculated in density space,DEOF2: (a) Space-

dependent pattern of DEOF2. Red and blue shading 5 positive and negative salinity anomaly,

respectively; solid black lines5 contours of salinity anomaly every 0.05 psu; labeled white circles5
surface loci ofmooringsA–G;white triangles5 loci ofCPIES 4 and 5; dotted lines5 vertical extent

of ASCAmoorings; black dashed lines5 neutral density surfaces. (b) Time-dependent amplitude

ofDEOF2,DPC2. Solid black line and left axis5DPC2; red line and right axis5Tyb; gray boxes5
meander periods; red box5 r between time series. (c) Anomaly of isopycnal slope dp/dx of SICW

measured between moorings A and F, Ddp/dx. Solid black line5 DPC2; red line and right axis5
Ddp/dx (positive values indicate flattest slope); red box 5 r between time series.

DECEMBER 2020 GUNN ET AL . 3555

Brought to you by UNIVERSITY OF SOUTHAMPTON HIGHFIELD | Unauthenticated | Downloaded 11/08/23 02:27 PM UTC



observations of ring advection as well as recent modeling

efforts (van Ballegooyen et al. 1994; McDonagh et al. 1999;

Biastoch et al. 2015). It is important to note that increasing dS

by the standard deviation of transport-weighted salinity 0.05

psu, while maintaining Ty , increases leakage salt flux by an

order of magnitude. Thus, Agulhas leakage salt flux is highly

sensitive to upstream water mass variability.

4. Summary

ASCA successfully measured 26 months of Agulhas Current

velocity, temperature, and salinity variability (Figs. 1–3). Here,

by analyzing the spatiotemporal variability of salinity—a tracer

of water masses—we have learned how and why water masses

vary within the current, distinguishing reversible (i.e., heave)

from irreversible (i.e., mixing) variability.

Current shifting, changes in location, and pulsing, changes

in strength, drives local salinity variability through heave and

mixing. These changes in subtropical, central, and intermediate

waters are associated with water mass changes along iso-

pycnals, heave of up to 200m and thickness changes of up to

150m (Figs. 4c,d and 5b,c). The latter is evidence of diapycnal

mixing, which accounts for a large portion of total salinity

variance.

Mesoscale shifts (i.e., meanders) drive the greatest sa-

linity anomalies. These shifts of the current cause order

0.4 psu of freshening in STSW and SICW while AAIW

gains up to 0.25 psu of salt (Figs. 4a,b and 5a). Based on

the average 12-day lifetime of meanders, water masses

may ascend by up to 17 m day21 and thin/thicken by

12.5 m day21 (Figs. 4d and 5c). This ascent has been found

to lift water onto the continental shelf and displace sur-

face waters offshore, creating larval population sinks and

dispersing inshore pollutants (Churchill et al. 1986; Porri

et al. 2014). Clearly, meanders have the most significant

impact on the water column. Yet, we find that sub-

mesoscale shifts of the current also have irreversible im-

pacts and are active for a greater portion of the year,

111 days, as compared with 43 days of meandering. Hence,

submesoscale shifts of the current may have as much im-

pact on subsurface water properties as meanders and

should not be overlooked even though they are not ob-

servable via satellite.

Current pulsing causes changes in the depth and slope of the

halocline in keeping with geostrophic balance. During weak

transport anomalies, salinification and freshening of the near-

shore and offshore halocline of up to 0.3 psu occurs as the

isopycnals flatten (Fig. 6). During transport pulses, the pattern

of near- and offshore anomalies is reversed. Meanwhile, the

change in isopycnal slope encourages cross-stream mixing

(Fig. 7). This mixing is focused along the subtropical–central

water mass interface and results in irreversible salinity anom-

alies of up to 0.2 psu.

The mean volume and salt transport of the Agulhas Current

from 2016 to 2018 are 276 Sv and 22650 Sv psu, respectively,

with total uncertainties of 611 Sv and 6130 Sv psu. The salt

transport of the Agulhas Current is an order of magnitude

greater than the Indonesian Throughflow. The salt flux into the

Atlantic is estimated to be of O(1013) kg yr21 and, critically,

can vary by an order of magnitude as a result of changes in the

Agulhas Current transport-weighted salinity alone. Our results

confirm that the Agulhas Current dominates the freshwater

budget of the Indian Ocean.

TABLE 1. Statistics of time series for Ty, Ts, and transport-weighted

salinity.

Ty (Sv) Ts (Sv psu)

Transport-weighted

salinity (psu)

Mean6 std error 2766 11 226506 130 35.02 6 0.05

Std dev 22 770 0.05

Max 23 294 35.37

Min 2134 24752 34.82

Dec–Feb mean 275 22611 34.98

Jun–Sep mean 268 22385 35.01

FIG. 8. Time series of fluxes across ASCA transect: (a) Volume

transport. Solid black and red lines 5 calculated Ty and Tyb time

series, respectively, at 20-h intervals; blue circles 5 available esti-

mates of time-mean Ty in other western boundary currents (BC5
Brazil Current; EAC5 East Australian Current; KC 5 Kuroshio;

GS 5 Gulf Stream; Stramma 1989; Qiu 2001; McDonagh et al.

2015; Sloyan et al. 2016); pink circle5 20-yr time-mean transport

of Indonesian Throughflow (ITF; Sprintall et al. 2009); orange

circle 5 time mean between 2010 and 2013 measured in Agulhas

Current (AC; Beal et al. 2015); white circle 5 time mean and

standard deviation of Ty in AC between 2016 and 2018; gray

bands 5 meander periods. (b) Salt transport. Solid black line 5
calculated Ts time series at 20-h intervals for jet-defined current.

Pink circle 5 ITF salt transport based on time-mean volume and

salinity (Sprintall et al. 2009; Wijffels et al. 2008). (c) Transport-

weighted salinity. Solid black line 5 calculated time series at

20-h intervals for jet-defined current. Pink circle5 ITF transport-

weighted salinity (Wijffels et al. 2008).
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APPENDIX

Derivation of Errors

ASCA time-mean salinity fields compare well to historical

in situ hydrographic data that have been projected onto the

array as well as earlier collocated measurements. Regardless, it

is necessary to quantify the uncertainty created through the

collection and processing of data presented here. There are

three types of error associated with this experiment: (i) sampling

error, (ii) instrumental error, and (iii) a second type of sampling

error that we call ‘‘missing data.’’ The missing-data error is

caused by the loss of velocity measurements partway through

the experiment, and we treat them separately. The errors cal-

culated here are conservative and are primarily associated

with CPIES.

a. Salinity

Sampling and instrumental errors are combined in quadra-

ture to produce a total estimate of salinity uncertainty. First,

we estimate salinity sampling errors by comparing gridded

fields derived from (i) an entire hydrographic transect and (ii)

the same set of measurements subsampled to match ASCA

instrument spacing. We use three hydrographic transects col-

lected in 2010, 2011, and 2013 as part of the ACT experiment,

because they are collocated with ASCA (Beal et al. 2015;

Leber and Beal 2015). All CTD profiles collected during one

survey are horizontally linearly interpolated to provide a sa-

linity section. We consider this section to be the most accurate

representation of water mass properties at that time. The same

CTD data are then subsampled at the mean depths and loca-

tions of each microCAT, and a new salinity section is re-

constructed following the same gridding procedure described

in section 1. We calculate the horizontally averaged root-

mean-square error (RMSE) between the true and re-

constructed fields to estimate the sampling error of salinity.

The final, depth-dependent sampling error is taken as the av-

erage of the RMSE profiles derived from each of the three

hydrographic sections. Sampling errors are greatest in the up-

per 500m where there are the least number of instruments. At

the surface, the sampling error is 0.1 psu. At 500-m depth the

error has decreased to 0.05 psu (Fig. A1a, yellow line). It is

important to note that the sampling error estimate is calculated

after recovering the near-surface salinity using satellite mea-

surements, therefore quantifies the uncertainty associated with

this method. When sea surface measurements are not used and

the salinity is rather interpolated upward from the shallowest

microCAT, the near-surface sampling error increases by 40%,

to 0.14 psu. The increase in uncertainty is due to the shallow

vertical structure of salinity that is not captured by the

microCATs, and therefore sea surface salinities are over-

estimated. Therefore, including sea surface measurements

improves the derived salinity grid [as also found for tempera-

ture by McMonigal et al. (2020)].

Bias in the salinity measurements may be caused by the

low number of microCATs in the upper water column. By

comparing a contemporaneous hydrographic section collected

during the ASCA experiment (July 2016; Hermes et al. 2020)

with the gridded fields, as described above, we assess the ex-

istence of biases. We find that the gridded fields are too fresh,

which is likely related to the shallow subsurface salinity max-

ima that is not captured by this experiment. The full-depth

salinity bias is 0.03 psu and is included in the final error

estimate.

Second, instrumental errors are determined. Instrumental

errors for microCATs are negligible, of O(0.001–0.01), when

compared with sampling errors; therefore, we do not consider

them further. A nonnegligible CPIES instrumental (or meth-

odological) error arises from the ability of the GEM to resolve

the water column. This methodological error is estimated at

each depth by considering the residuals between input data and

the GEM function fit (Fig. A1a, red line; Donohue et al. 2010).

Last, the sampling and instrumental errors, as well as the

salinity bias, are combined in quadrature to produce a total

estimate of salinity error (Fig. A1a, black line). Salinity

errors are largest near the surface, reaching almost 0.15 psu.

At 2000-m depth, the errors have decreased by an order of

magnitude. The depth-averaged salinity error is 0.05 psu.

b. Velocity

Sampling, instrumental, and missing-data errors are com-

bined in quadrature to produce a total estimate of velocity

uncertainty. First, we estimate the sampling errors. A sampling
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error for CPIES was previously calculated for the ACT ex-

periment (Fig. 5e of Beal et al. 2015). Since the instrument

deployment of CPIES between ACT and ASCAwas the same,

we use this predicted sampling error (Fig. A1b, red line). By

using the predicted error of Beal et al. (2015), we are confident

that these uncertainties are representative of the ASCA ex-

periment. Maximum error values of 0.25m s21 occur at the

surface, because of the deseasoning of the lookup table, and

decrease to ;0.01m s21 at 4000m. For CMs and ADCPs,

sampling error is estimated using the method of Johns et al.

(2005) as in Beal et al. (2015). The greatest errors are also

found in the upper water column and have maximum values

of 0.02m s21 (Fig. A1b, yellow line).

Second, the instrument errors are assessed. Nominal in-

strument accuracy of CMs and ADCPs is given by the manu-

facturer. However, this error is likely to be larger than quoted

values because of the heterogeneity of the devices. Therefore,

instrument errors are estimated using power spectra of the

individual velocity measurements as described in Beal et al.

(2015). The median value from all instruments of 0.01m s21 is

chosen. This error is of a similar order to sampling errors;

therefore, we include it in our final estimate (Fig. A1b,

black arrow).

Last, the missing-data error associated with shortened ve-

locity time series is estimated by comparing gridded fields

derived from (i) a complete set of velocity time series and (ii)

the same records but shortened to match the recovery of

ASCA. A true velocity section is constructed using the ACT

velocity time series, which benefited from excellent data cov-

erage (Beal et al. 2015). The ACT velocity time series are then

shortened to match the recovery of CMs and ADCPs during

ASCA (Fig. 1b, red, orange, and yellow squares). The

horizontally averaged RMSE profile, between the true and

shortened datasets, has largest errors near 1500-m depth where

the lowest data coverage occurred (Fig. A1b, blue line).

The sampling, instrument, and missing-data errors are

combined in quadrature to produce a total estimate of velocity

error (Fig. A1b, black line). This error profile is dominated by

uncertainties associated with CPIES, and the depth-averaged

velocity error is 0.1m s21.

c. Transport

Our measurements of T, S, and y are ultimately used to

calculate property fluxes across ASCA, therefore we esti-

mate their uncertainties (temperature variability discussed

in McMonigal et al. 2020). The error for each 20-h estimate

is derived following the method of McDonagh et al. (2015)

by combining salinity- and transport-derived errors. The

transport-derived error is the product of volume transport

uncertainty sTy
and depth-averaged salinity. Jet volume

transport errors derivation contain many steps discussed in

detail in Beal et al. (2015). Applying the same procedure, we

estimate the jet volume transport error sTy
as 14.6 Sv during

ASCA. Based on this value and a depth-averaged salinity of

34.8 psu, the transport-derived error is 510 Sv psu. Next, we

calculate the salinity-derived uncertainty as the product of

salinity uncertainty (0.05 psu) and the time-mean jet volume

transport (76 Sv). The salinity-derived uncertainty is 4 Sv psu and

is negligible relative to the transport-derived error. Combined in

quadrature, the total estimated salt transport error for each 20-h

record is 510 Sv psu.

Our estimates of the instantaneous errors for volume and

salt transport are consistent in magnitude with simpler esti-

mates obtained by spatially integrating the total error profiles

of Fig. A1 over the depth-dependent width of the current. For

volume and salt transport the values found in this way are 5 Sv

and 170 Sv psu, respectively. Both values are smaller than the

estimated errors calculated previously, 14.6 Sv and 510 Sv

psu, which are conservative upper bound errors for each 20-h

record Beal et al. (2015).

The estimated transport errors on the mean are found by

dividing the 20-h estimates by the square root of the degrees of

freedom N (Emery and Thomson 2014). For volume and salt

transportN is 97 and 86 (based on estimated decorrelation time

scales of each time series), giving 9 Sv and 50 Sv psu, respec-

tively. These estimated errors are combined with the standard

error of the mean, or statistical error, which accounts for the

ability of a time series to quantify a mean. The statistical error

is the standard deviation of each time series dived byN1/2 and is

2 Sv and 80 Sv psu for volume and salt transport, respectively.

Following Kanzow et al. (2010) and Beal et al. (2015), we de-

fine the total error as the linear addition of the estimated and

statistical errors. Thus, the total mean errors for volume and

salt transport are 11 Sv and 130 Sv psu.

We correct the salt transport and transport-weighted salinity

time series for the fresh bias (this appendix, section a). The

total salt transport and transport-weighted salinity biases are

3 Sv psu (i.e., 0.03 psu 3 76 Sv) and 0.03 psu, respectively.

These values are added at each point in time to the time series

to correct for the bias.

FIG. A1. Errors associated with ASCA: (a) Salinity errors as

function of depth. Yellow line 5 sampling error from microCATs

and CPIES; red line 5 methodological error from CPIES; thick

black line 5 total salinity error. (b) Velocity errors as function of

depth. Yellow line 5 CM sampling error; red line 5 CPIES sam-

pling error; blue line 5 missing-data error; black arrow 5 instru-

ment error; thick black line 5 total velocity error.
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