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摘#要! 针对立体声音频采集设备逐渐普及的趋势$ 本文提出了一种保留立体声相位信息的声音场景分类算法&

在预处理阶段$ 根据左右通道的相位信息对音频样本进行源环境提取$ 生成一种全新的四通道特征& 在此基础

上$ 集成多个卷积神经网络$ 搭建一个针对立体声音频录音的声音场景分类系统& 区别于现有声音场景分类系

统只使用时频谱的幅度信息$ 本文所提出的方法保留了立体声音频的相位信息& 这使得声学特征中所包含的空

间方位信息更丰富$ 立体声音频的优势得到发挥& 实验结果证明保留立体声相位信息的声音场景分类系统具有

更好的性能$ 在 $%8< 年PTTT音频和声学信号处理技术委员会举办的声音场景分类赛事中相比于基线系统的整

体识别准确率提升了 8=t!

!
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BC引言

我们每天会接收到各种声音$并据此来判断我

们在哪里或者周边正在发生的事情$这种两种情形

分别被称作声音场景和声音事件'8(

& 就听觉感知

而言$声音场景就是从来自不同声源的声音叠加所

形成的一个复杂声信号中提炼出来的一种高阶知

识'$(

& 声音场景分类会涉及到复数个声源叠加$需
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要设备听懂自己周围的各种声源并据此给出所处

环境的判断& 对于已经完成预定义的监督分类$某

一特定声音场景类别所包含的声音事件集合也是

无界的& 同时没有一种分类方式可以覆盖所有的

类别$因为理论上声音场景分类的分类数是没有上

限的& 这些技术难题导致声音场景分类问题成为

了机器听觉领域中最困难的任务之一&

自 8<<; 年EPJ媒体实验室提交第一份技术报

告起'!(

$早期的声音场景分类研究就长期受限于计

算力水平和模式识别领域发展的瓶颈& 当时的研究

思路都专注于时间演化特征$因此通常会使用隐马尔

可夫模型#[/II3* E+)Z'@E'I3,$ [EE%或者混合高

斯模型# +̀(44/+* E/C?()3E'I3,$ ÈE%

'>B:(

$现阶段已

经被深度学习方法替代&

$%8! 年到 $%8" 年这一期间$随着深度学习的

兴起'"(

$在计算机视觉和模式识别方法快速演进的

促进下';(

$相关研究逐渐出现和深度学习初步结

合& 彼时声音场景分类领域内的数据集还比较匮

乏$因此支持向量机#.(HH')?532?')E+2R/*3$ .5E%

仍然是更优先的选择'=(

& 在这种情况下$来自奥地

利约翰开普勒林兹大学计算感知系的 E34+)'4等人

开始尝试将深度学习方法加入声音场景分类并初

见成效'<(

& 他们不但尝试使用了卷积神经网络

#G'*@',(?/'*+,73()+,73?U')Z4$ G77%作为分类器$

同时也将对数梅尔能量谱#V'0BA3,3*3)0/34%作为声

学特征& 由于早期的一些实验心理学研究$梅尔倒

谱系数 #E3,B42+,3F)3\(3*2XG3H4?)+,G'3--/2/3*?4$

EFGG%一度被认为是在声音场景分类中最有效的

特征& 但随后$对数梅尔能量谱逐渐取代了梅尔倒

谱系数$卷积神经网络也开始被广泛使用&

$%8;年依然还没有具有足够规模的开源数据集

供声音场景分类研究使用$只有非公开的VPJP.数据

集初具规模'8%(

& 面对这种困难$E(* 等人使用生成

对抗网络# 3̀*3)+?/@3KI@3)4+)/+,73?U')Z$ K̀7%增加

训练的数据量$取得了不错的效果'88(

& $%8= 年出现

了初具规模的开源数据集'8$(

$声音场景分类的研究

也因此在这一年迎来了爆发& 虽然各类研究的效

果参差不齐$但是已经普遍倾向于使用卷积神经网

络的集成学习这种系统搭建方式&

最近几年声音场景分类取得的研究进展很多$也

依然存在着一些问题& 虽然研究思路抛弃了时间演

化特征$改用时频图与计算机视觉方法相结合& 但是

目前的时频图特征提取算法无一例外都十分强调幅

度信息$而相位信息直接被丢弃& 这对于单通道音频

而言没有明显的影响$但多通道音频忽略相位信息会

造成立体声形成的空间方位信息的丢失$最终使得立

体声音频相对于单通道音频不再具备优势&

为了探究相位信息对于声音场景分类性能的

影响$我们使用了名为源环境提取#1)/A+)XKAW/3*?

TC?)+2?/'*$ 1KT% 的非线性立体声音频分离方

法'8!(

$它根据音频左右通道对应的相位信息来分离

时频图中的单个时频窗& 与之前的方法相比$它生

成了具有附加相位信息的特征& 在此基础上$我们

采用了数据增强+集成学习+> 折交叉验证等常规机

器学习方法& 本实验的目的一方面是要搭建一个

效果优秀的声音场景分类系统$另一方面也欲使用

不同特征的性能对比来展现出相位信息的作用&

DC立体声音频的源环境提取算法

源环境提取算法提出的初衷是解决通道格式

的音频信号在录制和回放时会发生的设备不匹配

问题& 在处理立体声录音时$算法会将其分解为四

个通道$分别为左侧的源分量和环境分量$以及右

侧的源分量和环境分量& 分解的结果确保了左右

源分量之间的最大相关性+源分量在整个时频域上

的最大稀疏性+以及左右环境分量的能量均衡&

假设在立体声信号的每个通道中都有一个源

分量和一个环境分量$它们被写成!

0

?

#I% B̂

?

#I%a&

?

#I%

+

?

!

2%$83 #8%

其中$音频通道索引 ?

!

2%$83& 源分量B

?

被假设是

相关的& 它们只是振幅不同$通过一个偏移因子可

将它们的关系表示为B

8

,̂B

%

& 环境分量&

?

被假设为

具有相同的能量但互不相关$而且它们也与源分量

不相关& 这些都是源环境提取中的关键空间假设&

经过短时傅里叶变换#.R')?J/A3F'()/3)J)+*4B

-')A$ .JFJ%$式#8%重写为!

'

?

'#$T( :̂

?

'#$T(a&

?

'#$T(

+

?

!

2%$83 #$%

其中$#是帧的索引$T是频率窗的索引& 如图 8 所

示$短时傅里叶变换的结果都是复数的$并且可以

表示为复数平面中的向量& 为了简洁起见$本文后

面的部分省略了'#$T(&

我们可以将环境分量的短时傅里叶变换时频

谱表示为!

&

?

^ &

?

0

,

?

#

+

?

!

2%$83 #!%

在式#!%中$,

?

指,

?

##$T% 3̂

M

&

?

##$T%

$

&

?

##$T%是

&

?

位于时频窗##$T%中的元素$而
&

?

^

1

&

?

是对环境

$;=
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分量相位谱采样所得的向量&

由于:

8

,̂:

%

$我们可得!

'

8

9,'

%

&̂

8

9,&

%

#>%

将式#>%代入式#!%!

& #̂'

8

9,'

%

%+#,

8

9,,

%

% #:%

设向量#'

8

9,'

%

%的相位角为
&

$由于 & 是非

零实数$所以比值关系4/*

&

+2'4

&

#̂4/*

&

8

9,4/*

&

%

%+

#2'4

&

8

9,2'4

&

%

%成立$可进一步整理为!

4/*#

&

9

&

%

% ,̂

98

4/*#

&

9

&

8

% #"%

上式中的
&

%

有两种可能的解!

&

#%%

%

^

&

9

#

$#

&

#8%

%

^

&

a

#

a

!!!!

#;%

其中$

#

+̂)24/* ',

98

4/*#

&

9

&

8

%(并且
#!

'9%t:

!

$%D:

!

(& 此外$#,

8

9,,

%

%的虚部与#'

8

9,'

%

%的虚部正负

符号相反$导致#PA2,

8

9,,

%

3+PA2'

8

9,'

%

3%

&

%

*

%&

由于这个限制条件$最终使得
&

%

^

&

a

#

a

!!!!

是式#"%唯

一的解&

将式#!%和式#:%代入式#$%可得!

&

?

#̂'

8

9,'

%

%+#,

8

9,,

%

%
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,

?

$

:
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?
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%
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上式中$'

?

和,可以通过输入信号的相关性计算求得$

但是,

?

仍然未知$进一步讲
&

%

和
&

8

仍然未知& 但由于

&

%

和
&

8

之间存在相关性$只有一个相位角
&

8

需要估计&

最终$在稀疏约束下$这个问题可以如下表示!

&

c

(

8

+̂)0A/*

&

c

8

:

c

8 8

#<%

通过求得源分量的 8 范数最小值$我们可以获

取源环境提取的最终结果&

从上述推导过程我们可以看出源环境分离算

法以简化的信号模型为基本假设$构建了一个数学

上的欠定问题$再使用源分量的稀疏性限定条件确

定唯一解& 但在这一过程中$无论是信号模型还是

限定条件都很难与真实录音场景完全一致$因此源

环境分离算法的前期研究工作都通过主观测试来

完成有效性验证'8>(

&

图 8#源环境提取在复数平面上的几何表示

F/068# 3̀'A3?)/2)3H)343*?+?/'* '-1KT/* +2'AH,3CH,+*3

#

FC声学特征

声音场景分类由于涉及到的场景繁多$导致不

同场景的重要特征所处的频带位置差别巨大$也因

此使得噪声与特征之间的区别方式非常繁杂微妙&

这与频带相对固定却非平稳的语音信号有本质上

的区别$这也是为何语音识别领域的研究思路和优

秀成果难以快速迁移到声音场景分类领域& 如何

选取有效的特征至今仍是声音场景分类的一个重

要的开放议题& 本次实验的声学特征依旧采用音

频信号的时频表示$但为了使声学特征更贴近人类

的听觉$我们对短时傅里叶变换产生的时频图又进

行了一系列尺度转换处理&

FEBC梅尔尺度变换

首先将经过梅尔滤波器组滤波生成的对数梅

尔能量谱转化到对数尺度的 IQ域$模拟人耳对响

度的辨识度& 梅尔尺度是非线性的刻度单位$梅尔

#E3,%这个名称源于 A3,'IX一词$表示音阶是基于

等距音高比较的& 梅尔频率与实际频率T的具体关

系如下!

A3,#T% $̂:<: ,'0 (8%

8a

8 )
;%%

#8%%

梅尔频率尺度的对数分布关系更适应于人的

感官$在梅尔尺度下我们使用一系列的等距三角形

带通滤波器组成梅尔滤波器组$取每个三角形滤波

器频率带宽内所有的信号幅度加权和作为该带通

滤波器的输出$对时频图进行滤波& 滤波器组在普

通频域尺度下的分布如图 $ 所示&

图 $#梅尔滤波器组

F/06$#E3,-)3\(3*2X-/,?3)W+*Z

#

FEDC=P>%760-7(6修正

在梅尔滤波的基础上$我们继续进行了KBU3/0RB

?/*0修正$人耳对不同频率音频感知到的相对响度

!;=
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是不同的$频率过高或者过低时感知到的响度都会

降低$以 8%%% [D对应 % IQ为基准$KBU3/0R?/*0的

修正方式如下!

(#T% $̂%,'0

8%

#!

(

#T%%9$%,'0

8%

#!

(

#8%%%%%

!

(

#T%^

8$8<>

$

T

>

#T

$

a$%D"

$

% #T

$

a8%;D;

$

%#T

$

a;!;D<

$

槡 % #T

$

a8$8<>

$

%

#88%

其中$T为频率值& 通过这些尺度变换和修正$我们

让声学特征更符合人耳的响应方式& 而变换后的

声学特征幅值变化范围也远小于变换前$后续的算

法因此可以避免一些数值问题并加快收敛速度&

GC声音场景分类系统搭建

GEBC系统输入

系统输入是长度为 8% 4的双通道立体声录音$

对于每个输入的音频样本$我们使用 >" A4宽的

[+**/*0窗和 $! A4的窗口滑动步进$将其分为 >!8

帧$之后通过短时傅里叶变换获得对应的时频图&

在该时频图的基础上$继续通过窗口数为 8$= 的梅

尔滤波器组$获得对数梅尔能量谱& 而后转化到 IQ

域进行 KBU3/0R?/*0修正& 最终获得形状为#>!8$

8$=$ /%的声学特征$其中 /代表通道数&

通过以上的处理方法生成表示时频信息的特

征图后$我们用不同音频通道组合分离分别创建了

单通道特征$双通道特征和四通道特征& 单通道特

征是从单声道音频获得的$它是双声道音频左右通

道的几何均值$特征形状为#>!8$8$=$8%& 虽然单

声道音频缺乏空间方位信息$但它的复杂度更低$

训练所需的时间开销更低& 双通道特征来自于原

生录制的双声道音频$左右声道各占用一个通道$

特征形状为#>!8$8$=$$%& 这也是现在多数声音场

景分类研究在处理立体声音频时的常用方式$但是

在短时傅里叶变换时频图到对数梅尔能量谱转换

过程中仅计入了幅度信息$所以造成了左右声道相

位信息被忽略& 最后$我们使用源环境提取生成了

四通道特征$包括左右通道的源分量和左右通道的

环境分量$特征形状为#>!8$8$=$>%& 我们在短时

傅里叶变换后$生成对数梅尔能量谱之前就对时频

图使用了源环境提取$相位信息在转化损失前就得

到了保留$因为相位信息损失在向对数梅尔能量谱

转化的过程中&

为了增强单个模型的泛化性$我们采用了裁切

#G)'HH/*0%的数据增强方法$裁切通过从现有的特

征图中截取子图来生成更多的训练数据'8:(

& 本实

验中以 >! 帧间隔长度为裁切窗口的滑动步进$从形

状为#>!8$8$=$ /%的对数梅尔能量特征中裁切出 =

个形状为#8$<$8$=$ /%的特征& 因此$最终的系统

输入种类为 !#通道数%]$#未裁切a裁切% "̂ 种&

GEDC子分类器网络结构

对于声音场景分类来说$所提取信息更加强调

整体的背景声音纹理$而出现在场景中的单个事件

片段不太重要& 以声音场景中的街道为例$在街道

我们会听见车辆行驶的声音$行人的脚步声$嘈杂

的谈话声$但是缺失以上一种甚至全部声音事件的

街道也是存在的& 声音场景中出现的许多事件都

不是关键事件甚至是噪声$这也是时频图背景纹理

特征取代之前的时间演化特征的原因& 而卷积神

经网络由于可以识别缩放$移位等空间失真不变

性'8"(

$因此相比于循环神经网络#e32())3*?73()+,

73?U')Z$ e77%和长短时记忆网络#V'*0.R')?J3)A

E3A')X73?U')Z$ V.JE%等序列模型$它在声音场景

分类中更具优势& 我们使用的卷积神经网络结构

如表 8 和表 $ 所示&

表 8#针对未裁切特征的卷积神经网络结构

J+W68#G774?)(2?()3-'))+U-3+?()34

输入 >!8]8$=]8 或 >!8]8$=]$ 或 >!8]8$=]>

;]; G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B!$BQ7Be3VY

;]; G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B!$BQ7Be3VY

$]$ E+C1'',/*0$N

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B">BQ7Be3VY

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B">BQ7Be3VY

$]$ E+C1'',/*0$N

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B8$=BQ7Be3VY

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B8$=BQ7Be3VY

:]: E+C1'',/*0$N

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B$:"BQ7Be3VY

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B$:"BQ7Be3VY

,̀'W+,K@3)+031'',/*0$N

N3*43#:8$$ +2?/@+?/'* 4̂)3,(.%

N3*43#8%$ +2?/@+?/'* 4̂4'-?A+C.%

>;=
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表 $#针对裁切特征的卷积神经网络结构

J+W6$#G774?)(2?()3-')2)'HH3I -3+?()34

输入 8$<]8$=]8 或 8$<]8$=]$ 或 8$<]8$=]>

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B!$BQ7Be3VY

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B!$BQ7Be3VY

$]$ E+C1'',/*0$N

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B">BQ7Be3VY

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B">BQ7Be3VY

$]$ E+C1'',/*0$N

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B8$=BQ7Be3VY

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B8$=BQ7Be3VY

:]: E+C1'',/*0$N

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B$:"BQ7Be3VY

!]! G'*@$N#H+I 8̂$ 4?)/I3̂ 8%B$:"BQ7Be3VY

,̀'W+,K@3)+031'',/*0$N

N3*43#:8$$ +2?/@+?/'* 4̂)3,(.%

N3*43#8%$ +2?/@+?/'* 4̂4'-?A+C.%

##这些模型搭建的思路原则遵循于 5̀ 7̀3?

'8;(

&

每个模型包括 8 个输入层$= 个卷积层$8 个全连接

层和 8 个输出层& 两种模型之间的差异在于前两个

卷积层中卷积核的大小$因为裁切前后的特征在尺

寸上的差异导致需要两种不同的感受野来保持最

终的高维特征有近似的分辨率& 所有模型均使用

了批归一化#Q+?2R 7')A+,/D+?/'*%$它可以通过正则

化项来加快学习过程并提高基线水平'8=(

&

GEFC系统架构

为了进一步提升系统识别准确率的同时又具

备更可靠的稳定性$我们对 " 个卷积神经网络子模

型进行了集成& 如图 ! 所示$对数据集施行 > 折交

叉验证后$我们训练了多个子分类器并使用它们给

出中间预测& 中间预测又再次用作随机森林#e+*B

I'AF')34?$ eF%分类器的输入$该分类器会做出最

终决策& 此外$我们也对测试样本的中间预测取平

均#K@3)+0/*0%$生成另一个决策并进行比较&

IC实验设置

IEBC数据集

本次实验一共涉及到了 ! 个数据集$包括 JKY

#J+AH3)3Y*/@3)4/?X%$%8< 城市声音场景开发数据

集+JKY$%8< 城市声音场景排行数据集和 JKY

$%8< 城市声音场景评估数据集& 数据集的采集设

备为 .'(*IA+* O_E PP_,+44/ZL4?(I/'K! 和 S''A

F=$在采集过程中麦克风会佩戴在采集者的左右耳

上以最大程度还原人类听觉系统的工作方式$这种

采集方式也为我们提取相位信息提供了先决条件&

其中$JKY$%8< 城市声音场景开发数据集是一个高

质量的双通道音频数据集$包含了在 8% 个欧洲城市

中收集的各种声音场景样本& 录音的总时长为 >%

小时$总共 8>>%% 个 8% 4录音片段$包括机场+巴

士+地铁+地铁站+公园+公共广场+购物中心+街道+

步行街道+交通电车 8% 个分类$每个类别对应 8>>%

个录音片段& 开发数据集包含训练子集和评估子

集两部分可以进行初始评估& 而 JKY$%8< 城市声

音场景排行数据集和 JKY$%8< 城市声音场景评估

数据集均未公开标签信息$仅用于 _+00,3线上挑战

赛在线评估和声音场景分类赛事最终评估& 声音场

图 !#声音场景分类系统架构

F/06!#K)2R/?32?()3'-H)'H'43I K.G4X4?3A

#

:;=



信 号 处 理 第 !" 卷

景分类赛事是由PTTT音频和声学信号处理技术委

员会#KK.1%举办的声音场景L事件的检测L分类

#N3?32?/'* +*I G,+44/-/2+?/'* '-K2'(4?/2.23*34+*I

T@3*?4$ NGK.T%挑战赛的一个常驻子任务$也是其

中历史最悠久$竞争最激烈的子任务&

IEDC训练配置

首先使用开发数据集中的训练子集对提出的系

统进行训练$然后通过评估子集对其进行初步评估&

而在参与_+00,3线上挑战赛在线评估和 $%8<年声音

场景分类赛事最终评估时$整个开发数据集都会作为

训练数据集训练& 在系统输入生成时$我们使用最小

最大#E/*BA+C%归一化方法对输入进行修正$以进一

步加快收敛速度并避免数值问题& 优化器使用随机

梯度下降#.?'2R+4?/2̀ )+I/3*?N3423*?$ . Ǹ%算法$将

学习率$衰减和批处理大小分别设置为 %6%8+%6%%%8

和 !$& 同时$将动量设为 %t< 来加速 . Ǹ算法& 本

实验的硬件为 P*?3,#e% G')3#JE% /:B<"%%_G1Y

#!t;% [̀D%+"> Q̀内存+7@/I/+ 3̀F')23eJh$%;%

1̀Y$软件环境为d/*I'U48% 8=%<系统$1X?R'*!6"6=+

J3*4')-,'U86=6%+_3)+4$6$6$&

IEFC损失函数

训练过程中使用多分类交叉熵作为损失函数$

表示方式如下!

9 '

8

8

#

%

9

%

'

8

8

#

%

=

#

5

?'8

.

%?

,'0#B

%?

% #8$%

其中$5指代分类数量":

%?

为观测到的样本%属于类别

?的概率".

%?

为指示变量$当 %̂?时其值为 8$否则为 %&

为了使特征超平面中目标优化点附近的采样

率更高$使最终优化的落位更接近于最优点$我们

使用了混合#E/CB(H%方法& 它是邻域风险最小化

的一种形式'8<(

$能在数据量不够的情况下进一步填

补训练样本之间的空白& 它会将两个随机选择的

特征以一个权值加权求和生成新的虚拟特征$两者

对应的损失函数也进行类似的操作& 此过程表示为

0

b

0̂

%

a#89

#

%0

)

9

b

9̂

%

a#89

#

%9

)

#8!%

上式中$0

%

和0

)

是两个随机选择的特征"9

%

和9

)

是对

应的损失函数& 随机变量
#

遵循Q3?+分布Q3#

.

$

.

%&

当超参数
.

趋近于零时$模型收敛将趋向回归到经验

风险最小化#TAH/)/2+,e/4Z E/*/A/D+?/'*$ TeE%

'$%(

&

JC实验结果

JEBC不同特征之间的对比

我们通过相同的方式先后训练了不同的子分

类器$它们唯一的差别在输入特征的通道数和感受

野的大小$每个子模型通过固定随机种子选取了 >

种不同的训练数据划分方式$最后的平均结果如表

! 所示& 这部分结果来自标签完全可知的开发数据

集评估子集&

表 !#子分类器识别准确率

J+W6!#JR32,+44/-/2+?/'* +22()+2/34'-4(WB2,+44/-/3)4

子分类器 全部城市 已知城市 未知城市

G77B8#单通道% %6;>! %6;:8 %6""!

G77B$#单通道裁切% %6;;8 %6;;< %6";;

G77B!#双通道% %6;$8 %6;!8 %6:;:

G77B>#双通道裁切% %6;:= %6;"< %6"!%

G77B:#四通道% %6;!> %6;>$ %6"8%

G77B"#四通道裁切% %6;:< %6;;8 %6"!$

以上表中G77B$#单通道裁切%为例$它是指将

形状为#>!8$8$=$8%的单通道特征裁切为#8$<$8$=$

8%后作为输入训练的卷积神经网络& 在开发数据集

评估子集中$由于标签完全已知并且每个样本还附带

录制地点标签$因此我们对评估子集做了再切分$将

其中一个城市录制的样本完全隔离开& 这使得训练

网络时$管道中未曾出现过来自该城市的录音& 该城

市对分类器而言是一个未知城市$从而进一步测试网

络结构的泛化能力& 通过这种分离方式$总共会产生

全部城市+已知城市+未知城市三个指标反映模型间

的差距& $%8=年声音场景分类赛事的组委会明确指

出$声音场景分类系统向不同城市迁移也会造成性能

下降的情况'8$(

$以特定场景下识别准确率为优化指

标的分类系统不具有可迁移性$因此赛事组委会仅采

用整体分类准确率作为评估指标& 为保证与后续实

验对比指标的一致性$针对开发数据集评估子集的本

地实验也使仅用整体分类准确率来评估&

从表 ! 中我们可以看出$无论是裁切前还是裁

切后$单个子模型中单通道模型的识别准确率都是

最高的$因为单通道输入会减小模型的复杂度并加

速收敛$在当前的数据量不足的情况下有天然的优

势& 所以我们讨论的重点在多通道特征输入模型

上& 为了遵循单一变量原则$这个实验中有两个关

键点我们进行了妥协& 首先是我们将每个模型训

练迭代次数设置为完全一样$但是复杂度最高的四

通道特征在相同迭代次数下收敛到同样的水平是

最困难的& 此外$源分量和环境分量两者间的特征

尺度存在差别& 源分量由于更侧重声源$因此对应

的关键特征都是时频图上幅值较大并持续一段时间

";=
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表 >#声音场景分类系统识别准确率

J+W6>#JR32,+44/-/2+?/'* +22()+2/34'-K.G4X4?3A

分类系统

开发数据集评估子集

所有

城市

已知

城市

未知

城市

排行数据集#_+00,3%

公开

排行榜

个人

排行榜

评估数据集

#$%8< 年声音场景分类赛事%

所有城市

#<:

!

置信区间%

已知

城市

未知

城市

基线系统 %6"$: %6">= %6>!= %6">! %6"!% %6"!!#%6"$$ b%6">:% %6""; %6>"8

排名中位数系统 L L L %6;;: %6;": %6;"$#%6;:$ b%6;;$% %6;;: %6"<"

eF

8$$$!$>

%6;;$ %6;=% %6"=$ %6=!! %6=%" %6=8$#%6=%! b%6=$8% %6=!> %6"<=

K@3)+0/*0

8$$$!$>$:$"

%6;;= %6;=: K6JMF %6=!% K6LKL %6;<<#%6;=< b%6=%=% %6=$$ %6"=8

eF

8$$$!$>$:$"

K6HHL K6HLL %6";> K6LGK %6=%" K6LBJ#K6LKH ZK6LDI% K6LFL K6HKH

的区域"环境分量更侧重于背景音$因此对应的关

键特征大多是时频图上的背景纹理& 两者之间的

特征尺度差距明显$理论上要用不同大小的卷积窗

或者修改网络结构以分别适应两者的感受野$但本

次实验已经有特征通道数作为唯一变量$因此未做

更多的改变& 虽然以上两点的妥协削弱了四通道

特征的优势$但最终四通道模型的识别准确率无论

是裁切前还是裁切后均超越了双通道模型& 这从

一定程度上印证了四通道特征比双通道特征更好

地保留了立体声录音的相位信息&

JEDC系统性能对比

为了让系统性能的稳定性更具参考意义$我们

将各个集成后的系统在三个不同的评估数据集上

进行评估& 由于 $%8< 年声音场景分类赛事最终评

估的提交限制$我们只有三条验证结果可以与其他

参赛系统作比较& 具体性能评估见表 >&

在_+00,3线上挑战赛在线评估和声音场景分

类赛事最终评估中会使用整个开发数据集来训练$

相比开发集训练子集的数据量更大$因此会出现排

行数据集和评估数据集的表现优于开发数据集评

估子集的情况& 从数据量来看$排行数据集的数据

量小于开发数据集评估子集小于评估数据集$其中

评估数据集#;$%% 个 8% 4录音片段%的数据量更是

排行数据集#8$%% 个 8% 4录音片段%的 " 倍$达到完

整开发数据集的一半& 此外$评估数据集还包含了

额外 $ 个从未出现在开发数据集中的城市录音$因

此无论从数据量还是从样本多样性的角度而言$评

估数据集结果的可靠性都要远高于其余两者$为此

我们在评估数据集上额外给出了统计检验结果以

进一步反映数据的可靠性& 但由于提交次数的限

制$我们无法将评估数据集用于前一个对比实验&

以表 > 中的 eF

8$$$!$>$:$"

为例$它表示用随机森林集

成了 " 个子模型$随机森林会把G77B8 到G77B" 六

个子分类器的中间预测作为输入$然后输出最终决

策& 基线系统由赛事官方提供& 排名中位数系统指

在_+00,3线上挑战赛和声音场景分类最终评估两个

排行榜中排名中位数的系统& 对于开发数据集我们

分别使用了 %$$%%"$$%8< 三个随机种子对数据集进

行划分并在此基础上进行 >折交叉验证$表中的结果

为各种不同划分下的平均结果& 对于评估数据集$声

音场景分类赛事的组委会进行了公平统一的第三方

评估$最终结果公正可靠$其中包含了总体识别率以

及对应的统计效力& 从表中我们可以看出集成了

G77B:和G77B"的系统的识别准确率会更高& 这也

再一次印证了四通道特征比双通道特征更好地保留

了立体声录音的相位信息& 其中最优秀的提交识别

准确率相比基线系统提升了 8=6!

!

$相比中位数排名

的系统有 :6>

!

的提升$而 <:

!

置信区间也小于基线

系统和排名中位数系统&

HC结论

本文以搭建立体声声音场景分类系统为出发

点$充分考虑立体声录音相比于常规单声道录音的

优势来源$对立体声相位信息的作用进行了探究$

通过源环境提取方法引入了保留相位信息的四通

道特征$获得了一个性能优秀的声音场景分类系

统& 该系统的分类性能 $%8< 年 PTTT声学信号处

理技术委员会举办的声音场景分类赛事中排名第

四& 最终结果一方面获得了声音场景分类赛事组

委会的公平统一第三方评估$另一方面也通过一系

列本地实验的进行辅助评估& 实验对比不同特征

输入子模型的性能+不同方式集成学习的性能$印

证了四通道特征比双通道特征更好地保留了立体

声录音的相位信息$也证明了相位信息的有效性&

;;=
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