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Acoustic Scene Classification System Using Binaural Phase Information

Yang Haocong Shi Chuang Li Huiyong
(School of Information and Communication Engineering, University of Electronic Science and

Technology of China, Chengdu, Sichuan 611731, China)

Abstract: With increasing devices supporting the recording of binaural audios, binaural audio processing methods become a
field of possible exploration in acoustic scene classification (ASC). Therefore, we would like to investigate the primary am-
bient extraction (PAE), a binaural audio processing method which decomposes a binaural audio sample into four channels
using the phase information. Features carrying binaural phase information were therefore extracted. An ensemble of convo-
lution neural networks (CNNs) was adopted as the classifier. Compared to existing works, the ASC system proposed in this
paper can generate features with additional phase information and make full use of the advantages of binaural audios. The e-
valuation results validate that the performance of our ASC system can be improved by taking the binaural phase information
into account. Our ASC system outperforms the baseline system provide by the 2019 IEEE AASP Challenge Detection and
Classification of Acoustic Scenes and Events (DCASE) by 18.3% in terms of the classification accuracy.

Key words: acoustic scene classification; convolutional neural network; ensemble learning; primary ambient extraction;

binaural phase information
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ToF o TR — 3 26 07 AT LUBS 35 i A Y
F0], e B S YR R BRI AT B
FRAY o XS AR X RS B & 3 55 o 2R ) L
T AL o U e R ME AT 5 2 —

F 1997 4 MIT SRS 50 % 3 A58 5 — I BRI
R IR R B K 2 R T
SR AU 98 K e RS0 S IS A 5T
JEL PR L T B AL, DR 5 2l R B 5 7R
A] JeA A (Hidden Markov Model, HMM) 8% F 1B & 5
H#7 ( Gaussian Mixture Model, GMM)'*! HipEX £
SR IR

2013 4£3] 2016 4% — W a], B & TR 5 2 1
DL AEFH AL AR 2 I 30 i bR B Y
PEHERT A RIS 4 i B AN TR B 2 ) ) 4 4
Gro MEIFS B 37 540 28 SN 1Y B8 AR 8 b IR
=, K 5 1m AL Support Vector Machine, SVM)
PRI e e o X ARG BT, oK A
FI 238 3 Bl R 2% R 271 3R R 1) Mesaros 55 A
A 22 TR B8 2 ) O R I 5 5 55 00 28989
TLRRE o AT A AH 22 3 T 2 B 22 I 45
( Convolutional Neural Networks, CNN)/E ~4r258%,
[e] of -t K X Bt /K B 131 ( Log-mel energies ) /iy A
AR . TRV — SE SO B B A, A R4
ik 22 B0 ( Mel-scale Frequency Cepstral Coefficients,
MFCC) — B WA N R TE 75 5 5 0 38 b ey &L
FHIE o (HBEIS 6850 R BB 1t 15 20 Wi R T A 2R 31
Tk R GBRRM A MBI IR 2.

2017 FRARIA VA AT R UL T 5 45 8 4
PR S R, A AR A TRRY LITIS %4
SERIELRAEE T X o R X, Mun 25 A et i A
XL M 2% ( Generative Adversarial Network , GAN) 3711
IGREeE R, BUS T AEEIOR . 2018 4 Hi 3L
TR B TR BRSPS 3 R 2T 5
W R TR X — 43R T 4R K. BARS EME R AL
RS ZEATFE AHIE T G0 3 10 1) ol T A5 B 22 )
LRI AR WL ) X R R e =

L VA s o3 R T sk iR 22
WIRFFAEAE — 2L n) 8, B ARBEE L BRI 5 1 I [A] i
ARRHIE , O I A3 B S5 TSR I Al g o (B2
R4 S A5 ] AP A i B TG — 191 R 0 5 4] W

JEAR B, MIAIAAE BB ETT . 3O T HLIH 4
11115 A WS R R {EL 2000 T8 5 0 2 I AT A 2
Sl MVAL NS AU I R VA ESNIE S <2 S G SYA
AP B IRURE O FALE I AN PR A

N T RFEROLAE B T 755 T 5 KRR
SO, FAVEET T 44 N IR FRE LI (Primary Ambient
Extraction, PAE) ) JF £k 1 57 14 75 & 4t 7% & J5
PR A A T TG A M £ R 4
I3 P R G B I 7 . 5 Z TR DT RE A T, B AR
T BATBE AR A5 B RRAE . R RER F, AT
R T B 5 R ) 4 P SRR AE H AL
feeE A J7 ke AT H A — 5 R = A
BT I E 5 ARG, 75— J7 ikl
ANTRVRFAE AP XS A e B AR L A5 LA

2 EEEHRRMERRE X

T3 P55 B U 1 4 L 1 ) 3 e ke T A =X
P LA 5 T i il 0 (8] 0N 25 e A= 1) 152 28 AN DG T
[/, FEAL IR AR P S 8 B, S50 208 401 Sk Y
ANIEIE 43 5 o 22 IR Ay i N ERSR Ay , DA A
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531 2Z (8] R e KRR OGP T8 it 70 S I A a1
) B R DA S 2 A IR B8 e 1 RE HE X 1

ABBAE S A 75 {5 5 1 B 38 P AR — AR
g M — DSBS

x(t)=p(1)+a (1) Yece{0,1} (1)
Hrp  HHGEE R ce 10,11 P53 fEp M2
AR o EATHZIRIEA R, S — R A
BENMTRRRFZIR Jp, =kpoo BBt a BUREA
BAMFIREEH B A, H e W 505
A o XSRS 5 PR BT H I 1) S s )k

2257 45 p e B 25 4 ( Short Time Fourier Trans-
form, STFT) ,=(1) E\E N

X[m,f1=P.[m,f1+A [m,f] Yece (0,1} (2)
Hr, m JEWi RG] f R RG] R 1
71N L IR L I e 1 48 SRR e S Ky, O ELRT LA
FORNEHCF IR A . TR WL, A S
T BB 4w 1 [m, f] .
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B () MAK(3)
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Wi (X, kX)) ARG 0, T | A | 2E
R, LA AE S & sin@/cos @ = (sin @, —ksin@,) /
(cos 6, ~kcos 8, ) 37 , 7T 3E— A HL )

sin(0-6,)=k"'sin(0-0,) (6)
6, A BN E] RE YA -
0" =0-a, 6" =0+a+n (7)

Hrh a=arcsin [£'sin(0-0,) ]} H ae[-0.57,0.5
n]o MAN, (W, -kW,) BIHEFRS (X, —kX, ) B i HBIE 171
PSR, T2 (Im{ W, kW, | /Im | X, kX, 1) |, =0,
TR A1, e 2150, = 0+a+n 23X (6) ME
— M
B (3) FX(5) RARK(2) ATH
A, =(X,-kX,))/(W,-kW,) OW,
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Vee (0,1 (8)
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Fig. 1 Geometric representation of PAE in a complex plane
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B IX 1) 33X A DA A o TR s 1) A 5 S I ARG
75 IARAE DL PR T % B P 3 g SR A0, ARl
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177 — RGNV RE AR AL T
3.1 1RRELTH
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IR RE SIS % A B EORUEE 1Y dB 3, AU H- X e
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(Mel) XA~ FRIET melody —1in], 7R & [ & 2 T
SR LAY o MR AR S BRI f Y BLAOG
EY I

mel ( /)= 2595 log,0(1+7(1)0) (10)
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Fig.2 Mel frequency filter bank
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PRY NGO E Son=: E 2P ek (N PRSI DL )£ PN
F&AIK, L 1000 Hz X Ry 0 dB B KL #E, A-weighting [
A(f)=20log,,(R,(f))-20log,,(R,(1000))
RA(f>:
12194°f*
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(11)
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FE AR MR (B A2 A 30 Bl o e /N TR H T, S5 SR
T P ] sk G — SO R TR R BRI S8 RE

4 FEURDLREEE

4.1 ZRFEEAN

R SRR N 10 s 1Y RGHE 8 7 AR S S
X TR A& AR AR, AT A 46 ms FEIW
Hanning % 1 23 ms % g 320 0, 8 50 431
M, 22 i 38 e e s e L e A 4G A5 X I A B A [
FEZIIE g 2 Al b, Ak 2238 o 5 180 128 (i
IRUEPE AR AR EO R BE R 1 o )5 A4k 31 dB
Wik AT A-weighting & 1E, fR &R TE R Ry (431,
128, n) (R 2FARAE , Horp n A0 E TA S

T LA b ) Ak R s AR B R B S B Y R
TEENG , FRATAAS R & 4938 18 4 A 598 oy il B gt 1
PASE TERFAE , NGE T8 R AE R0 DU S8 B A . HE E
FIE 2 DA BELFS T AR AR 1Y, B S A TE 0 A A i
LT IE, FRAETE IR A (431,128,1) . BRI
FEIBE R Z 23 0] J7 AL A5 B, B B &2 4% B AR,
YR e 114 ) 18] F 5 SR ARG, 0L B Rk >k 3 T 5
AR SR AR BURS T L, A A PR A A O — A
FRIETEAR M (431,128 ,2) , XM EIMEZEGE &Y
ST AT AR A 3 ST AR A R R O 5 (B2
T S el L A e B A3 ] 1) %) R O RE o S e
RO T 8RB, BT LA i T 2245 7 B A
ifE B2 ms . wea , A EA S S BOE % T
DU 3 T8 REAE A 455 20 A 3 3 ) 5 40 RN A A T A Y
WE oyt FRETE AR (431,128 ,4) o FRATTHE 5 It
i AR AR O B 2K g 1 1 R IR B A
P FH T R PR B B, AR A B TE B AL 0 K R kA
TR DA ARALAE 208 5 AR 0] X B0 /R B i 1
HeAeny it fE

R T MR PR BIRY  AE  FRATSR A T

(Cropping ) A 1 5 75 ik , V1@ i O BLAT 19
il P R T PR OB 2 BB 22 N 8 o AR
B L 43 o ] B < RE D DD 1 3 sl 2P ik, I
ARy (431,128, n) BXSROME/R RE SRR R &L DD 1 8
AR (129,128, n) BUFFAE, PG, S0 R 58
BTy 3 (GEIER) x2 (REY+ED]) = 6 Fifr,
4.2 FHEBMEKEN

X TR R o R UL, i S BB S S 5
FERI TS SO B SOH, T PR S s b g RS A
FrBAKEE, LIFE &Y b i friE oy o), e iE
AT W 4 AT Bk i 75 3, AT N A E 7 il 2
ARIE S (R B DL b — T 2 200 & S
FHEWRAFTER . A& 5 W7 2 SRR
AN L A R P 3k AT I 7 S S
FEAE A 2 Hi A EsF ) A AR A 7 L T s AR
2o 2% 1 1 AT LA 46 i, #6745 S ] 2k AN AR
PO DR L T 26 b 28 19 45 ( Recurrent Neural
Network , RNN) 1448 B0 12 M 2% ( Long Short Term
Memory Network, LSTM) Z& @ 4# Al & 7E 7 5 =
IR B FRATAE i B 22 N 45 45
gk 1 Ffk 2 fos,

1 BIXARBVIRIE A 2 R 22 ) 2% 25 4

Tab.1 CNN structure for raw features

i 431x128x1 B 431x128x2 mf, 431x128x4

7x7 Conv2D (pad=1, stride=1)-32-BN-ReLLU
7x7 Conv2D (pad=1, stride=1)-32-BN-ReLLU
2x2 MaxPooling2D

3x3 Conv2D (pad=1, stride=1)-64-BN-Rel.U
3x3 Conv2D (pad=1, stride=1)-64-BN-Rel.U
2x2 MaxPooling2D

3x3 Conv2D (pad=1, stride=1)-128-BN-ReLU
3x3 Conv2D (pad=1, stride=1)-128-BN-RelL.U
5x5 MaxPooling2D

3x3 Conv2D (pad=1, stride=1)-256-BN-Rel.U
3x3 Conv2D (pad=1, stride=1)-256-BN-RelL.U
GlobalAveragePooling2 D

Dense (512, activation= ‘relu’ )

Dense (10, activation= * softmax’ )
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Tab.2 CNN structure for cropped features
TN 129x128x1 By, 129x128x2 B 129x128x4
3x3 Conv2D (pad=1, stride=1)-32-BN-ReL.U
3x3 Conv2D (pad=1, stride=1)-32-BN-Rel.U
2x2 MaxPooling2D
3x3 Conv2D (pad=1, stride=1)-64-BN-Rel.U
3x3 Conv2D (pad=1, stride=1)-64-BN-Rel.U
2x2 MaxPooling2D
3x3 Conv2D (pad=1, stride=1)-128-BN-ReLLU
3x3 Conv2D (pad=1, stride=1)-128-BN-ReL.U
5x5 MaxPooling2D
3x3 Conv2D (pad=1, stride=1)-256-BN-ReL.U
3x3 Conv2D (pad=1, stride=1)-256-BN-Rel.U
Global AveragePooling2 D

Dense (512, activation= ‘relu’ )

Dense (10, activation= ‘softmax’ )

X BEAE R 15 1 B JEUU) REATE T VGGNet™'””
RABARALE | M A)Z, 8 MEIUZ, 1 2k
JEF T A2 PRMEEARY 22 ] 1Y) 25 S AE TR A
GRUZ T BTRZN KN, R 8PS R ETE R
S b 25 R T BURT B PR AS [R] 1) J8 37 B R AR R
LR AE R I A TR B 3 e T B RV f T
T#tVd—4k ( Batch Normalization ) , ‘&2 1] DL 5 1F N
PRI SR ey 2] 1 R I3 i Rk
4.3 REZEHEM

RT3 20 PR T R G U E R 2R A ] i S H
SRR M, TRATTRT 6 A3 Bk 48 W 4% -

RUIMEAT TAR 8. AnlEl 3 Fram , XHECHE SE 1T 4 3738
XEEE , AN T 24 For Rt HE NS
LB ]S e A I SRR A BE AL AR AR ( Ran-
dom Forest, RF) /3288 U0 A , %7 e de 2 0
LY o BEAN, FRATTA XTI A A g e ] 350 0 3T
¥ (Averaging) , 4 05 — MR T AL,

5 ZWIRE
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F8 , TER AR FE 242 v 2 il e R B 3 I A2 A HE
b DR R FE I S N W 0 2R 58 0 A 7 =X, 3 el
KA T KA A FRATR B AL (5 B T e e &5
Horr, TAU 2019 375 & S s R BAR 4 0 — 1
Jo e A DU T & UG AR , 08 1 AE 10 AN ERHHIR T
SRR B AR, S BB 40
/N, S 14400 4> 10 s S B, AR LY L
€ Mk L AR AT G
AATHIE SZIE A4 10 D28, B 25000 N 1440
MR R B R E A &I T MITPAL T
EEWFR S AT L AT W04 VP4l . T TAU 2019 (T 5
T e HEA TR LA TAU 2019 3l 75 35 37 % PEAS
BRI AR A TR ZAE B, SUH T Kaggle 26 FHEAL
TAELVPAGFI S & 5ty R e 2Pl . FE Y

ISR 5) AR
| Fold-4 | Fold-1 | Fold-2 | | Fold-3 |
AFTRE SR
| Fold-1 | Fold-2 | Fold-3 | | Fold-4 |
| IR | ] AR
s TER BRI R T8/ T R EFEE TFRBAEE VAL T4/
IR HEAT RS T A SR S
o i) F
Fold-17ll -
Fold-2f | VI
YT PR
AN Fold3 Ul Bl AR
Fold-4 75l

il
%

Frild

5

D EAR

T

e e

K3 FEEGRRAGIN
Fig.3  Architecture of proposed ASC system
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SOPRFEG Rl IEEE SRS 22 (55 A B R 22
Gi4x (AASP) 28 I 1Y 75 3 3 S5/ S AR g R/ 4 26
( Detection and Classification of Acoustic Scenes and
Events, DCASE) k%3819 — A 3E 11 55, t 2
T SR ASA, SE RN T 5
5.2 JIHEEE

B e I s S iU 2R AR 1 &R
GEHATING AR5 0 3 VAL 18R X AT 0I5 P A
M1EZ1 Kaggle £ - HbIFEAELIFAL A 2019 475
Y i R PEF LA BT R B G # AE h
WIABIRENLR . TERGE AR, T F ey
R (Min-max ) H—A4b 7 Bk 4 A#ATB IR, DLtk —
ARSI sk S B ) R, Ak A T B AL
Fh R B ( Stochastic Gradient Descent, SGD) %3 ¥
22358 SERRIAILIL BRI B 4 0. 01 0. 0001
32, [Ef, Fsh EE RN 0.9 Sk SGD ik, A
SIS 4 R 2k A Intel (R) Core (TM) i5-9600K CPU
(3.70GHz) .64 GB [N f#. Nvidia GeForce RTX 2070
GPU, %f4:314% 5 Windows10 1809 £ 4;, Python3.6.8 .
Tensorflowl. 8.0 Keras2.2.2,
5.3 KB

WG R bl ] 22 23 26 58 SUIR /R S 401 2K ek 8K
TR AE

L=y Sh=y X - Lo (12)

S M RSO P, SR | R T2
¢ RS sy, WHERAS L 1 i=c IEELAE 1, 700 0,
Sy TP o A 00 14 5 BB R 5 R
SR 0 2 AL 075 3 1 T I A 4, A1)
B T4 (Mixup) J7 bk 4038 U /ML
R AR RO (0 5 T e 2
ANIZERE A 2 11075 [T, & 2005 P B L e £
HEAE B AR SR 1 0T 0 B AL G 2%
X T BB T BB, IR

& =x,+(1-2)x,

L=L+(1-A)1, (13)

b x Bl SR A BERLBEBE R s L, FIL, %)

N FPAR PRE . FEALAS B A 387 Beta 7347 Be(a,a) o

MBSE o BT T, BIRDSSOKS i a] B 3] 2855
X fe/IME ( Empirical Risk Minimization, ERM)™’

6 LIGZER

6.1 REMFHMEZ ERIXTLE
FeATam A0 W 0 e IS W T R+ 53

e EATTME— B 22 I A i A A 1) 30 1 R B2
B RIN, A TR A [ 5E BEPLA T HC T 4
AN [ I Rl 3 5007 3K, i Ja P33 25 2R N3k
3 PR AR AARSE 58 4 ] R I A K
VTR

R3 TIEIUINER R

Tab.3 The classification accuracies of sub-classifiers

Fokdn Sy TR RAE
CNN-1 ( P 3HE) 0.743 0.751 0. 663
CNN-2( BB #Y)  0.771 0.779 0.677
CNN-3 ( XGHiA ) 0.721 0.731 0.575
CNN-4(XUHEFYT)  0.758 0.769 0.630
CNN-5( PU3#iH) 0.734 0.742 0.610
CNN-6( PUsgEE#Y))  0.759 0.771 0.632

PA b CNN-2 (HLEIE R YT S ], & 46 4
JEARDN (431,128, 1) 14 S 8 AR AE AR V) o (129,128,
D) JE Ve AR & R 2 M 2% . TETF R BE 4R
PR, TR R E AT HAE A R
SR AR, PHF AT AL T A 1 HE 20, 4
o — A SR A e BRSO . XA 2%
PZE T, B R AR B B R FZITT SR 12k
T2 M 5 I ARFIIRTT , ATt — 22 )
IRESHRIZALRES) o kA U o, Bk AR
BRI RIS AR R T = AR AR S A Y ]
22, 2018 4FH I Rt JEBR S I 2 22 2 W i
A E YR KRG A RIS IR 2 i R fE
IR LIRS I 5T U M % O kg
PRI R GA BA AT, NI SR T 2R
P RMER R A PP SR bR . o PRIIE S R 25
BoXS R PRI — S, BRI AR SR PG TR A
Mo LA BRI FHERFA A

M3 AT U, Jeig 2 8D Ak i &K
DI, B> R T rp B A TR ) SR o Ak R AT
T D, R DAy B 3 A 2 Dl IS TR ) 52 2% BE T
LS, 75 5 i R s i A R BB O AR IR AR
o PTRAFRA I (4 B 8 7 2238 18 A ey AR R
o DT G AR JRUU XSS A A R
SERRANTIEAT T2 B SR AR AL
s ARBOCE S — R EJR S IR i 1 Y
A0 TEA A A TR 5 AU R Wi S5 [R] A 1y AT 2
FRINAMER o BEAh, P73 BRI ER IR S0 47 () (9 A5 AR
FOUEAFAEZE N o VR0 o T SO0 B A L, DR e ot
18 SR AT I A i (R BRI — B 1]
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Tab.4 The classification accuracies of ASC system
- . pu LR [EEACEES

oy TREBRRETE WA (2010 i 8 A
[ N | S I NIF A [T A Yt 2 ARHI
ol wol o sl HAT 8% HEA 8% (95% A5 X [)) ki ki
LR G 0.625 0.648  0.438 0.643 0.630 0.633(0.622 ~0.645) 0. 667 0.461
HEZ PR SR / / / 0.775 0.765 0.762(0.752 ~0.772) 0.775 0. 696
RF, 554 0.772  0.780  0.682 0.833 0. 806 0.812(0.803 ~0.821) 0.834 0.698
Averaging, ,;,5 0.778 0.785  0.693 0.830 0.808 0.799(0.789 ~0.808) 0.822 0.681
RF) 554506 0.778 0.788  0.674 0.840 0. 806 0.816(0.807 ~0.825) 0.838 0.707

(Y DX 35 PRI 0 o 0 B T e, I D I A 6
BEREIE R Z2 W TS st ac . A Z ALY
FRAE R 22 IR, e R B AN TR RN 5 L
o B R 48 S5 KA LA 4 39113 7 T A ) SR sz B (R AR
PRSI0 O 28 P 8 18 0 A ol — A2 i, PR e R A
W2 Ar . BAR UL L WIS R Z U 55 T DY i E
SFAE A A, (H 5 2% U 3 T A5 R 1) TR ME A 2 TG 18
SERRYIT A SR 5 Y e 1 OSGE AR, X
— B b ENIE T DU G R AR SUE 3B R A T 4T
PR ER T AR S AR ALAE S o
6.2 ZRGIEREXTEE

KT iERGMRE AR T B S5 S, FRAT
B ARG 9 R G e = AR B DAL B0 45
AT . BT 2019 4E 75 & 5 5t KA S I 40T
Al RS BRG], BT R AT = SR 08 UE 45 R vl L5 HoAth
SRAGNE LR, BARMEREITAL IL3R 4,

£ Kaggle 2k I ¥k i T8 A2 L 1PAL s & 5t 40
FFEH T VTAN 2 AR A T R B B kI 5,
FHECTF A SN 2 45 i e 1 B K, IR e 25 b LR
TR DAL Bt 48 1 R B T & Bl 4607
fhFHEMEN . AR TR E , HEA T 8000 5 o B0l
/NI R B VAL 7 5 /D T IPAG % 45, Forp
VAR EHEAE (7200 A 10 s S8 7 Be) AU £ B 2
HEATE R A (1200 4~ 10 s 5% B 19 6 £, a5 258
I RBAREN—2 . A, AR E LS T
BAN 2 AR B T B s 45 3T SR
I TG TE MBI T3 2 AR AR Z AR P 0 A BE T 5, T
f B L 45 A AT RE PRS2 I w5 T HAR I E , NIt
BATEPEAL B 4 RSN A T SR 5 45 5 L
VE—2 I W 0 AT S, H TR S AR B
il FATTIC TR AL B s 45 F T — X s g
LA 4 Wi RF, 45,56 M0, B R I REPLAR AR

BT 6 AR B HLAR AR 254 CNN-1 £] CNN-6 75
ASF oA gn e ) BU VR A, SR R Ak
Ko ARG REE T R, HEA PR RS S
1t Kaggle 28 9k ERFE IR 5 3 5 0 S 2 -Al A
HA TR e PO B R G, XTI R BT AT]
AEMEH T 0,2006,2019 = A bifi HLFH - X 5 4 45 30k
TRy HAEBEIER BT 4 Prae IR UE, 4R
oK =2 ZNCIB U N R SO S O e P €/ ]
TSR RHNAR ST T A FE—NE =07
PR, e RN IE T 5 o 5 T B R R L
BG83 1. WRP AT IR BERT
CNN-5 FI CNN-6 ) R R IMER R S . Xl
TR ERIE T DY 308 38 45 A He G T8 4R E 5 4 b {5 B
TR SR IAOLE B Hh B A 75 3 s U
HERR A LR R G IRTT T 18.3% M HL P i BdE &4
HIRGA 5.4% BT, 11 95% EA5 X [a] /N T Fe 2k
ARG MHER PO R S

7 H#iR

ASCUARE #E 5L AR TS 7 5 it iy KRG h Kk
S, TIN5 TEAL AR S A LE TR LR I SR Y
DU, X S AP AR AL AF SRR T EEAT T 485,
AR SR O 51 A TR B AR ALAE B 7Y i
EHFAE, 2RFF T — DERERF A SR RAR
Bio ARG P HENERE 2019 4F IEEE 75225 5 Ab
PR 228 I B 7R 5 s r AR P HE A 5
POo REALR—ITHR T & Y5t KR4 4l
BRI VHR—H =T WAl o5 —J7 it — &
G ST B FEAT 4 B PEAL o SEBR X FE AN R R AR
AT R TERE A R D7 U A s~ AR BE , BN
TIE T P38 T AL BE X 8 45 AL S A PR B T S AR
PSR BIARALAE R BUE R T ARALAE B A R



878

5536 &

5% 3k

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

Mesaros A, Heittola T, Virtanen T. DCASE 2017 chal-
lenge setup: tasks, datasets and baseline system [ ] ].
IEEE/ACM Transactions on Audio, Speech, and Lan-
guage Processing, 2019, 27(6) : 992-1006.

Stowell D, Giannoulis D, Benetos E, et al. Detection and
classification of acoustic scenes and events [ J |. IEEE
Transactions on Multimedia, 2015, 17(10) ; 1733-1746.
Sawhney N, Maes P. Situational awareness from environ-
mental sounds [ R]. Boston: Massachussets Institute of
Technology, 1997 1-7.

Eronen A J, Tuomi J T, Klapuri A, et al. Audio-based
context awareness-acoustic modeling and perceptual evalu-
ation[ C ] // Proceedings of the IEEE International Confer-
ence on Acoustics, Speech and Signal Processing, 2003 .
529-532.

Eronen A J, Peltonen VT, Tuomi J T, et al. Audio-based
context recognition [ J ]. IEEE Transactions on Audio,
Speech, and Language Processing, 2006, 14(1) . 321-329.
Virtanen T, Plumbley M D, Ellis D. Computational Anal-
ysis of Sound Scenes and Events[ M ]. Springer, 2018
3-41.

He Kaiming, Zhang Xiangyu, Ren Shaoqing, et al. Deep
residual learning for image recognition[ C] //IEEE Con-
ference on Computer Vision and Pattern Recognition,
2016, 770-778.

Bisot V, Essid S, Richard G. Hog and subband power dis-
tribution image features for acoustic scene classification
[C] // European Signal Processing Conference, 2015;
724-728.

Mesaros A, Heittola T, Virtanen T. TUT database for a-
coustic scene classification and sound event detection[ C] //
European Signal Processing Conference, 2016 1128-1132.
Rakotomamonjy A, Gasso G. Histogram of gradients of
time-frequency representations for audio scene classifica-
tion[ J]. TEEE/ACM Transactions on Audio, Speech,
and Language Processing, 2015, 23(1); 142-153.

Mun S, Park S, Han D, et al. Generative adversarial
network based acoustic scene training set augmentation and
selection using svm hyper-plane[ R ]. Tampere; Tampere
University of Technology, 2017 1-5.

Mesaros A, Heittola T, Virtanen T. A multi-device data-
set for urban acoustic scene classification[ C] // Proceed-
ings of the Detection and Classification of Acoustic Scenes
and Events 2018 Workshop, 2018, 9-13.

Chen Lu, Shi Chuang, Li Huiyong. Primary ambient extrac-
tion for random sign Hilbert filtering decorrelation[ C] //In-
ternational Congress on Acoustics, 2019, 7239-7246.

He Jianjun, Gan W, Tan E. Primary-ambient extraction

[20]

using ambient phase estimation with a sparsity constraint
[J]. IEEE Signal Processing Letters, 2015, 22 (8):
1127-1131.

Krizhevsky A, Sutskever I, Hinton G. Imagenet classifica-
tion with deep convolutional neural networks[ C] // Neural
Information Processing Systems, 2012: 1097-1105.

WV, KR, TR, SF. BB A S A R
BIFEIETIELI]. (55408, 2018, 34(3), 357-367.
Hu Tao, Zhang Chao, Cheng Bing, et al. Research on
abnormal audio event detection based on convolutional
neural networks[ J]. Journal of Signal Processing, 2018,
34(3), 357-367. (in Chinese)

Simonyan K, Zisserman A. Very Deep Convolutional Net-
works for Large-Scale Image Recognition[ C] // Computa-
tional and Biological Learning Society, 2015 1-14.

loffe S, Szegedy C. Batch normalization; Accelerating
deep network training by reducing internal covariate shift
[ C] // International Conference on Machine Learning,
2015, 448-456.

Zhang Hongyi, Cisse M, Dauphin Y N, et al. mixup:
Beyond Empirical Risk Minimization [ C ] // International
Conference on Learning Representations, 2018, 1-13.
Vapnik V, Chervonenkis A Y. On the uniform conver-
gence of relative frequencies of events to their probabili-
ties[ J]. Theory of Probability & Its Applications, 1971,
16(2) . 264-280.

EE =T

BiEE B, 1995 44, 1)1 4
No HUFRHER A5 B 58 (5 TR B
(R R O e b 20 Sl (R AT
st

E-mail ; yanghaocong@ std. uestc. edu. cn

=6 55, 1986 4, dL T
By No RO A5 B 5 fE TR
bR B, T fn, RS
R o SALEE, B NAE S, Ltk
AL 2 M R AR A
E-mail; shichuang@ uestc. edu. cn

F2B O, 1975 F4, LR
No WTFHOR 2B 5 E L%
P, WAL, BT A RS E
SRLRE, B NE S AR
E-mail ; hyli@ uestc. edu. cn





