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A B S T R A C T   

Open innovation in data science generally takes the form of public competitions where teams exchange messages 
and solutions by competing and collaborating simultaneously. Team behaviours are widely heterogeneous in 
terms of the performance of their solutions and the participation in knowledge creation. We present a novel 
research framework for open innovation by integrating system dynamics and structural topic modelling to 
extract open factors and adopting a machine learning-based difference-in-differences estimator to understand the 
impact of team behaviour on their performance using data from Kaggle’s competition. Our results identify four 
team behaviour categories—active, learner, lurker, and passive— in data science open innovation competitions 
which depend on the performance of their solutions and actions related to posting and reading messages in the 
forum. Furthermore, the activities of model evaluation, community support, and business understanding are the 
top three most positive and significant factors affecting team performance. Our research contributes to the 
literature by highlighting the value of forum feedback and exploring the data science activities in the forum 
discussion, in relation to innovation performance, to enrich the empirical understanding of open innovation. 
Research implications for researchers and practitioners participating in, organising, and supporting data science 
open innovation activities are provided.   

1. Introduction 

Open Innovation and crowdsourcing are two of the most popular 
topics in the field of innovation management and are attracting signif
icant interest. The growing acceptance of external cooperation in data 
sciences facilitates the open innovation as a new paradigm. Crowd
sourcing, as a mode of open innovation, attracts a large crowd of people 
to submit innovative data science ideas in response to calls to solve 
complex data analytics tasks. Crowdsourcing can be collaborative, 
competitive, or coopetitive. Being open to external participants who can 
bring new ideas and solutions (Afuah and Tucci, 2012), collective in
telligence generated from crowdsourcing coopetition brings competitive 
advantage for the companies that adopt the open innovation strategy. 
User-generated content (UGC) is a main element of collective intelli
gence. It has been shown that the quality of UGC affects the performance 
of innovation in online innovation communities from the perspective of 
the hosting organisation (Ye et al., 2012). Compared with the entire 
organisation innovation, the performance of individual participants and 
teams is also influenced by the sharing UGC. Individual teams in 

crowdsourcing coopetition have different motives and incentives to 
participate; therefore, they generate diverse content. Four motive
s—learning, direct compensation, self-marketing, and social motive
s—have been explored to explain the motivation of participants in open 
innovation projects (Leimeister et al., 2009). In addition, the perfor
mance of participating teams is associated with the creativity that they 
employ in the solution which could be inspired by the sharing UGC. 
Researchers have traditionally employed mixed research methods (e.g., 
experiments and surveys) to explore the underlying factors but these 
may not be suitable for understanding dynamic interactions and drivers 
between teams during the knowledge creation and sharing processes 
(Wang et al., 2019). Thus, the dynamic effect of UGC on team perfor
mance remains under-investigated. 

One of the main platforms employed for crowdsourcing coopetition 
in data science is Kaggle, which was established in 2010 and hosts 
competitive crowdsourcing activities (Athanasopoulos and Hyndman, 
2011). Kaggle has a large community of data scientists from over 100 
countries (Bojer and Meldgaard, 2021) and attracts, on average, >1000 
teams per month with some teams being involved almost full time on the 
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platform (Tauchert et al., 2020). Kaggle has a discussion session that 
allows the participants to share their UGC which consists of ideas, code, 
and solutions on the forums and online notebook (Bojer and Meldgaard, 
2021). Based on the forum, a virtual community has been constructed to 
facilitate knowledge generation, sharing, and exchange. Virtual com
munities have multiple effects; some positive, such as ease of interacting 
online, and some negative, such as being influenced by other partici
pants through their messages (Li et al., 2022). The availability of rich 
UGC from the Kaggle platform allows us to analyse the heterogeneity of 
team behaviour and explore the impact of UGC on team performance. 
This motivates us to address the following research questions: 

• How can different team behaviours be identified during open inno
vation in crowdsourcing coopetition?  

• What factors from UGC drive team performance over time? 

To answer the two research questions, we propose a novel open 
innovation research framework that focuses on team behaviour in data 
science open innovation competitions. The performance of open inno
vation depends on the competing teams’ solutions and the actions 
related to posting and reading messages in the forum that involve 
sharing and acquiring knowledge. The research framework combines 
the system dynamics (SD) modelling and causal machine learning (ML) 
methodology to understand team behaviour and open innovation per
formance. The research framework has been applied to extract factors 
that capture the dynamic and volatile behaviour patterns in a real-life 
open innovation context. Using data from a popular Kaggle competi
tion, SD models reflect researchers’ diverse theoretical understanding of 
the endogenous feedback behaviour responsible for the performance 
observed. ML methodology, such as topic modelling, has been applied to 
understand the evolution of UGC for open innovation (Saura et al., 
2023). However, to the best of our knowledge, there is limited work in 
combining SD modelling and ML methodology to provide a more holistic 
view of how innovation processes and UGC dynamically affect the team 
performance. Hence, we identify this as a research gap. 

The paper makes both theoretical and empirical contributions to 
data science open innovation. We develop a causal ML research frame
work using the SD model to understand complex coopetition behaviour 
in data science open innovation. Our novel approach also makes use of 
structural topic modelling (STM) results to assess the impact of topic 
content from forum messages on team performance. Our work departs 
from prior theoretical work which mainly focused on perceived factors 
within a time-invariant context (Garcia Martinez, 2015; Garcia Marti
nez, 2017; Shao et al., 2012) and investigates the role of feedback on 
learning and knowledge sharing in open innovation. We assess the team 
performance and knowledge acquisition behaviour and identify four 
team categories—active, learner, lurker, and passive—considering the 
role of feedback on learning and knowledge sharing. Our research re
sults show a significant positive impact of UGC on team performance. 
Our research also provides a statistical validation of the casual rela
tionship using the text data in a longitudinal setting. 

The rest of the paper is organised as follows. Section 2 reviews the 
recent relevant literature and Section 3 describes the data that we 
collected from a specific Kaggle competition. In Section 4, the research 
framework, which combines the analytical methodology of STM, SD 
modelling, and the Double/debiased Machine Learning for difference in 
differences framework (DMLDiD) estimator, is proposed to extract fac
tors from team behaviour and the knowledge shared in the virtual 
community as well as the casual relationship between these factors and 
team performance. Section 5 elaborates on the data analysis and the 
results of its application followed by a discussion of research and busi
ness implications in Section 6. Finally, a conclusion and directions for 
further research are presented. 

2. Literature review 

Crowdsourcing collective intelligence through coopetition plays a 
vital role in data science open innovation. Our research is related to two 
broad streams of literature: crowdsourcing coopetition in open innova
tion and collective intelligence generation through team knowledge 
management. We first review the relevant literature of these two streams 
in Sections 2.1 and 2.2. In addition, the analytical methodology of SD 
which has been used to extract the team behaviour processes in inno
vation is reviewed in Section 2.3. 

2.1. Crowdsourcing coopetition in open innovation 

Crowdsourcing coopetition is one of the most important sources for 
open innovation. Kaggle, the most popular crowdsourcing platform, 
hosts data science competitions with cash prizes sponsored by com
panies and organisations. Tauchert et al. (2020) identified several fac
tors within three categories—platform-related, organisation-related, 
and outcome-related—that influence an organisation’s perceived suc
cess when hosting a data science competition, such as building a com
munity which attracts the best data scientists to participate in and 
promote discussions on the forum as a way of interactive learning. In 
addition, the factor of competition intensity is associated with signifi
cantly decreased participants (Shao et al., 2012). 

The majority of the crowdsourcing platforms provide a function of a 
discussion forum which creates a virtual community of practice during 
the competition. Participants can learn from each other through effec
tive knowledge collaboration; for example, sharing through messages 
and transforming them into new knowledge, even without a monetary 
reward (Faraj et al., 2011). It is suggested that discussion forums are 
valuable sources of information to refine ideas, but the impact of com
ments depends on their quality (Javadi Khasraghi and Hirschheim, 
2022). Some platforms also use a voting system to identify the quality of 
a comment, which allows teams to have some perceptions of the use
fulness of their solutions. However, the connections between the 
competing teams can also be weak since they can join and abandon 
competitions easily (Faraj et al., 2011). One study (Otto and Simon, 
2008) found that online communities need structural control to main
tain the platform’s attractiveness, credibility, and content value. 

Apart from monetary rewards, crowdsourcing platforms use gami
fication and social dominance-based faultlines (e.g., leader board rank) 
to motivate and help teams to improve the performance in the compe
titions (Cao et al., 2022). Rank also helps team members to understand 
the quality of their solution and further improve it before submitting a 
revised version. Another measure of the quality of a team’s solution is 
the visibility of their kernels, which are entities used to share part or all 
the code on Kaggle, in terms of votes. Using the above-mentioned 
measurements, researchers (Javadi Khasraghi and Hirschheim, 2022) 
found a significant effect on team performance from cross-team 
collaboration. 

Prior research in open innovation mainly focuses on conceptualising 
these perceived factors of the competition, highlighting competitor 
experience and linking it to creativity outcomes. In addition, perceived 
task variety, complexity, specialisation, and autonomy in the competi
tion have been found to be correlated with engagement and motivation 
to compete (Amabile et al., 1994; Morgeson and Humphrey, 2006; Shao 
et al., 2012; Garcia Martinez, 2015; Garcia Martinez, 2017). User in
teractions, such as learning and knowledge sharing from online com
munities, have been identified to have an impact on open innovation, 
such as team collaboration and innovation performance (Faraj et al., 
2011; Jin et al., 2021; Javadi Khasraghi and Hirschheim, 2022). How
ever, the use of forum messages—which are time-variant and of a 
publicly open nature— as communication and feedback for competitors 
has not been fully investigated (Javadi Khasraghi and Hirschheim, 
2022). To investigate the impact of such feedback on team performance 
via incremental learning and knowledge sharing in open innovation 
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other than perceived factors, we propose a novel theoretical research 
framework in which the specific UGC data collected from the discussion 
forum are analysed to understand the participants’ dynamic behaviour 
and performance. The techniques of topic modelling and difference-in- 
differences estimator (DiD) are reviewed below. 

To extract the valuable patterns from the discussion forum, topic 
modelling in text mining has been widely adopted to automatically 
summarise the topics (e.g., activities) using topic assignments and topic 
keywords. Prior research explored the application of topic modelling in 
solar cell technology, healthcare, and other contexts (Erzurumlu and 
Pachamanova, 2020; Ma et al., 2021; Xu et al., 2021; Zhu and Cun
ningham, 2022) from the classical probabilistic topic models, such as 
Latent Dirichlet Allocation (Blei et al., 2003). However, the STM is 
becoming more prevalent in empirical research (Gao et al., 2022; Kumar 
and Srivastava, 2022; Rose et al., 2022). In particular, STM discovers 
topics through not only the text document itself but also from the met
adata (defined as attributes) associated with the documents. This is 
particularly favourable for social science research because the outputs of 
STM can be used to conduct hypothesis testing about these relationships 
between topics and the other types of data (Roberts et al., 2019). For 
instance, prior work makes use of STM to understand feedback and 
challenges from online audiences (Doldor et al., 2019; Tonidandel et al., 
2022). 

To assess the relationships between the activities and team perfor
mance, the DiD, which is widely used in economics and quasi- 
experiments, estimates treatment effects on observational longitudinal 
data (Angrist and Pischke, 2008). Along with many research efforts in 
the causal inference literature (Abadie, 2005; Pearl, 2019; Schumann 
et al., 2021), recent works on DMLDiD show that embedding ML tech
niques into the DiD estimator advances the estimator of causal in
ferences in the presence of high-dimensional cases (Chernozhukov et al., 
2018; Chang, 2020). This is specifically relevant to this study when 
working with high-dimension data involving text rather than traditional 
longitudinal/panel data. 

In addition to participation, other factors, the motivation of team 
behaviour, such as the effectiveness of knowledge creation processes as 
well as the motivational factors driving teams to share knowledge with 
other teams (Roberts et al., 2006), are reviewed in the next sub-section. 

2.2. Team knowledge management processes 

Crowdsourcing collective intelligence, which can be generated 
through team knowledge management processes, is another potential 
factor which affects the performance. During competitions, team 
knowledge management comprises two main processes: knowledge 
generation and knowledge sharing. In terms of knowledge generation, 
one factor to consider is the motivation driving the behaviour of teams in 
virtual communities. There is a positive relationship between intrinsic 
motivation, e.g., need for achievement1 and need for affiliation,2 and 
knowledge collaboration (Garcia Martinez, 2017). While need for 
achievement increases initially and stabilises, the need for affiliation 
grows strongly as the community grows. In terms of extrinsic motiva
tion, knowledge collaboration behaviour is driven by reciprocity and use 
value (e.g., value of the information). The information value increases at 
the beginning of the community but stabilises over time. Finally, moti
vation factors based on the community, such as sense of belonging and 
sense of satisfaction, grow over time as its members feel integrated into 
the community (Wang et al., 2019). Scholarly work (Garcia Martinez, 
2017) found that problem solving, among other factors, had an impact 
on the intrinsic motivation of participants in Kaggle competitions. The 

challenge of the problem with respect to the knowledge of the partici
pants is another key motivation. In particular, the high level of auton
omy that they hold to define their own methodologies also supports their 
motivation during Kaggle competitions. Finally, participants’ positive 
attitudes towards knowledge contribution generate better submissions 
and participation in competitions. 

On the other hand, knowledge sharing does not improve everybody’s 
performance because it depends on the quality, volume, and gen
erativity of the knowledge exchange. Knowledge quality and volume are 
two areas covered extensively in previous research related to online 
communities. Generativity is the capability of shared knowledge to 
further develop into additional knowledge through a derivation proc
ess—i.e., derivative knowledge (Jin et al., 2021). It is also proposed that 
the ability for teams to represent knowledge affects knowledge transfer 
(Shi et al., 2022). Simultaneously, the receiving team needs to have the 
willingness and absorptive capacity to use the shared knowledge. 

2.3. SD in innovation 

Open innovation processes are strongly driven by feedback processes 
occurring between teams sharing ideas and solutions while increasing 
their stocks of knowledge over time through learning from other teams. 
Therefore, SD models, which portray information feedback processes 
and stock accumulation, are suitable to study the behaviour of teams in 
open innovation. For example, Wu and Gong (2019) developed a model 
of open innovation communities drawn from three areas: governance 
mechanisms, knowledge management, and community user behaviour. 
Governance mechanisms consist of the arrangements made by organi
sations to control the community and invest in resources to transform 
the interactions in the community into organisational knowledge. 
Knowledge management involves the recognition, acquisition, trans
formation, and application of knowledge through the coordination of 
governance mechanisms at organisational and technological levels. 
Community user behaviour involves processes of innovation and inter
action between users and the organisation. Innovation performance, 
which depends on the knowledge management process, attracts users 
who, through their interactive and innovative behaviours, generate new 
innovations, thus creating a positive feedback loop. The research model 
considered users’ online posts, views, and comments as a source of 
knowledge for the company. These are then transformed into innovation 
performance, which is measured through patents by using knowledge 
management-related capabilities. 

SD has also been used to study virtual communities. A previous study 
by Diker (2004) evaluated membership dynamics in an open online 
system. Interestingly, Diker found that the most effective process occurs 
when experienced members support new members through coaching 
and revising/editing their work. Otto and Simon (2008) studied how to 
achieve effective online community networks and concluded that the 
sustainability of the network needs constant monitoring and rules and 
regulations. Mao et al. (2007) investigated the dynamic impact of the 
motivation mechanisms on an online collaborative system. They 
observed that sustainable communities need encouragement to share 
knowledge of good quality, so the use of ratings is a valid approach to 
measure the quality of the knowledge and the intensity of contribution. 
Other research studied the dynamic interactions between knowledge 
collaboration motivations and community behaviour in virtual com
munities of practice (Wang et al., 2019). Using data from Wikipedia, 
Wang et al. (2019) evaluated intrinsic, extrinsic, and community drivers 
of knowledge collaborations. 

In summary, SD can model innovation processes at diverse levels of 
analysis, industry, product, organisation, and process (Kunc, 2012) due 
to its strengths in identifying causal mechanisms underpinned by in
formation feedback processes. This current study contributes to SD 
models portraying innovation processes by adding a new level of anal
ysis, the team level, which is an intermediate level between process and 
organisation. 

1 Need for achievement is the aspiration to become better by improving 
personal skills when interacting with others (McClelland et al., 1953).  

2 Need for affiliation is the need to generate personal and social relationships 
within a community (McClelland et al., 1953). 
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3. Data 

To test our research model, we employed a longitudinal dataset from 
teams that participated in The Home Credit Default Risk competition on 
the Kaggle platform across a period of three months. Kaggle is one of the 
most popular platforms employed for crowdsourcing coopetition in data 
science. It hosts various real-life data science challenges, which are 
widely adopted by companies. The data collection from Kaggle follows 
the same practice of the existing open innovation literature (Garcia 
Martinez, 2015; Tauchert et al., 2020; Javadi Khasraghi and Hirsch
heim, 2022). The details of this competition are published on the Kaggle 
website at https://www.kaggle.com/c/home-credit-default-risk. The 
home credit default risk competition is the ideal entity to use for this 
study because it is one of the most popular Kaggle competitions with a 
reward of US$70,000. 

We combine several sources of data to form a rich dataset. First, we 
collect team performance scores from the leaderboard as the outcome of 
the dependent variable. The competition was held from 17 May 2018 to 
29 August 2018. During the competition, any team could submit their 
solutions at any time within the competition timeline. Once submitted, 
the solution is evaluated by the sponsor using an accuracy metric: the 
area under the ROC curve (AUROC). The rank of the performance can be 
observed in the relevant section of the leaderboard. There are two 
scores—public score and private score. The public score comes from the 
public leaderboard where only a proportion of the test results are re
ported while the private score is tested on the full test data which are 
used for the final ranking. 

A total of 132,097 submitted solutions from 7198 teams are 
collected. The average performance of AUROC is 0.7604. Fig. 1 shows 
the daily average of team performance (left) and the daily total number 
of submissions (right). During the competition, a trajectory of slight 
improvement in average performance over time can be observed. In 
addition, the number of submissions holds steady over time apart from 
two surges in the middle and before the deadline. The difference of the 
final score between the top 25 teams and the winner is not high, as Fig. 2 
shows, suggesting a fierce competition. 

Moreover, teams were able to communicate with each other and with 
the organiser by sending messages or sharing solutions through the 
forum. A forum contains multiple discussions or threads, and each dis
cussion contains several posts which are individual messages written by 
team members. The left part of Fig. 3 shows that the number of created 
posts begins to increase in the first half of the competition, falls slightly 

in the middle, and then grows dramatically as the deadline approaches. 
The great majority of the posts are sent by a few teams shown on the 
right of Fig. 3. The observed pattern is consistent with the Pareto prin
ciple in general and quite common in online communities (Johnson 
et al., 2014). In the recent M5 competition on Kaggle (Li et al., 2022), it 
is also observed that a high concentration of posts was generated by a 
few participants. A few teams acted as the main information producers 
through posting and answering in the competition while the majority of 
the participants in Kaggle lurked around the competition, studying the 
data and learning analysis methods (Hayashi et al., 2021). Particularly 
for the top teams, an average of 10.3 solutions per team were submitted 
and 40.5 messages were generated among the top 25 teams. 

In terms of the observed pattern, most participating teams are idle 
with a low number of postings and submissions, so we include only the 
top 1000 teams in the private ranking, without loss of generality. This is 
because the lower rank teams (e.g., private rank >1500) have a very 
limited number of posts, with <15 % of the posts. In addition, teams in 
the lower rank do not generate competitive solutions. The selection 
criteria of the top teams are also consistent with the prior literature in 
open innovation. For example, the top 25 solutions and around 300 
teams have been selected in the study (Garcia Martinez, 2017; Bojer and 
Meldgaard, 2021). This is also in line with the prior finding that, on 
average, there are around 1000 teams participating in a Kaggle 
competition (Tauchert et al., 2020). To further check the robustness of 
our results, we compare the performance by varying sample sizes of 
1000 ± 250 teams. Table A5 shows that the results are consistent. 

4. Methodology 

To understand how UGC in the forum affects the team performance 
in the online competition, we first employ STM to extract the “topics” 
that occur in a collection of posts in a virtual discussion forum. Next, we 
construct a SD simulation model to produce the factors of team behav
iour throughout the entire period of the online competition. Further, we 
implement a DMLDiD estimator to evaluate the effect of topic content on 
team performance in an online competition controlled by team behav
iour factors. The related research methodologies are described below. 

4.1. STM 

STM is an extension of standard topic modelling specifically designed 
to support social science research. Topic modelling is a type of 

Fig. 1. Average performance (AUROC) per day (left) and number of submissions per day (right).  
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unsupervised ML model which aims to solve two tasks (see Fig. 4): (i) 
topic prevalence to mine topics from multiple text data and (ii) topic 
content to figure out the coverage probability of each document for each 
topic. 

To incorporate the metadata which affect both topic prevalence and 
topic content in the corpus structure, STM relaxes the restrictive as
sumptions of independent stationary topics in the latent Dirichlet allo
cation model and specifies the priors as generalised linear models 
through message-level covariates. The plate diagram for the STM 
applied in this study is shown in Fig. A3 in the Appendix. 

The basic premise of topic modelling is to model messages as a dis
tribution of topics (topic prevalence) and topics as a distribution of 
words (topic content). Formally, we define a word as the basic unit of 
data from a vocabulary, a post is a sequence of words, and a corpus is a 
collection of messages. STM is a generative probabilistic model of a 
corpus, and the generative process for each message in the forum can be 
found in Fig. A4 in the Appendix (Roberts et al., 2019). Specifically, step 
1 and 2 are the generative process of topic prevalence and topic content, 
respectively. 

We use the same post metadata which consist of three covariates of 
team ID, date duration, and thread ID to generate both topic prevalence 

and topic content. The prior of topic prevalence is sampled from a 
logistic-normal distribution and the prior of topic content is the com
bination of three effects of topic covariates which consist of team ID, 
date duration, thread ID, and the topic–covariate interaction deviated 
from a baseline word probability which represents the log-transformed 
rate of any given word across the corpus. The regularising priors for 
the generalised linear model coefficients of topic prevalence and topic 
content are sampled from the Normal-Gamma prior and the Gamma- 
Lasso prior, respectively. The posterior inference of STM could be esti
mated through a fast variant of the semi-collapsed nonconjugate varia
tional expectation–maximisation algorithm (Blei et al., 2003). 

4.2. SD model 

The SD model represents an endogenous perspective on the behav
iour of teams based on information feedback loops related to the per
formance of their submissions and knowledge stock accumulation over 
time, as discussed in the literature review. In more detail, there are two 
stocks: current knowledge team and message processed by team. The 
current knowledge stock grows through the acquisition of knowledge 
from each message observed. The more knowledge there is, the stronger 

Fig. 2. The difference of final solution performance between the winner and the top 25 teams.  

Fig. 3. Number of posts per day (left) and distribution of messages posted by teams (right).  
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the ability to acquire knowledge is, which generates a reinforcing 
feedback loop (R1 in Fig. 5). The current knowledge stock helps to 
obtain a certain solution to the problem through a model, defined as 
variable “Model result”. The solution is evaluated by Kaggle competition 
organisers and a value is assigned. The value is compared with the 

average of competing teams’ results to determine a position in the 
leaderboard. If the position is above the average, then the impact of the 
results does not reduce the stock of knowledge, ‘results impact’, and 
‘knowledge lost’ variables, leading to a reinforcing feedback loop (R2 in 
Fig. 5). However, if the position is below the average, the team will 

Fig. 4. Topic modelling.  

Fig. 5. Stock and flow diagram of the SD model.  

L. Li et al.                                                                                                                                                                                                                                        



Technological Forecasting & Social Change 198 (2024) 122936

7

discard some of its knowledge defined by ‘factor result impact’. The 
position in the leaderboard generates messages that will be posted in the 
forum, given a certain willingness to send messages. After the messages 
are observed, the messages generate new knowledge and increase the 
stock of knowledge, leading to better model results and a higher lead
erboard position. This feedback loop is balancing (B1 in Fig. 5). Finally, 
another balancing feedback loop (B2 in Fig. 5) originates from the action 
to reduce the gap between the current knowledge and the knowledge 
required to solve the problem. The gap between the current knowledge 
and the team knowledge generates messages for the organisers. Table A1 
in the Appendix contains the related equations and variables. 

The SD model validation involves examining the model on both 
structural and behavioural grounds (Morecroft, 2015). To validate our 
model structure, we compared the SD model with knowledge about the 
Kaggle system, as described in the literature review. In terms of 
behaviour, the model was calibrated using optimisation with real data 
from the competition (Dangerfield and Roberts, 2018). Real data for 
total messages and model performance were the target for the optimi
sation process. The variables to be calibrated were factors associated 
with knowledge acquisition, knowledge lost, and willingness to send 
messages. Table A2 shows the results of the calibration process, and 
Fig. A1 in the Appendix shows a good visual fit between the simulated 
and real data. The statistical tests confirm an adequate calibration (see 
Table A3 in the Appendix). 

4.3. DMLDiD 

Causal ML is a type of research method that uses observational data 
to understand the data generation mechanism behind it (Pearl, 2019). 
Known as a predictive tool (Bertsimas and Kallus, 2020), the ML model 
works well with complex and often non-linear data patterns compared 
with its statistical model counterpart (Breiman, 2001; Shmueli and 
Koppius, 2011). 

The difference-in-differences estimator has been used widely in 
empirical research to evaluate the causal effects when there exists a 
natural experiment with a treated group and a control (untreated) 
group. The DiD estimator is known to be robust against statistical bias 
such as self-selection (Bertrand et al., 2004; Zhao, 2004; Wooldridge, 
2010). By applying the DiD estimator, we address endogeneity issues in 
this context, consistent with prior work (Francis et al., 2015). The 
traditional DiD estimator depends on a parallel trend assumption that, in 
the absence of treatment, the difference between the treated and control 
groups is observed to be constant over time. However, this assumption 
may not hold in the case where individual participant characteristics 
might be associated with the variations of the team performance. The 
semiparametric DiD estimator has been proposed to address the viola
tion of the parallel trend assumption. It proposes a non-parametrical 
weighting scheme on the propensity score which could be used to esti
mate the average effect of the treatment. However, when researchers 
apply ML methods to estimate the propensity score on a high- 
dimensional dataset in the first-step estimation, the semiparametric 
DiD model might fail. Based on the semiparametric DiD, DMLDiD ap
plies Neyman orthogonality to obtain valid inferences, which overcomes 
the problem of the bias caused by the semiparametric DiD. Specifically, 
DMLDiD develops a new Neyman-orthogonal score function which adds 
an adjustment term on the original score function in the semiparametric 
DiD. 

To evaluate the effect of topic content on team performance in an 
online competition, we first transform the message-level topic into a 
team-level topic over a specified period so that both content and 
behaviour variables are in the same team level. For each message sent by 
a team, the topic content distribution can be obtained. We sum the 
probability of each topic content from messages sent by the same team 
within a specific time period and choose the topic with the highest 
probability score as the main topic that the specific team discussed 
during that specific time period. 

Next, we construct a vector of time-invariant control variables that 
affect the performance across various team behaviours. We use SD 
model to infer the parameters of the related behaviour factors; for 
example, ability to acquire knowledge, result impact, willingness to send 
message, and willingness to send message to organisers. 

Twenty teams are used as seed teams to make the parameter infer
ence for the other teams. These representative teams are chosen on the 
basis of two measurements—performance score and number of posts. 
According to the pairwise combination of the two levels of each mea
surement, four categories of teams are identified: (i) active team whose 
score is high and who posts often; (ii) passive team whose score is low 
and who seldom posts; (iii) learner team whose score is low but posts 
often; and (iv) lurker team whose score is high but who seldom posts (see 
Table 1). 

Among each team category, five representative teams are chosen 
with the highest rank of the sum of the two measurements. The 
parameter inference for any non-seed team is based on a similarity 
metric which is defined as a Euclidean distance-based SoftMax weight
ing scheme for the 20 seed teams. Ten variables are used to calculate the 
similarity of non-seed teams weighted on seed teams; these are total 
number of posts, public score rank, private score rank, first day of sub
mission, last day of submission, number of views, comments and votes 
on Kernel, number of posts sent to organisers, and number of posts sent 
to other teams. 

Last, the implemented DMLDiD model can be estimated in a simple 
two-step framework. Here, we define the treatment as a particular topic 
being discussed. In the first-step estimation, we apply the regularised ML 
model, such as lasso logistic regression, ridge regression model, and 
elastic net regression model, to estimate the propensity score which is 
the probability of a specific topic being discussed conditional on 
observed individual participant characteristics. The logistic regression 
model assumes that the log-odds have a linear relationship with the 
covariates used in DMLDiD. The lasso, ridge regression, and elastic net 
methods estimate the coefficients. The related formulae and objective 
function are shown in the DMLDiD section in the Appendix. In the 
second-step estimation, the average treatment effect (ATT) on the 
treated topic is identified in an S-fold cross-fitting. The specific estima
tion of ATT is also shown in the DMLDiD section from the Appendix. 

5. Analysis and results 

5.1. Topic modelling results 

Our primary independent variables of treatment are team-level 
content indicators from which we obtained topics from the messages 
posted by team members in the forum of the home credit default risk 
competition on the Kaggle platform. The content discussed by partici
pants is obtained as topics from STM of text mining. The total number of 
topics has been chosen by comparing two statistical metrics—semantic 
coherence and exclusivity. Semantic coherence is a metric that assesses 
the topic quality in terms of its coherence keywords within the same 
topic. Exclusivity is another aspect of the topic quality since a good topic 
model should infer topical words that are frequent and exclusive. From 
Fig. 6, we choose the number of topics as 10 since this shows a relatively 
good balance between semantic coherence and exclusivity. 

The keywords in each topic cluster are listed in the second column of 
Table 2. The extracted words span across the specific activities on 

Table 1 
List of the keywords and topics from STM.   

Forum post 

High post Low post 

Private score High rank Active Lurker 
Low rank Learner Passive  
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Kaggle, such as Kaggle competition, user profile, and Kaggle Kernel on 
which users share their code script/notebook, to the interaction with the 
virtual community, such as information sharing and support. Taking 
into account the subject of the competition of credit risk and the nature 
of the competition in data analytics, we use the cross-industry standard 
process for data mining (CRISP-DM) to formulate the topics from the 
mined bag of words related to data science (Martínez-Plumed et al., 
2021) and formally summarise the topics as data preparation, business 
understanding, data understanding, model building, and evaluation, 
shown in the second column of Table 2. Some non-CRISP-DM topics are 
also shown in Table 2, such as submission, community support, 
knowledge sharing, and computational cost. 

We periodise the entire duration of the competition into 11 discrete 
blocks of time by the equal interval binning method. Each block consists 
of 10 days. Fig. 7 visualises the weight change of each topic over time. It 
shows that, at the beginning of the competition, the post content is more 
focused on topic 9 of data preparation. In the middle, model building 
(topic 6) and knowledge sharing (topic 7) become more promising. 
When approaching the deadline, topic 1 of submission dominates the 
other topics. Fig. 8 shows the correlation between each pair of topics. If 
two topics have a positive correlation, they are more likely to be dis
cussed in the same message. On the contrary, when the correlation is 

Fig. 6. Selection of number of topics: semantic coherence versus exclusivity Home Credit Default Risk.  

Table 2 
List of the keywords and topics from STM.  

No. Keywords Topic 

1 competition, team, Kaggle, blockquote, people, will, medal 
will, like, number, public, reality, probability, look 
score, differ, fold, predict, improve, one, parameter 
can, value, help, way, see, share, find 
train, set, AUC, test, data, valid, nan 
run, lightgbm, use, code, error, file, codepr 
thank, tried, now, new, local, will, know 
model, time, much, kernel, work, better, got 
feature, mean, credit, loan, application, engine, month 
use, think, data, also, make, import, one 

Submission 
2 Business understanding 
3 Model inference 
4 Community support 
5 Model evaluation 
6 Model building 
7 Knowledge sharing 
8 Computational cost 
9 Data preparation 
10 Data understanding  

Fig. 7. Heatmap of topic weight distribution.  
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negative, they are more likely to be discussed in different messages. 
From Fig. 8, topics 4 and 7 are clearly correlated since community 
support and knowledge sharing are often occurring simultaneously. 

The top 25 teams have different behaviours in terms of topics dis
cussed. Most teams posted messages related to topics 1 to 4 and 7 to 9 at 
similar percentages. Notable differences can be observed in team 3, 
which focused on topic 9, and team 13 which focused on topic 1, as 
shown in Fig. 9. 

5.2. SD-based causal machine learning 

We use a DMLDiD estimator to establish the effect of 10 topics dis
cussed through the messages of the virtual forum on team performance 
of the online competition. We run separate DiD estimations for each 

topic and run several robust tests to validate the results. The results are 
consistent, and we report the analysis below and the robustness check in 
the Appendix. 

To investigate the impact of topics discussed through the virtual 
forum on team performance of online competition, we employ the 
following DiD models: 

Model 1: Yit = βjDijt + θtTt + αiXi + εit 
Model 2: Yit = βjDijt + θtTt + εit 
Model 3: Yit = βjDijt + εit 
where i is the index for teams, j is the index for topics, and t is the 

index for time periods. The whole duration of the competition has been 
divided into 11 discrete time periods, t, each of which consists of 
10 days. The dependent variable Yit is the performance score of team i in 
time period t. The treatment indicator of Dijt is the binary variable for the 
main topic content j. Let t*

ij be the time period in which the main topic j 
was first discussed by team i; Dijt = 1, if t ≥ t*

ij for treatment and post- 
treatment time period; Dijt = 0 if t < t*

ij for pre-treatment time period; 
and zero for all the time periods if topic j is not the main topic discussed 
by team i which is Dij = 0 for all t. Xi is the fixed effect of SD variables for 
team i and Tt is the fixed effect for time period t. εit is the error term. The 
coefficient βj is the parameter of interest which captures the effect of 
topic j. θt and αi are constant parameters for the fixed effect of time 
period and the team, respectively. 

To reduce the potential selection bias, we use propensity score 
matching (PSM) to construct a matching group based on observable 
measures to compare the team representatives with no significant dif
ference between the team which discusses the specific topic and the 
team which never discusses that topic. Under the PSM scheme, as at
tributes to be matched upon, we use the total number of posts, public 
score rank, private score rank, first day of submission, last day of sub
mission, number of views, comments and votes on Kernel, and number 
of posts sent to the organiser and other teams. We adopt nearest- 
neighbour matching with generalised linear model as the distance 
measure for PSM. We also adopt a variable ratio of n0/2n1 and a control 

Fig. 8. Topic correlations.  

Fig. 9. Topic posting by the top 25 teams.  
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Fig. 10. Parallel assumption test on traditional DiD (left) and DiD with PSM (right).  
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bound of [1, n0/n1] where n0 and n1 are the number of control and 
treated teams, respectively (Ming and Rosenbaum, 2000). 

Fig. 10 shows the treatment and control groups’ performance score 
over time which could be used to test parallel assumption on original 
data (left) and matching data with PSM (right) for some selected topics 
(full results on all topics are reported in Fig. A2 in the Appendix). 
Obviously, it exhibits the non-parallel trend for both original data and 
PSM matching data and a violation of parallel trend assumption in the 
DiD setting. Therefore, we use a DMLDiD estimator to establish the ef
fect of 10 topics discussed through the post of the virtual forum on team 
performance of online competition. We use the LASSO regression as our 
first step of propensity score matching estimation. The results are re
ported in Table 3. 

The casual effect of topic content on team performance can be ob
tained as the average effect on treated ATT of the 10 topics. A positive 
and significant value means that a topic has a positive influence on team 
performance score, while a negative and significant value means that the 
topic has a negative impact on team performance score. The propensity 
score ψ shows the performance of matching—a value of 0 denotes the 
perfect matching. The smaller the absolute value of propensity score, the 
better the performance of matching. From Table 4, the positive signifi
cant coefficients of the 10 topics show that all 10 topics discussed in the 
forum positively improve performance. Moreover, the value of ATT 
varies among different topics. From Table 4, we observe that, while all 
topics’ themes play a significant role, model evaluation, community 
support, and data understanding are the top three topics which have the 
highest values of ATT. In addition, topic 1 of submission has the smallest 
coefficient compared with the rest of the topics and shows a relatively 
weak impact of submission discussion on the team performance in the 
final score. 

Based on model 1, we formulate model 2 without controlling for the 
team’s SD features and model 3 without controlling for SD features and 
time heterogeneity. Table 3 shows that the performance of matching 
models 2 and 3 decreases compared with model 1. Without controlling 
for the team’s SD features and time heterogeneity, the result of all the 
coefficients seems to be overestimated. Without controlling for the 
team’s SD features, the effects of topic of submission, model inference, 
model building, and data preparation seem to be overestimated while 
the effects of topic of community support, model evaluation, and data 
understanding seem to be underestimated. Therefore, involving the 

team’s SD features and the time index does improve the performance of 
our analysis, and the unobserved heterogeneity at the team level and 
time period level seems to be responsible for the differences in our re
sults for the three models. 

The other two variations of regularised logistic regression with Ridge 
(α = 0) and Elastic net (α = 0.5) have also been tested as additional 
sensitivity analysis. Each model is estimated 100 times and averaged. 
The result is consistent, as reported in Table A4. We further check the 
robustness of the results by varying the number of teams ±250. As re
ported in Table A5, the results are consistent. 

To summarise, we started evaluating the content of messages using 
topic modelling. This information helped us to understand the focus of 
the teams over time during the competition. However, this information 
was at a broadly high level and did not provide specific information 
about the impact of specific topics on individual team behaviour. We 
addressed this gap using an SD-based causal ML model, which can be 
considered an AI model enhanced with SD. SD contributed to the model 
with seeded information to infer the behaviour of representative teams 
more accurately (see comparison between models 1, 2, and 3). 

6. Discussion and implications 

6.1. Research implications for open innovation 

Our research results enrich theory by exploring aspects which in
fluence innovation performance in data science open innovation. We 
found that business/data understanding, model building, evaluation, 
community support, and the usage of a submission system platform are 
the main knowledge topics exchanged by teams. The results also showed 
that some teams contribute to the creation of knowledge through post
ing to support other teams while other teams are only absorbing 
knowledge by reading the messages and not contributing to the forum. 
In terms of team behaviour, we segmented all the teams into four cat
egories—active, learner, lurker, and passive—and chose the same 
number of teams in each category as representative teams. 

Our work contributes to open innovation theory in other ways. The 
DiD results assess the significance of each treatment variable and reflect 
on the theory in data science and innovation management (Martínez- 
Plumed et al., 2021). While much has been discovered from the 
perceived value and cognitive aspects (Antikainen et al., 2010; Garcia 

Table 3 
Average treatment effect on treated group.  

Topic 1 2 3 4 5 6 7 8 9 10 

Model 1 0.365* 
(0.023) 

5.801*** 
(0.389) 

2.346*** 
(0.137) 

6.843*** 
(0.481) 

9.087*** 
(0.768) 

2.787*** 
(0.155) 

3.369*** 
(0.192) 

3.782*** 
(0.229) 

1.294*** 
(0.074) 

5.031*** 
(0.34) 

ψ1 0.587 − 5.045 − 2.333 − 1.727 − 4.039 − 1.026 − 1.708 − 30.838 − 0.792 − 4.012 
Model 2 2.823*** 

(0.052) 
5.473*** 
(0.32) 

6.19*** 
(0.414) 

2.714*** 
(0.13) 

7.646*** 
(0.513) 

10.751*** 
(0.827) 

3.522*** 
(0.174) 

3.783*** 
(0.199) 

3.694*** 
(0.197) 

1.799*** 
(0.079) 

ψ2 2.415 − 3.742 0.902 2.948 8.347 1.725 1.094 − 26.13 1.427 2.482 
Model 3 3.045*** 

(0.061) 
11.318*** 
(0.739) 

4.042*** 
(0.199) 

13.477*** 
(0.893) 

18.119*** 
(1.382) 

5.738*** 
(0.28) 

6.189*** 
(0.323) 

5.901*** 
(0.311) 

2.64*** 
(0.118) 

9.144*** 
(0.531) 

ψ3 2.373 2.359 2.971 10.087 19.762 4.306 3.405 − 38.026 2.605 7.314  

Table 4 
“Topic importance” based on estimated treatment effect.  

Topic Keywords Topic ATT  

5 train, set, AUC, test, data, valid, nan Model evaluation  9.087  
4 can, value, help, way, see, share, find Community support  6.844  
2 will, like, number, public, reality, probability, look Business understanding  5.802  
10 use, think, data, also, make, import, one Data understanding  5.032  
8 model, time, much, kernel, work, better, got Computational cost  3.782  
7 thank, tri, now, new, local, will, know Knowledge sharing  3.370  
6 run, lightgbm, use, code, error, file, codepr Model building  2.787  
3 score, differ, fold, predict, improve, one, parameter Model inference  2.346  
9 feature, mean, credit, loan, application, engine, month Data preparation  1.294  
1 competition, team, Kaggle, blockquote, people, will, medal Submission  0.365  
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Martinez, 2017), only limited examination has been undertaken in the 
scope of the task force and workflow in the data science context. Our 
work bridges this gap and reveals the relationship between types of 
activities and performance of the solution using extracted topics from 
discussion forum content. 

Our findings support Bojer and Meldgaard’s (2021) conclusion that 
communities learned from the feedback obtained through the leader
board and messages. Different from prior work (Wu and Gong, 2019), 
our model focuses on the innovation performance at the team level 
rather than at the company level. At the team level, innovation behav
iour is driven by balancing feedback loops associated with exogeneous 
goals such as comparative performance through the competition’s 
leaderboard and the level of difficulty of the problem for teams. Only 
limited studies have explored how different levels of collaboration affect 
team performance in crowdsourcing contests (for an exception, see 
Javadi Khasraghi and Hirschheim (2022)). 

6.2. Research implication for system dynamics and data science 

From a behaviour perspective, using the SD model, we have the 
following reflections. First, we found situations in our data where the 
performance of the model cannot replicate the behaviour observed since 
lack of consistency in the data. The use of data analytics can help to 
identify boundary conditions for SD models when optimisation is used 
for calibration. Second, calibrating SD models using empirical data is 
very useful to detect patterns across different groups. Definitively, SD 
modelling can help us to understand endogenous behaviours in clusters 
as well as in individual entities. These clusters can be used to ‘seed’ ML 
models. To summarise our methodology, we suggest starting with a 
simple SD model that provides an endogenous feedback theory of the 
behaviour being observed in the individual entities captured in the data 
and calibrating it using some selected examples. The next step is to test 
the model using other cases identified by classification algorithms to 
find boundary conditions. Finally, researchers can expand the model, or 
develop a new model, to incorporate those boundary conditions for 
further data processing and inference. 

Our work also contributes to the Knowledge Discovery in Databases 
(KDD) process. Prior literature proposed innovative KDD processes 
based on different data science scenarios driven by the user case (Mar
tínez-Plumed et al., 2021) as well as the design (Singh et al., 2022). 
Comparing our results to early-day knowledge discovery and data- 
driven processes, researchers should recognise the shift in the research 
paradigm from data mining to a data science trajectory. While CRISP- 
DM variables such as business understanding, data understanding, and 
model evaluation still play important roles, our result also reflects other 
important aspects such as platform characteristics (community support 
and knowledge sharing) and model building in detail (issues in model 
inference and computational cost). This potentially suggests that the 
KDD process model should be extended to include these dimensions 
when applied in the open innovation context. 

Additionally, our work contributes to research methodology by 
combining SD and ML. We develop a framework that combines a SD 
model with casual ML and natural language processing. The result of the 
SD model is also consistent with the categorisation of team behaviour in 
terms of feedback information processes and dynamic accumulation of 
knowledge stocks. The insights and results from the SD model allow us 
to control for causal inference and reduce potential bias in the estima
tion. Furthermore, we integrate the SD model results into the DMLDiD 
framework to enhance our understanding about innovation performance 
based on learning, knowledge sharing, and feedback in teams. STM al
lows us to investigate post messages using topic assignment in order to 
complement the insights from the previous methods with a 

categorisation of the type of messages shared. This creates an opportu
nity to conduct fine granularity testing of treatment effects conditioning 
on a specific topic type, which might link to a specific type of theory and 
action behind these topic themes including, but not limited to, the top 
discovery, team characteristics, and its community at large (Saura et al., 
2021). 

Finally, our study shows a possible alternative where SD/ML 
methods could add value to the current research focus on survey-based 
research in descriptive settings (Garcia Martinez, 2015; Garcia Martinez, 
2017). Researchers should endeavour to include empirical evidence of 
behaviours such as unstructured data and observation of participants’ 
behaviour in a longitudinal setting whenever possible. This could 
potentially motivate multidisciplinary research and a distinctive 
research paradigm in qualitative and quantitative settings. 

6.3. Practical implications 

It is evident that companies recognise the usefulness of data science 
open innovation (Tauchert et al., 2020; Javadi Khasraghi and Hirsch
heim, 2022). However, given its complex nature and the interaction 
between team players, organisers, and businesses, the main driving force 
behind performance increase is still largely unknown. Our work dem
onstrates that user-generated content in the forum is a valuable resource 
for companies to organise data science open innovation competitions. 

Platforms could focus on design functions to enable knowledge 
sharing and foster community support. Companies should identify the 
area(s) where participants most need the knowledge. During the 
competition journey, it may also be valuable for the forum to make 
recommendations to specific threads that might be relevant to specific 
contestants given their prior post. From our identified topics, competi
tion organisers could develop activities related to these specific topics 
for participants, such as data preparation and model inference, which 
potentially foster discussion that might help improve participants’ per
formance. Technological support could be provided to participants who 
experience computational issues—e.g., high-performance computing 
services. 

We observe significantly different keywords in topic clusters which 
might be related to various aspects of data science innovation, such as 
data understanding, model building, and evaluation. In the future, 
companies setting up competitions on Kaggle may think about exploring 
multiple goals rather than just modelling performance using a statistical 
metric. It might be beneficial to explore external data sources and data 
value (Martínez-Plumed et al., 2021). While some of the explorations 
already happen, as Kaggle has made it possible to specify in the data 
policy that external data sources could be used or excluded, there are 
more potential activities that a company could choose to innovate in 
their business. For instance, some businesses would be more interested 
in developing a novel analytical model, while others have a limited 
choice of models (e.g., due to a need for model comprehensibility) but 
would rather evaluate each model more extensively using distinctive 
metrics and experiment setups. 

7. Conclusion and limitations 

In this paper, we integrated causal ML with a SD model and STM to 
gain insights about team performance in data science open innovation. 
We employed data from Kaggle, which is a well-known source of data for 
this type of research. We deployed STM to understand UGC in the forum 
and explore the dynamic behaviour in open innovation using a SD 
model. Our results show that UGC has a positive effect in improving 
performance over time. Our results also show that business under
standing, model evaluation, and community support are the types of 
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message content that teams mostly share in data science open innova
tion coopetition contexts, and they impact team performance. Hope
fully, our paper will inspire more complementary research between SD 
modelling and ML/AI modelling through the combination of insights to 
generate more robust predictive models. 

We identify several limitations in our research. We only applied one 
competition while other researchers have experimented with more 
competitions, e.g., brand design, creative writing, and others (Shi et al., 
2022). Testing in more competitions will help to identify potential dif
ferences in team behaviour given the changes in the context—e.g., level 
of complexity of the task. We believe that our model is generic, so 
further replications in different contexts can be useful to confirm the 
generalisability of our approach. 

Other sources of knowledge—e.g., online question-and-answer sites 
such as Stack Overflow (https://stackoverflow.com/)—might be useful 
to complement the knowledge exchange during the competition which 
we have not explored in this study, as it is also an important source for 
content creators (Gómez et al., 2013). Often known as a platform for 
dissemination of innovation, such a source might also contribute to the 
stock of knowledge in the learning and feedback process (Barua et al., 
2014). 

Another limitation of our approach is the lack of discrimination be
tween messages to answer queries from other participants and messages 
to ask for information from other participants, such as in Li et al. (2022). 
We assume that teams can also learn from the answers to the queries 
from other participants when they reply to them. However, further 
extension of the approach can be the use of network analysis to identify 
the linkages between teams and their flows of information. 

In terms of data, we did not use Kaggle skill points to measure their 

initial stock of knowledge, which has been employed in previous 
research (Garcia Martinez, 2017), since the stock of knowledge from 
previous competitions may be unrelated to the problem that they are 
facing for the competition. Finally, we did not use solution-sharing 
measures—e.g., Kernel votes—to evaluate team performance and 
knowledge-sharing processes because it is not possible to identify the 
teams using this approach. Potential future research may try to identify 
the teams using the solutions and team networks. 
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Appendix A 

The SD model – theoretical background  

Table A1 
Equations of the SD model.  

Concept Type of 
component 

Equation Explanation Source 

Current knowledge Stock Knowledge = Knowledge acquired – Knowledge lost Stock of existing knowledge per team, which reflects 
the knowledge acquired from messages and the 
knowledge discarded due to relatively poor 
performance. 

Private performance of 
the team during the 
Kaggle competition. 
Javadi Khasraghi and 
Hirschheim (2022) 

Knowledge acquired Flow Message observed*Ability to acquire knowledge Absorption of the knowledge from a message. Wu and Gong (2019); 
Javadi Khasraghi and 
Hirschheim (2022). 

Ability to acquire 
knowledge 

Auxiliary Current knowledge team/factor ability to acquire 
knowledge 

It reflects the ability of a team to transform messages 
into incremental knowledge. It is based on the 
current knowledge and the ability to use its 
knowledge to understand messages (see factor 
ability to learn new knowledge). 

Wu and Gong (2019); 
Javadi Khasraghi and 
Hirschheim (2022). 

Factor ability to 
learn new 
knowledge 

Constant See results in Table A2 This variable captures the capacity to transform 
messages into new knowledge. An automatic 
calibration process generates its value. See 
calibration. 

Wu and Gong (2019); 
Javadi Khasraghi and 
Hirschheim (2022). 

Knowledge lost Flow Knowledge*result impact Outflow of existing knowledge. Otto and Simon (2008). 
Model results Auxiliary Current knowledge The results obtained from their analytics solution 

(model) are the same as the level of knowledge. 
Wu and Gong (2019); 
Javadi Khasraghi and 
Hirschheim (2022). 

Leaderboard 
position 

Auxiliary Model result/Average competing teams’ results This equation indicates how the results obtained by 
a team are above or below the current results 
obtained by the rest of the teams. 

Cao et al. (2022); 
Javadi Khasraghi and 
Hirschheim (2022). 

Average competing 
teams results 

Constant Real average competing teams results Time series of the average results obtained by the 
teams in the competition. 

Private performance of 
the team during the 
Kaggle competition. 

Result impact Auxiliary IF (Leaderboard position>5 % above average) THEN 
(0) ELSE (Leaderboard position/factor result impact) 

Indicates the consideration of the team with respect 
to its leaderboard position. If the performance is 
above the rest of the teams, there will not be any 
change in the knowledge. If the performance is 

Cao et al. (2022). 

(continued on next page) 
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Table A1 (continued ) 

Concept Type of 
component 

Equation Explanation Source 

below 5 %, the team will eliminate some of its 
knowledge based on a parameter (see factor result 
impact). 

Factor result impact Constant See results in Table A2 It represents the importance given to the position in 
the leaderboard. An automatic calibration process 
generates the value. See calibration. 

Cao et al. (2022). 

Message processed Stock Message processed = Message observed Accumulation of messages sent by the team during 
the competition. 

Number posted by a 
team during the Kaggle 
competition. 
Javadi Khasraghi and 
Hirschheim (2022). 

Message observed Flow Message posted to the Forum+Message for the 
Organisers 

All messages posted to either the forum for other 
teams or the organisers are observed. 

Wu and Gong (2019); 
Javadi Khasraghi and 
Hirschheim (2022). 

Message posted to 
the Forum 

Auxiliary Gap between Problem and Current 
Knowledge*Willingness to send message +
IF (Leaderboard position is below than the average) 
THEN (Leaderboard position*Willingness to send 
message) ELSE (0) 

There are two types of messages posted in the 
Forum: messages to learn more about the problem 
and messages due to poor performance. Both actions 
are controlled by a factor called Willingness to send 
message (see next row). 

Wang et al. (2019); 
Wu and Gong (2019); 
Javadi Khasraghi and 
Hirschheim (2022). 

Willingness to send 
message 

Constant See results in Table A2. It indicates a behavioural predisposition to send a 
message to obtain help based on the relative 
performance of the team. An automatic calibration 
process generates the value. See calibration. 

Wu and Gong (2019); 
Javadi Khasraghi and 
Hirschheim (2022). 

Problem to be 
solved – 
Knowledge 

Constant Maximum value to obtain from the competition It indicates the complexity of the problem for the 
teams competing.  

Gap between 
problem and 
current 
knowledge. 

Auxiliary Problem to be solved – Knowledge/Current Knowledge 
Team 

Relationship between the stock of knowledge and 
the knowledge required for the problem complexity. 

Cao et al. (2022). 

Message for the 
organisers 

Auxiliary IF (Gap between Problem and Current Knowledge >1) 
THEN (Gap between Problem and Current 
Knowledge*willingness to send message to organisers) 
ELSE (0) 

Message to the organisers due to the gap between 
current knowledge and knowledge needed to solve 
the problem. 

Wang et al. (2019); 
Wu and Gong (2019). 

Willingness to send 
message to 
organisers 

Constant See results in Table A2. It indicates a behavioural predisposition to send a 
message to obtain help from the organisers. An 
automatic calibration process generates the value. 
See calibration. 

Wu and Gong (2019).  

Sample output of the system dynamics model  

Table A2 
Five cases of teams with high ranks and high number of posts.  

Variable Team 1 Team 2 Team 5 Team 9 Team 23 

Team performance: beginning/end 0.7898 / 0.8057 0.7804 / 0.8056 0.7931 / 0.8045 0.7867 / 0.8039 0.7749 / 0.8012 
Total number of messages 148 37 127 239 16 
Factor ability to acquire knowledge 672.69 800 801.78 790.34 342.15 
Factor result impact 493.76 819.43 635.99 363.04 12,143.00 
Willingness to send message 5.62 0.45 4.82 4.79 0.12 
Willingness to send message to organisers 0.83 1.79 2.57 1.74 0.00 
The number of the team is the ranking in private score.    
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Team 1 

Team 2 

Team 5 

Team 9 

Team 23 

Fig. A1. Time series for Simulated and Real Data for four teams.   
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Table A3 
Mean absolute percentage error results.  

Variable Team 1 Team 2 Team 5 Team 9 Team 23 

Total messages 75.6 % 
(10 %) 

437.4 % 
(10 %) 

27.8 % 
(18 %) 

12.1 % 
(7 %) 

755.8 % 
(4 %) 

Knowledge stock 0.5 % 0.4 % 0.5 % 0.3 % 0.6 % 
The number between brackets is the result for the last period.  
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A test of parallel assumption  

Fig. A2. A test of parallel assumption on raw data (left) and propensity score-matched data (right).  
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Fig. A2. (continued).  
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STM

Fig. A3. Plate diagram for the STM applied in Kaggle’s posts.  

Fig. A4. Generative process of STM.  

DMLDiD 

Logistic regression: 

log

(
p
(
z(k)
⃒
⃒XDiD )

1 − p
(
z(k)
⃒
⃒XDiD )

)

= b0 + b1XDiD
1 +⋯+ bjXDiD

j 

Objective function of ridge, lasso, and elastic net logistic regression: 

b̂Ridge =
argmin

b
∑M

d=1

(

yd − b0 −
∑J

j=1
bjXDiD

j

)2

+ λ
∑J

j=1
b2

j  

b̂Lasso =
argmin

b
∑M

d=1

(

yd − b0 −
∑J

j=1
bjXDiD

j

)2

+ λ
∑J

j=1

⃒
⃒bj
⃒
⃒

b̂Elastic net =
argmin

b
∑M

d=1

(

yd − b0 −
∑J

j=1
bjXDiD

j

)2

+ λ1

∑J

j=1
b2

j + λ2

∑J

j=1

⃒
⃒bj
⃒
⃒

Estimation of ATT 

More specifically, for an S-fold random partitioning, we denote {Is}S
s=1 of the M post observations of {w1,w2,⋯,wM} and define the auxiliary 
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sample Ic
s ≡ {w1,w2,⋯,wM}\Is. For each S-fold random partitioning, we construct the intermediate ATT estimator as: 

α̃s =
1
n
∑

i∈Is

Di − ĝs(Xi)

p̂s λ̂s(1 − λ̂s)(1 − ĝs(Xi) )
× ((Ti − λ̂s)Yi − l̂s(Xi) ),

where p̂s = 1
M
∑

i∈Ic
s

Di, λ̂s =
1
M
∑

i∈Ic
s

Ti and 
(
ĝ s, l̂s

)
are the estimators trained from Ic

k; ĝ are the estimated propensity scores from the related regularised ML 

model; and ̂l is the estimator obtained from the propensity of the control group. The final ATT estimation is constructed on the averages of all folds, ̃α =

1
|S|
∑S

s=1α̃s. The fold s is set to be 2 in this paper, consistent with prior literature (Chang, 2020). 

Robustness check – ML model choice 

Three regularised regression results averaged over 100 runs are summarised below in Table A4. We test Lasso (α = 1), the Elastic net (α = 0.5), and 
Ridge (α = 0). The penalisation parameter λ is tuned over 3-fold cross validation. A forward slash means that the results are not available due to 
unsuccessful model building resulting from noisy data.  

Table A4 
Robustness checks —machine learning model choice.  

Topic Lasso Elastic net α = 0.5 Ridge  

1 0.365* 
(0.023) 

0.367** 
(0.02) 

0.94*** 
(0.043)  

2 5.801*** 
(0.389) 

5.848*** 
(0.392) 

6.848*** 
(0.454)  

3 2.346*** 
(0.137) 

2.369*** 
(0.136) 

2.636*** 
(0.15)  

4 6.843*** 
(0.481) 

/ 8.015*** 
(0.551)  

5 9.087*** 
(0.768) 

9.498*** 
(0.788) 

11.094*** 
(0.888)  

6 2.787*** 
(0.155) 

2.817*** 
(0.156) 

3.383*** 
(0.181)  

7 3.369*** 
(0.192) 

3.301*** 
(0.188) 

3.631*** 
(0.209)  

8 3.782*** 
(0.229) 

3.736*** 
(0.228) 

/  

9 1.294*** 
(0.074) 

1.28*** 
(0.073) 

1.23*** 
(0.075)  

10 5.031*** 
(0.34) 

4.934*** 
(0.334) 

5.487*** 
(0.37)  

Robustness check – number of teams included in the analysis 

Table A5 shows that a sample size of 750 reported similar results to the main paper results in terms of model estimate and significance (except topic 
1, whereas its estimate is insignificant anyway). When the sample size increases to 1250, the model estimates are mostly stable as well.  

Table A5 
Robustness checks – number of teams included.  

Topic 750 1000 (reported in the paper) 1250  

1 0.033 
(0.016) 

0.365* 
(0.023) 

0.36* 
(0.024)  

2 5.31*** 
(0.392) 

5.801*** 
(0.389) 

6.442*** 
(0.408)  

3 1.449*** 
(0.108) 

2.346*** 
(0.137) 

3.176*** 
(0.171)  

4 6.186*** 
(0.457) 

6.843*** 
(0.481) 

/  

5 6.962*** 
(0.634) 

9.087*** 
(0.768) 

9.844*** 
(0.775)  

6 1.789*** 
(0.118) 

2.787*** 
(0.155) 

3.435*** 
(0.175)  

7 3.127*** 
(0.203) 

3.369*** 
(0.192) 

3.775*** 
(0.201)  

8 2.732*** 
(0.184) 

3.782*** 
(0.229) 

4.72*** 
(0.27)  

9 0.794** 
(0.06) 

1.294*** 
(0.074) 

1.837*** 
(0.093)  

10 3.672*** 
(0.282) 

5.031*** 
(0.34) 

6.262*** 
(0.383)  
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