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ABSTRACT
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by Patrick Foster

Spike classification is an area of critical importance in neurological medicine. The be-

haviour of neurons is critical in diagnosis of disease, understanding neural structures,

and operating prostheses. The probe technology used to gather in situ data from neurons

has seen significant advances in the past decade, but the technology required to process

this vast amount of data lags behind and this thesis aims to address the data processing

aspect of this issue. A novel analogue circuit that conducts most of the sorting in the

pre-processing stage is presented, demonstrating the feasibility of such a system using

memristive devices. This thesis covers the progress made during this research project;

the development of an new instrument for the testing of memristors and memristor re-

lated circuits, the design of a new analogue cell for use in template matching systems,

and the testing and simulation of this cell both in isolation and in a simple template

matching system. The circuit developed demonstrated comparable energy dissipation

to current state of the art spike sorting systems, without the need to digitise the signals

being processed. This development opens the path to the fabrication of an integrated

memristor based spike sorting system suitable for neural signal processing.
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Chapter 1

Introduction

1.1 Motivation

The monitoring of neuron activity is an important element of neurological medicine. By

recording and analysing neuron impulses researchers can achieve a greater understand-

ing of the human brain, allowing for better treatments of neurological disorders, and

improve neuroprosthetics. The neural interfaces used in this manner can be broadly

grouped into two categories: noninvasive interfaces that use electrodes placed externally

on the body and invasive interfaces that use surgically implanted probes. The latter of

these can provide far more detailed information, but existing systems require extensive

pattern matching to sort neural activity from the different neurons in the vicinity of the

probe[1]. This is typically done by amplifying the signals recorded by the probe, digi-

tising those signals, and then sending them to an external computer for processing[2].

This processing cannot generally be done in-situ, as the waste heat from the power hun-

gry processors risks damage to surrounding tissue[3]. Such processing often involves the

sorting of spikes in the signal to determine the neuron of origin, tying all of the activity

of a neuron to a single identity in the post-experiment analysis. As a result of the large

bandwidth required to stream data from several hundred probe channels, many current

systems fail to take advantage of the high channel count probes that currently exist[4].

If real-time spike sorting could be implemented in implanted hardware[5][6], the effective

compression of the data at this stage would ease the reliance on external computation[7].

This would permit far more complex and capable implants, enabling more thorough re-

search and treatment, possibly as far as sophisticated neuroprosthetics[8]. This is not

the first attempt to solve this issue and sorting systems have been developed to address

this issue[9], but most such attempts still process digital signals. This requires a power

hungry analogue to digital converter between the amplifiers and filters and the sorting

circuit. It may be possible to substantially reduce the power requirements of the spike

sorting task by conducting the sorting and digitisation in the same step. This would
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2 Chapter 1 Introduction

require the development of low power tunable analogue circuits. Adding digital to ana-

logue converters for every tunable parameter would be wholly impractical, so any such

circuit would inevitably require the inclusion components which store information in

their electrical properties, rather than in conventional digital memory. An example of

such a device would be memristors, whose resistive state is a function of the current that

has passed through the device. Memristors have been demonstrated in spike sorted ap-

plications, using the integrating behaviour of the such devices to compress unique spike

shapes into corresponding step changes in resistance[10]. A further expansion on this

concept produced an amplifier for neural signals that used memristors to tune a thresh-

old detector[11]. An alternative approach added memristive devices to simple logic gates

to provide low-power mixed-signal circuits[12]. This approach yielded flexible analogue-

in, digital-out designs that have the potential to displace ADCs, and warrants further

investigation. Using memristors to adjust the threshold of a circuit such as a window

comparator would allow for an array of such comparators to be used in a spike sorting

method such as a template matching system suitable for neural processing applications.

This project develops and demonstrates at a proof-of-concept level a memristor tun-

able circuit for template matching of neural spikes with a competitive power dissipation

below the 80mWcm−2[3] threshold for tissue damage.

1.2 Research Objectives

This research project seeks to demonstrate, at a proof-of-concept level, a template match-

ing system suitable for use with neural spike signals. To achieve this, a window com-

parator with non-volatile tuning elements must be designed. As the operation of large

numbers of such circuits is not possible with existing instruments, a new platform for

conducting these experiments is also required. This gives rise to the following objectives:

• Develop an instrument to serve as a platform for characterising memristors, mem-

ristor crossbar arrays, and testing a wide range of memristor based designs.

• Design an analogue circuit to facilitate template matching tasks in the context of

neural signals.

• Simulate the designed analogue circuit, assessing its suitability for further devel-

opment with a focus on integration.

• Produce a model of the analogue circuit for testing with physical memristor de-

vices.

• Demonstrate the analogue circuit in a template matching task.
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1.3 Structure

This thesis is structured as follows:

Chapter 2 provides an overview of the subject of this research, covering the topic at

hand and related subjects, such as spike detection and memristors.

Chapter 3 describes the development and testing of the instrumentation intended to act

as the platform for this project.

Chapter 4 discusses the design of several circuits as candidates for further development.

Chapter 5 presents the selected circuit and experiments conducted with it, including

integrated circuit simulations and tests with physical model.

Chapter 6 concludes the thesis and discusses the direction of future research

1.4 Contributions

The work described in Chapter 3 was presented at ISCAS 2020[13], and a more thor-

ough paper written for Scientific Reports[14]. These papers present the instrument and

analyse its performance in a variety of tasks.. In addition to this, the instrument is in

a sufficiently complete state that units have already been sold, and several researchers

are already using it in their projects. In some cases, specialised daughterboards were

designed for their applications (appendix E).

A paper on the TXL circuit discussed in Chapter 5 as an isolated cell is in progress[15].

This paper will present the Split TXL circuit in isolation, showing simulations of the

circuit in integrated circuit development tools, along with test of physical models using

memristors. A paper on a split TXL based template matching channel is planned. This

paper will present a demonstrator of the Split TXL based template matching channel,

showing tests of a physical model on synthetic and recorded signals.





Chapter 2

Processing of Neuronal Spike

Signals

2.1 Neural Signals

Figure 2.1: Diagram of a neuron with an implanted electrode and associated instru-
mentation.

Neural tissue is comprised of neurons, which are specialised cells with a dense array

of dendrites branching from the soma and long axon insulated with a myelin sheath

(Fig. 2.1). The ends of the dendrites are connected to the axons of other neurons in a

structure called a synapse. When triggered by an electrochemical pulse called an action

potential, the axon terminal of a neuron releases chemicals called neurotransmitters.

These chemicals bind to receptors on the dendrite, which in turn open ion channels.

The influx of ions changes the local membrane potential, which triggers voltage sensitive

ion channels in the surrounding cell membrane. If enough receptors are stimulated, the
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6 Chapter 2 Processing of Neuronal Spike Signals

change in membrane potential triggers a critical mass of voltage sensitive ion channels,

and the resulting wave of membrane potential and ion transport travels down the axon as

an action potential. The movement of ions in and out of the intracellular medium causes

a current that can be measured. This is done by inserting small electrodes[16] in to the

area of interest and amplifying[17] the resulting output to a usable level. Amplification

is necessary because the electrical signals involved in firing of a neuron are very low,

typically below 100 µVpk−pk[18]. These spikes typically last around 2ms[19] and occur

at varying frequencies in different parts of the nervous system. The cerebral cortex is an

area of high interest, as it is responsible for motor control and perception; it typically

has spike rates of 30−80Hz[20], although spike frequencies of up to 450Hz[21] have been

observed in human cortical samples. In addition to the spikes, electrodes can also detect

electric fields caused by bulk current flow into or out of neurons as they spike and recover.

These local field potentials typically have maximum frequencies at or below the firing rate

of nearby neurons[22], and can be detected a significant distance away from the neurons

contributing to the measured signal[23]. They are usually filtered out in applications

focusing on the action potentials, as they are a much less local phenomenon and could

otherwise interfere with detection and measurement of the spikes. The information

collected from these spike signals can be used to control robotic prostheses, or map

neurons for installation of neuroprosthetics, such as cochlear implants[24]. Before this

can be done, the action potentials in neurons of interest must first be distinguished from

the measurement noise and the action potentials of surrounding neurons.

2.2 Spike Detection and Sorting

The raw neural signals are usually recorded by the implant, and the task of picking

the voltage spike of an action potential out from the surrounding noise is left to an

external computer[25]. The computer will apply sorting methods to cluster recorded

events, which can then be associated with a specific neuron. This approach requires

that large quantities of data be streamed from the implant: an array of 100 probes[26]

operating at sample rate of 20 kHz with a 12-bit resolution requires at least 24Mbit s−1

of bandwidth. This can be reduced by using in situ methods of spike detection, such

as voltage thresholds or nonlinear energy operators[27] to limit the transmitted data to

only the spike events. However, any given neuron might be firing at up to 200 times per

second, so energy savings are not guaranteed. Preferably, an in situ method of classifying

neural signals would be used, but most systems still use many microwatts of power per

channel[28].
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2.2.1 Software Sorting

The software approach to spike sorting typically takes one of two forms: template match-

ing or principal component analysis.

Template matching compares the recorded signals with an example spike. This compari-

son can be done by calculating the distance between the waveform and the template[29],

but it can also be done by calculating the cross correlation[30]. Cross correlation or

convolution can be very effective at detecting coincident spikes from different neurons.

Principal component analysis[31] considers samples captured from the waveform as a

multidimensional array and processes this array with matrix transformations to find

new variables in which the spikes of different neurons can be grouped. This is a more

recent approach than template matching, as it requires significant computing power for

any dataset that isn’t trivially small.

Modern implementations of template matching and principal component analysis can

achieve very high accuracy[32] with a wide range of waveforms, but their reliance on

external computing makes them unsuited for achieving the goals of this project and as

such they will not be considered going forwards.

2.2.2 Hardware Sorting

Amplitude alone can be used to detect spikes, but in a situation where two neurons are

producing differently shaped spikes of similar amplitude the accuracy of this method

suffers. A simple way around this is to use a time amplitude discriminator[33]. This is

a circuit that returns a match if the input waveform falls within an amplitude window

at a set time after the spike has passed an amplitude threshold.

A more sophisticated approach to in-hardware spike sorting is template matching, where

a fixed number of samples are collected from the input waveform when an event is

detected. The resulting values are then compared to a known pattern and the number

of matching values used to determine if the waveform matches the template. This

approach has two advantages: the circuit can sleep to reduce power consumption when

not sampling and the same set of samples can be used as input to several sets of matching

hardware where each is tuned to detect a different pattern. Since checking a sample for

a match requires some sort of window comparator and many samples must be compared,

the obvious path to improve on this approach is to reduce the power consumption and

complexity of the window comparator. Simple window detection circuits, known as

analogue content addressable memory, are a subject of current research[12][34], although

the technology is not yet mature.
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Another approach might be to implement one of the many spike sorting algorithms into

a digital application specific integrated circuit (ASIC). As modern digital circuitry can

operate at very low supply voltages, the power requirements of the sorting element of

such a system can be very low. A system of this type was reported to have a dissipation

of 64 nW[9], setting an ambitions standard to beat, although this is quoted for a signal

that has already been digitised.

Neuromorphic sorting methods could be a better fit, as the crossbar structures com-

mon in two-terminal memory technologies lend themselves well not only to the matrix

multiplications that are central to neuromorphic applications, but also to deconvolution

tasks[35], and in memory computing[36]. Samples are collected in a similar manner as

with the earlier example of template matching, but the samples are used to bias the

wordlines of a crossbar array instead. The current in a given bitline can then be used to

determine a match for the template set by the devices on that line. Cutting edge designs

already show considerable improvement, cutting down both the power consumption and

substrate area of the sorting system[37]. In 2020, a research group demonstrated a neu-

ral signal processing system based on a neural network implemented as a memristor

crossbar array[38], for the purpose of detecting epilepsy-related neural signals. They

report that their work used 1/400th the power of a contemporary CMOS ASIC system,

without sacrifice in accuracy.

2.3 Memory

In all of the hardware sorting methods discussed the measured signal is being compared

against information stored in the circuit, whether that be in a conventional databank,

the configuration components of a template, or the weighting of a neural network. Thus

the limits of spike sorting tools are defined by the memory technologies available. Higher

density of suitable memory would allow for an expansion of spike sorting systems, high-

lighting the importance of selecting the right technology (Tab. 2.1).

FLASH PCM MRAM FeRAM ReRAM Molecular

Data type Multi level[39] Multi level[40] Binary[41] Binary[42] Analogue[43] Multi level[44]

Area 50× 50 nm[45] 35× 35 nm[46] 0.26× 0.54 µm[47] 80× 34 nm[42] 30× 30 nm[48] 0.01× 2 µm[44]

Write Speed 0.4− 1.5ms[39] 100 ns[49] 1 ns[47] 1 µs[50] 5 ns[51] 1ms[52]

Retention 104h[53] 105h[49] 105h[54] 105h[55] 105h[56] 600 h[44]

Endurance 106[57] 1011[49] 1011[47] 108[50] 108[51] 1012[58]

Table 2.1: A table comparing non volatile memory technologies.

The most common non volatile memory in use is flash, which operates by trapping

charge on an electrically isolated gate between the gate and channel of an otherwise

relatively conventional planar MOSFET. Developed from EEPROM in the 1980s[59],

flash is by far the most mature memory technology covered in this chapter, with high

densities of stacked triple level cells (cells capable of enough discreet levels for 3 bits
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of information) being common in consumer products. While well established, flash has

significant limitations. The mechanism for placing charge onto the floating gate requires

high voltage supply, typically 12V. Not only does this result in high write energies,

subjecting the cell to such high voltages also causes the cell to fail with enough write-

erase cycles. Flash ICs are typically rated for no more than 100, 000 cycles, although

the actual endurance is often higher[57].

Phase change memory (PCM) is a newer technology, comprised of a layer of chalco-

genide glass between metal contacts. Passing current through the cell heats the glass,

with different heating profiles allowing for the cell to set in amorphous or crystalline

state, changing the resistance[60]. Most memory of this type only stores a binary state,

but two level cells have been demonstrated[40]. Phase change memory offers vastly su-

perior endurance to flash, with many millions of cycles being possible. As there are no

trapped charges to escape, it also displays better retention, at least when ambient tem-

peratures are at a reasonable level[49]. The downsides of this technology are that high

current densities are required to achieve the necessary heating, and that the chalcogenide

glass is not commonly found in integrated circuit fabrication processes, complicating its

implementation.

Magnetoresistive memory (MRAM) uses a pair of ferromagnetic layers with a thin insu-

lating layer between. When the magnetic fields in the ferromagnetic layers are aligned,

the probability of an electron tunnelling across the insulator layer increases, effectively

reducing the resistance of the cell[61]. Writing to MRAM is typically done using a grid

of wires, running across the entire array along the horizontal and vertical cell rows[62].

Selecting the wires passing across a cell, and passing a current through them, forms a

small magnetic field in the cell, altering the state of the ferromagnetic layers. While

relatively simple, this method also subjects horizontally or vertically aligned cells to a

smaller magnetic field, limiting the strength of the writing field. This is relevant because

the retention of the cell is a function of the writing field strength. An alternative method

of writing to MRAM is passing spin-aligned electrons through the cell. When electrons

pass into a layer that forces them to change their spin, they transfer some of their angu-

lar momentum to the layer, altering its field[41]. This approach avoids the issues of the

more conventional approach, allowing smaller cells, but must still make compromises

between power, speed, and retention. MRAM endurance is limited by the breakdown

of the thin tunnelling layer, but under typical operating conditions endurance can ex-

ceed many millions of cycles[63]. Both high temperatures and strong magnetic fields

can compromise the retention of MRAM, but outside of such situations the retention

is excellent. While the binary nature of MRAM makes it unsuited to the applications

under consideration in this thesis, its characteristics make it a popular choice for non

volatile RAM research.

Ferroelectric (FeRAM) memory uses a layer of ferroelectric material between two plates

to store information. The cell is written by applying a voltage across it, causing dipoles
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within the ferroelectric material to align with the applied field[64]. To read the cell, a

voltage is applied across it, much the same as when writing. If the read pulse is of the

same orientation as the write pulse nothing will happen, but if it’s the opposite direc-

tion, applying a voltage causes a small pulse of current as the dipoles change orientation.

Unlike all the other technologies discussed in this review, this destroys the data stored

in the cell. Because FeRAM uses ferroelectric material rather than ferromagnetic, re-

sistance to magnetic fields is superior to MRAM. The endurance is substantially worse

though, as the previous writes to a cell can cause it to develop a preferential polarisation.

An alternative to FeRAM is FeFETs[42], which use the ferroelectric material in place

of the gate insulator of a MOSFET. FeFETs operate in a very similar manner to flash

cells, although they store their state as a dipole moment rather than static charge.

Molecular memory operates in a similar manner to FeFETs, but uses a chemical reaction

instead of a ferroelectric layer to store the charge that controls the channel of the FET.

This is the least explored of the memory technologies in this review but despite this,

triple level cells have already been demonstrated[44] using In2O3 nanowires coated with

Fe2+ -terpyradine.

Figure 2.2: Diagram of a TiO2−x memristor.

Memristors[65] (RRAM or ReRAM) are two terminal electrical devices with a non-linear

current/voltage relationship that is dependant on the charge that has passed through the

device. The memristor was first identified in theory in 1971[66] as a fourth fundamental

circuit element, described by the equation M = dϕ
dq . A physical approximation of such

a device was not identified as such until 2008[67], although the exact classification of

this device is disputed[68]. This ReRAM device was constructed from a bi-layer of TiO2

and TiO2−x (Fig. 2.2), and then exposed to high voltage to form conductive defects[69]

such as metal filaments in a process called electroforming. The oxygen vacancies in the

TiO2−x layer act as p-type dopants, and drift in the applied electric field. This changes

the thickness of the conductive and insulating layers, with the conductive layer acting

on the filament in a similar manner to the wiper on a rheostat. Memristors based on

other materials have been demonstrated[70], some of which remove the requirement to

electroform the pristine devices[71]. The low power and high speed of switching, the high

level of CMOS compatibility, and granularity of control, make them an attractive choice

for low power memory and signal processing tasks. This type of memory is already

finding applications in fields relevant to this project, such as a neural signal amplifier

using memristors as integrating elements[11].



Chapter 2 Processing of Neuronal Spike Signals 11

2.3.1 Crossbar Arrays

Figure 2.3: Diagram of a small memristor crossbar array.

Crossbar arrays are a topology used for high density array designs. Memory arrays with

similar structures date back as far as 1947[72], but the fundamental concept behind

the crossbar remains relevant today. In a crossbar array the devices are arranged in

a grid, with the top electrode of each device connected to a horizontal line and the

bottom electrode connected to a vertical line (Fig. 2.3). This allows for an array of x2

devices to be controlled by a system with x terminals, making the size of the device the

limiting factor and permitting very high density arrays. As memristors are two terminal

devices, with a fairly simple layered structure this topology is an obvious choice for

memristor arrays, where the devices can be formed between two metallic layers using

common processes. In addition to the obvious applications of non-volatile memory, this

topology can also be used to implement vector-matrix multiplication. The voltage on

horizontal lines act as the vector input, and the resistive state of the devices act as the

matrix values, with the current on the vertical lines as the output. As vector matrix

multiplication is a fundamental part of neural network operation, this makes crossbar

arrays ideally suited for implementing neuromorphic systems[73]. While versatile, this

topology has significant limitations, as the non-zero resistance of the access lines results

in parasitic currents passing through unselected devices[74]. It is possible to mitigate

these sneak currents by adding diodes or transistors that block these paths, but doing

so comes at the cost of area, complexity, and voltage constraints.

2.4 Instrumentation

Measurement of memristor characteristics is usually done using an instrument called

a source measurement unit (SMU). An SMU is an instrument that can set a precise

voltage/current and measure a precise current/voltage at the same time. While the
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state of a memristor should change as current passes through it, in practice a memristor

will retain its state until the voltage or current passes a threshold[75]. This allows for

the state of the device to be measured at low voltages/currents. This is not a novel

requirement, and many other groups have designed systems to this end. Wust, D.

et al. developed a field programmable gate array (FPGA) based memristor prototyp-

ing environment[76], but with a maximum theoretical resolution of 740pA, this system

cannot deliver more detailed characterisation tasks. Berdan, R. et al. implemented a

microcontroller-based advance testing system for memristor devices[77], but the paral-

lelism is limited. Wang, Y. et al. presented a high-speed driving system for phase change

memory devices[78], with pulse width as narrow as 500ns. However, this work only has

a driver side. Other works such as Merced-Grafals, E. et al. applied commercially avail-

able device analysers[79], which have limited channel numbers as well as parallelism.

Such a gap in capability calls for the development of a new instrument with the parallel

SMU capacity to operate large numbers of memristors and multiple analogue circuits

simultaneously.

2.5 Summary

The demands of modern neurological medicine are not yet met by the information pro-

cessing systems currently available. This project seeks to develop a hardware template

matching system suitable for use with neurological spike signals, using ReRAM devices.

To this end, this project will also seek to develop an instrumentation platform to support

this project and others.



Chapter 3

Mixed signal parallel

instrumentation

3.1 Introduction

This chapter covers the development and performance of the instrument used in this

project (Fig. 3.1). Section 3.2 discusses the problem of instrumentation. Section 3.3

covers the design history of the subject of this chapter. Section 3.4 outlines the require-

ments of the system. Section 3.5 then describes in detail the design of the circuitry,

followed by experimental demonstration of its performance in sections 3.6.1, 3.6.2, 3.6.3,

3.6.4, and 3.6.5. Section 3.7 reviews the performance against the specification and the

predecessor system.

3.2 Instrumentation

The development of new circuits and devices relies upon the foundation of a wide array

of instruments, from small components such as instrumentation amplifiers and data

converters to full systems such as oscilloscopes and signal generators. These instruments

define the limit of what research can be pursued, and as such the development of suitable

instrumentation becomes a prerequisite tasks for projects such as this one. In this

case, the limiting factor in existing instruments is channel count. Existing instruments

are not without capability; the ArC ONE[80] has many channels and can produce the

pulses commonly used to write to memristors[81], but only writes and reads from one

pair of channels, with the rest operating in an inflexible biasing regime. More capable

instruments, such as the Keithley 4200[82] have incredible accuracy and precision, but

in most configurations lack the channel count required to test anything more complex

than transistors and other three terminal devices. Higher channel configurations of

13
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the 4200 can be assembled, but lack in timing precision and are as bulky as they are

expensive. Other systems such as the Analog Discovery 2[83] used by the Knowm

memristor characterisation platform[84] simply lack the channel count and precision

of a dedicated characterisation instrument. The analogue and mixed signal circuits

considered in this project call for a new instrument to act as the platform for the

development. Given the ubiquity of the ArC ONE within the research group it seems

reasonable to aim for a similar form factor and performance, as the parallelism that will

be required for this project could potentially serve the needs of many other research

projects, particularly those utilising crossbar arrays commonly found in those of the

research group.

3.3 ArC TWO

Figure 3.1: Photograph of the ArC TWO.

The development of this instrument proved troubled, as the complexity practically makes

it a research project unto itself. Development began with a reduced prototype. With

half the number of planned channels, this design allowed for the testing of different

structures for the channel circuitry and experimentation with operating modes. More

detail can be found in Appendix A. The prototype was followed by a full scale version

(Appendix B) including almost all planned features. While capable of most of the

requirements, this version was plagued with FPGA problems and thermal issues. A

second version (Appendix C) addressed the thermal issues, while also solving a number
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of other minor problems. Persistent FPGA issues and supply chain inconsistency forced

another redesign. This last version (Appendix D) resolved the remaining issues and

went into limited production. This instrument was developed in collaboration with

other researchers. More information on their contribution to the FPGA configuration

and software can be found in Appendix F.

3.4 Specification

As the instrument is intended to be a direct upgrade and replacement of the ArC

ONE[80], it should replicate the functionality of that instrument and be capable of

operating similar crossbar arrays. To permit the broad range of circuit tests that in-

strument cannot a high degree of flexibility is required, perhaps implemented as a large

number of parallel SMUs. The goal of the broader research project is to develop low-

level circuit designs to facilitate spike sorting. To this end, instrumentation developed

in support of this should operate in and around the typical range of memristors and

integrated devices. Memristors typically operate below 10V with currents between 1 nA

and 1mA, and the low voltage integrated devices suitable for low power design have

similar ranges. As such, each SMU channel should be capable of measuring currents

between 1 nA and 1mA, and voltages between 1mV and 10V. A further requirement

for memristors is the need for short pulse generator circuits, as fast pulses are useful

in writing to such devices[81]. The pulse drivers should be capable of producing pulses

with a minimum pulse width of less than 100 ns within the operating range of the SMUs.

The mixed signal nature of the planned tests required the presence of supporting digital

circuits, for control of and communication with device(s) under test (DUTs). While this

will most likely need only a small range of typical logic voltage levels, it may be useful

to have some capability for circuits with unusual voltage levels or ground references.

3.5 Design

To fulfil the parallel operation requirements of the specification, the new instrument

needed a full set of read and write hardware on every channel. This placed significant

constraints on the quiescent current, with regards to both the power consumption and

component count of a single channel. Therefore, the topology used needed to be quite

simple.
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Figure 3.2: Left: A system-level schematic of the channel. Right: A component-level
schematic of the channel architecture. Signals are labelled in blue, switches are labelled

in red.

The individual channel topology (Fig. 3.2) used in the instrument is based around a

transimpedance amplifier. The transimpedance amplifier is referenced to that channel’s

positive DAC output, allowing the virtual ground at the input of the amplifier to set

to other voltage levels. The amplifier has three geometrically spaced ranging resistors

(820Ω, 110 kΩ, and 15MΩ), plus a short circuit switch that turns the amplifier into a

voltage buffer for the DAC. For current sensitive operation outside of current sensing,

the ranging resistors could be disconnected from the input node. The ADC used in

this design is a differential ADC. Its input terminals are connected to the input node

(through a low input current bias buffer) and the output of the transimpedance amplifier,

allowing it to directly read the voltage across the ranging resistor, and by extension the

current flowing into the input node. When the ADC shorting switch is closed (ADC

GND on Fig. 3.2) the ADC instead measures the voltage at the measurement node.

Additional functions, such as the high speed driver and the unified current source are

also connected to the measurement node.

Figure 3.3: Concept schematic of the gate driver circuit.
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Designing an arbitrary pulse generator proved a significant challenge, as there exists no

IC available that can produce the voltages or edge rates called for by the specification.

Instead, discrete MOSFETs were used to form a push-pull stage (Fig. 3.3). This output

stage was supplied by a pair of DAC outputs. Since the pulse driver is never expected to

operate simultaneously with the transimpedance amplifier, they share one of the DAC

channels. To drive the gate of this floating MOSFET, a high voltage gate driver is

used to produce a drive signal that spans the full supply range. This signal is trimmed

using transient voltage suppression (TVS) diodes to protect the MOSFET gate, using

a resistor/capacitor bias network to provide a reasonable bias current for the diode

without compromising transient speed. As the input of the gate driver is referenced to

the negative supply rail, a zener diode based level shifter is used to allow the circuit

to be controlled by the FPGA output, which is referenced to ground. This level shifter

uses another resistor/capacitor/zener network to effect a 15V step between the control

signal and the gate driver. With a large number of the GPIO pins dedicated to the serial

communications, the high speed driver signals needed to be grouped. This was achieved

using analogue multiplexers, as digital multiplexers with serially addressed, arbitrarily

selectable outputs weren’t available.

Figure 3.4: Concept schematic of the channel cluster, showing connections for one of
the eight channels of the cluster.

To fit the necessary number of channels in a reasonable space, the channel layout was

stretched out and place in a side-by-side arrangement. Power supplies rails were then

run perpendicular to the channels on buried layers. Two of the resulting strips of

channels were then placed back-to-back, with the grouped serial busses routed in the

space between, with an FPGA module at one end to operate the many serial lines

(Fig. 3.6). To simplify the control of the channels, they were grouped into clusters of

eight (Fig. 3.4); each cluster being served by a single DAC, ADC, and analogue switch

daisy chain (Fig. 3.5).A daughter-board, containing the test socket, connects to the

board through mezzanine connectors at either edge of the instrument. Not only does

this allow for compact channel placement and routing, but it also allows for the test
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socket to be swapped out for alternative daughter-boards with different sockets or extra

circuits.

Figure 3.5: Diagram of the serial connections within the channel cluster, showing the
daisy-chain SPI bus that weaves through all switch ICs in the cluster.

Figure 3.6: Block diagram of the full instrument, showing various systems as arranged
on the PCB. Analogue signals are shown in black, parallel digital signals in blue, serial

signals in green, and power in red.
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As the current control required for sourcing current proved impractical to fit into the

channel architecture, each channel was instead given a connection to a single current

source for the entire board. The unified current source was designed such that it can

be reconfigured to either source or sink current (Fig. 3.7). To achieve this, either an

NMOS or PMOS can be connected to the ranging resistor array and setting the bias and

reference voltages appropriately. As with the TIA the resistors in the range array are

roughly spaced geometrically, with values of 51Ω, 220 kΩ, 3.6MΩ, and 68MΩ. The gap

in the resistor array that would be occupied by a 1−10 kΩ resistor is instead occupied by

a 20 kΩ digital potentiometer, to provide capability for current compliance operations.

The feedback of the bias op-amp adjusts the conductivity of the selected MOSFET

until the current being driven causes a voltage across the selected resistor to be equal

to that between the bias and reference voltage. By selecting the PMOS and setting a

reference voltage above the expected output voltage, the circuits sources current. By

selecting the NMOS and setting a lower reference voltage, the circuit sinks current. The

advantage of this circuit is that there are fewer parasitic current paths than a design

with separate source and sink circuits. To protect the gates of the MOSFETs from

over-voltage condition when attempting to drive current into an open circuit, an TVS

diode was added to limit gate source voltage.

Figure 3.7: Concept schematic of the current source.

To accommodate unusual logic levels such as the control of the selector equipped crossbar

arrays, a bank of configurable level digital outputs was added to the design (Fig. 3.8).

To allow this bank to be controlled with few GPIO pins, serial controlled analogue

multiplexers were used in conjunction with pull-down resistors to implement this circuit.

A pair of high current op-amps act as buffer to the DAC references used; one for the high

output level and one for the low. The analogue switch on each channel can be closed to

bring the output to the high level, otherwise the pull-down resistor brings the output to
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the low level. While slow and lacking in drive strength, this configuration allows for any

value for the high and low levels in the ±13.5V operating range, including low levels

that are higher voltage than the high level.

Figure 3.8: Concept schematic of one quarter of the selectors bank.

For more conventional digital tasks, such as control of daughterboard infrastructure and

mixed signal test subjects, a second set of digital channels were added to the design.

Unlike the selectors, this digital bank operates in parallel, and is implemented with level

shifter ICs connected directly to the GPIO pins of the FPGA module. This limits this

digital bank to ground referenced signals with a high level between 1.8− 5V, but allows

the pins to act as either inputs or outputs, with speeds up to 100MHz.

3.6 Performance

To assess the performance of the instrument, experiments were conducted to determine

the noise floor, crossbar array read accuracy, and pulse generator performance. While

the instrument has many characteristics, these ones are the most critical to its intended

role.

3.6.1 Noise Floor

To measure the noise performance in current measurements, a channel was configured

as a TIA with a reference of −0.5V and a resistor connected between the channel and

ground. This forced the channel to sink and measure a current of I = 0.5/RTEST .

10k points with the default 32 sample averaging were collected. This procedure was

conducted with three resistances to force the instrument to automatically select each

resistor range: 2.2 kΩ to select the 820Ω range, 16.4 kΩ to select the 110 kΩ range, and
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Figure 3.9: Histograms showing noise characteristics of the various modes of mea-
surement. All histograms have one bin per ADC code with widths of 47.6 nA, 355 pA,
2.60 pA, and 78.1 µV respectively. Top: 10k point histograms of current read-out
tests, overlaid with Gaussian distribution estimates. Top left: 820Ω TIA range yields
σ = 48nA. Top centre: 110 kΩ TIA range yields σ = 1.6 nA. Top right: 15MΩ TIA
range yields σ = 57pA. Bottom centre: 10k point histogram of a read-out voltage error

test (V=GND), overlaid with Gaussian distribution estimate of σ = 65µV.

open circuit to select the 15MΩ range. To measure the noise performance in voltage

measurements, the channel was grounded and 10k points with 32 sample averaging were

collected. The results were then plotted on histograms and the standard deviation

calculated. In the 820Ω range, a value of of σ = 48nA was obtained, approximately

1 LSB. In the 110 kΩ range, a value of of σ = 1.6 nA was obtained, roughly 5 LSB.

In the 15MΩ range, a value of of σ = 57pA was obtained, roughly 22 LSB. In voltage

measurements, a value of of σ = 65µV was obtained, approximately 0.83 LSB. In all but

the 15MΩ test, the distribution of the results followed a very clean normal distribution

(Fig. 3.9), but the 15MΩ test had significant low frequency tails. This suggests that

there are two or more sources of noise, with slightly different distributions. To test the

possibility that this second source of noise was radiated mains interference, jumper wires

were connected to the channel input to add to the antenna effect of the PCB traces.

This drastically increased the size of the tails. Demounting the daughterboard to remove

the antenna effect of its traces reduced the tails. Together, this suggests that radiated

mains interference was the cause. Without the tails, the 15MΩ range has a distribution

of σ = 38pA, but as the antenna effect could not be completely eliminated this could

not be confirmed.

Using a reasonable worst-case error of 3σ, the proportional error was plotted as a function

of measured current, using the equation Err = 100(IERR/IMEAS) (Fig. 3.10). From

this, it can be seen that current measurements of more than 16 nA can be made with

1% accuracy. Measurements above 3.4 nA and 1.7 nA can be made with 5 and 10%

accuracy respectively. The calculation suggests that, at a bias voltage of 0.5V, resistive

of devices up to 300MΩ can be measured before precision starts to degrade. With
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Figure 3.10: Graph showing predicted absolute error based on 3σ current noise error,
with dotted lines to show 1, 5, and 10% error.

further averaging, it may be possible to push the maximum resistance up to ≈ 1GΩ,

but averaging is an operation with diminishing returns, which imposes practical limits

on this approach. Above 1GΩ, it becomes difficult to tell the difference between the

resistance of the DUT and the insulation around the devices, so the precision achieved

here should be more than sufficient. The effect of changing ranging resistors is clearly

visible in the figure as step discontinuities in the error magnitude.

3.6.2 Crossbar Array Read Accuracy

Figure 3.11: Array read operations for a 32x32 resistor array. Top left shows the
array as designed, with resistors ranging from 1 kΩ to 15MΩ. The colourbar is scaled
from 1 kΩ to 20MΩ. Top centre shows the array as read in columns and bottom centre
shows the proportional error. Top right shows the array as read in rows and bottom

right shows the proportional error. Bottom left is a photograph of the test array.

To assess the array read performance, a 32x32 crossbar configured array of SMD resistors

was connected to the daughterboard headers through ribbon cable. The resistors were

then read by biasing one of the lines and reading the current from the perpendicular
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lines while the unbiased lines were grounded. Results were collected by both biasing

the rows and reading the columns, and biasing a column and reading the rows. In the

read procedure used here, the lines that are being biased or grounded are referred to as

wordlines and the lines that are reading current are referred to as bitlines. The array

used 1% resistors of 1 kΩ to 10MΩ and 5% resistors of 15MΩ; its nominal design is

shown in Fig. 3.11, Left. The proportional errors in both sets of measurements were

then calculated with the following equation: |(Rmeas −Ractual)/Ractual|.

Even small differences in voltage between bitlines can cause non-trivial sneak currents to

flow between them if both lines have a low resistance connection to an inactive wordline.

The channel-to-channel voltage discrepancy is typically only 500 µV, but if the ratio

between the smallest device on a bitline and the device being read is comparable to the

ratio between the read voltage and the mismatch voltage then accuracy will suffer. Our

test used a read voltage of 5V, which gives a ratio of 10000. In a configuration where

the devices on a bitline are largely of the same value (Fig. 3.11, Centre) the performance

is excellent, with 802 of 1024 resistors measured with less than 5% error. Reading from

the other direction (Fig. 3.11, Right), the ratio between the largest and smallest devices

on most bitlines is 15000. In this configuration, only 171 of 1024 resistors were measured

with less than 5% error and 758 measured with less than 100% error.

For this experiment, the DACs on instrument were manually trimmed to minimise

channel-to-channel offset, but the offset was measured with the uncalibrated onboard

ADCs. The ADCs have a maximum rated zero-scale error of ±700 µV (typ. ±160 µV).

As such, the channel to channel offset voltage may be higher than expected. Software

control of ADC and DAC calibration should be able to mitigate this issue. Since the

resolution of a voltage read operation is greater than the DAC resolution, it may be

possible to measure the channel to channel offset and use deconvolution to obtain more

accurate values, but this is beyond the scope of this project. The predecessor to this

instrument exhibited superior array read accuracy, although it should be noted that the

array used in that test had far fewer high resistance devices and no devices above 1MΩ.

The difference is most likely due to it using a single biasing circuit for all unused word-

lines and bitlines. This results in smaller line-to-line offset, with only the offset voltage

of a single op-amp ∆V between the active and inactive lines. While the array read per-

formance of the instrument developed here is not spectacular, it compensates for this by

having much lower access resistance and superior current measurement precision. The

array read performance is expected to improve as the software improves.

3.6.3 Pulse Performance

In contrast to the array read operation, the pulse generators performed well, producing

well defined pulses of specified length and amplitude (Fig. 3.12). These traces were

capture using a high speed oscilloscope with a 6GHz, 1MΩ active probe. The pulse
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Figure 3.12: Oscilloscope captures of a variety of pulses produced with the high speed
pulse generator. Top left: +VE pulses starting at 0V. Top right: -VE pulses starting at
−0.5V. Bottom left: +VE pulses symmetrical around 0V. Bottom right: Continuous

pulses starting at 3V.

generators were otherwise unloaded. The pulses are produced by driving the either the

PMOS or the NMOS in the push-pull pair, with 10 ns dead time during transitions in

which both FETs are off. This dead time produces a notable step, just before and after

a transition. This appears to be due to capacitive coupling between the output of the

driver and the gates of the FETs. To account for the wide range of values the pulse

circuit can be set to, the ICs driving the gate of the FETs have a very wide output

swing. There is also significant overshoot of around 50%, although this is obscured

by the aforementioned step in the case of small transitions. There is an RC snubber

circuit in the design to mitigate this overshoot, but the capacitor in the snubber must be

significantly smaller then the decoupling capacitors connected to the DAC outputs, else

the charge required to fill the snubber would deplete the decoupling capacitors. This

would cause much greater errors in the voltage level after a transition than the ∼ 5%

seen here.

3.6.4 Device Characterisation

To expand upon the demonstration of the instruments capability, the ArC TWO was

used to perform IV sweeps of a number of simple devices; a 10MΩ resistor, a 1N4148

diode[85], and a 2N7000 MOSFET[86] (Fig. 3.13). For the resistor, the devices was

connected between two channel; one biased to a test voltage and the other biased at 0V

and used to measure current. The measured current-voltage relationship was plotted

and found to be entirely unremarkable. The diode was measured in a similar manner,

although the data above 1V in forward bias was discarded as the current through the

diode exceeded the rated current of the TIA. In such a saturated sate, the TIA can no

longer provide enough current to bring the connected terminal to the specified voltage,
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Figure 3.13: IV characteristics of a small selection of components. Top left: IV
sweep of a 10MΩ resistor. Top right: IV sweep of a 1N4148 diode, from −2V to
0.75V. Bottom left and right: Gate terminal drain terminal sweeps of a 2N7000 nFET.

invalidating the data. Despite this, the measured behaviour is very nearly ideal for a

typical PN junction. Between 0 − 1V the relationship is almost perfectly exponential

(presenting as linear on the logarithmic scale used here). In reverse bias the reverse

leakage current is readily apparent, despite only being a few nA. The MOSFET has

three terminals, rather than the two of the other devices so two IV sweeps were made;

one of the drain current as a function of gate voltage, and one of the drain current as

a function of drain voltage. As with the diode, the measurements of the MOSFET are

similarly excellent. The measurements are noticeably noisier than those of the diode,

but as the noise occurs as current levels similar to those measured in the diode test this

suggests that the 2N7000 is a noisier device than the 1N4148, rather than an issue with

the instrument.

3.6.5 Mixed Signal Testing

Figure 3.14: Results from an automated test of an AD558J DAC (Left) in 2.56V
range. Centre shows the output from code 0 to code 255. Right shows the normalised

differential non-linearity.

While quite capable of DC characterisation of devices, the intended role of the instru-

ment includes more complex tests of ICs with digital and analogue functionality. To
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demonstrate this capability, the ArC TWO was used to measure the nonlinearity of an

AD558J DAC (Fig. 3.14). The digital IO pins were used to command a DAC output at

each code, which was then measured with an analogue channel. The result was plotted,

showing the expected linearity of reputably sourced parts. A more detailed analysis of

the linearity shows the error not visible in the initial plot, with higher errors from more

significant bits of the DAC code.

3.7 Conclusion

The instrument fulfils the requirements laid out at the start of this chapter, demonstrat-

ing the operation of its SMU channels in a variety of tasks. It compares favourably with

its predecessor (Tab. 3.1), exhibiting the flexibility necessary to support future research.

ArC ONE[80] ArC TWO[14]

Parallel read N Y

Parallel write N Y

Channel count 32R+32W 64R/W+64D

Min. chan. current ±1 nA ±100 pA
Max. chan. current ±5mA ±12mA

Current sample rate 50− 1000Hz 833Hz

Voltage resolution 3/24mV 78 µV
Voltage sample rate 200 kHz 100 kHz

Min. pulse width 90 ns 40 ns

Pulse volt. range ±12V ±13.5V
Power 4.5W 20W

Table 3.1: Comparison between this instrument and its predecessor.



Chapter 4

Template matching using RRAM

configurable circuits

4.1 Introduction

The last chapter covered the development of the ArC TWO, describing its design and

characterising the performance of the final instrument. This chapter will discuss the

operating theory behind the hardware implementation of template matching considered

in this project, along with three designs for RRAM adjustable window comparators.

The first design is largely a previous work[12], included both as a point of reference and

as the work from which the two other designs were developed.

Section 4.2 discusses the methodology of template matching. Sections 4.3, 4.4, and 4.5

discuss the three designs considered in this chapter. Each section contains a diagram of

the circuit in question and presents SPICE simulations of the expected operations. As a

PCB model of the previous work was suitable for tests of the circuit in section 4.3, that

section also includes measurements collected with the ArC TWO. Section 4.6 compares

the presented designs, and discusses the selection of a design for further development.

4.2 Template Matching

The approach to spike classification considered in this project begins with the detection

of an event. Once an event is detected, an array of sample and hold circuits are used to

capture the amplitude of the waveform at regular intervals. These held samples are then

tested against an array of window comparators to determine if the waveform falls within

a the expected range for a known template, as shown in Figure 4.1. If enough cells in a

template report hits, the detected event can be considered to match the template, and

the origin of the neural spike identified. This method uses a large number of window

27
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Figure 4.1: An example of template matching with window comparators. This di-
agram shows three samples captured from a waveform being tested against four tem-

plates.

comparators; with tens of samples per template and tens of templates per channel, the

comparators will make up the majority of the power consumption and footprint of an

integrated design.

Discuss template matching and existing window comparators

4.3 Inverter TXL

The first comparator design builds upon a past work on analogue reconfigurable logic

gates[12]. These circuits source current when the input signal falls within a small win-

dow. By accumulating the charge from multiple circuits in a capacitor, the number of

samples from an input that match a template can be assessed. These template pixel

(TXL) cells can be tuned by changing the resistance of memristors in the cell.

The TXL cell is formed from a pair of CMOS inverters and a MOSFET current mirror

(Fig. 4.2). The M1 and M2 memristors cause source degeneration in the transistors of

the first inverter, altering the threshold of the logic gate as a logarithmic function of the

ratio between M1 and M2. The bias current of the second inverter rises as the as the

input voltage rises to the crossover point and falls again past that point. This produces

a peak in the bias current that can be positioned by setting the memristors in the

first inverter stage. To limit the maximum current and produce a window of consistent

amplitude, a resistor is added in between the transistors of the second inverter. This

current limits the inverter and caps the peak bias current, producing a window with

controllable position.
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Figure 4.2: Circuit diagram of a TXL cell.

Figure 4.3: Simulated and real behaviour of the TXL cell, showing the output current
at several settings of the top (M1) and bottom (M2) memristors. Left: simulated

behaviour. Right: data collected from tests on a PCB model.

While this approach shows promise, the selectivity of the circuit is best when the window

is set to a voltage near that of the supplies. The window is formed from the overlap

of the transfer characteristics of the input MOSFETs. To achieve a window near the

middle of the supply range, the source degeneration on both FETs must be significant.

The combined increase in source degeneration causes the gain of the first stage inverter

to drop dramatically, causing the output of the first stage to pass through the crossover

point of the second stage more slowly. Thus, setting the window near the middle of the

supply range significantly degrades the selectivity (Fig. 4.3), with both a wider window

and less well defined window thresholds. This is not necessarily a significant issue, as

the signal can be conditioned in the pre-amplifier stage to fall inside a window set near

the supplies. Because the window of this design is always centred on the crossover point

of the input inverter, the supply current will be high across the entire window, wasting

considerable current.
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Figure 4.4: Circuit diagram of the Split TXL design.

4.4 Split TXL

To separate control of the high and low thresholds, the input inverter can be Split into

two inverters (Fig. 4.4), with one memristor on each gate replaced with a static resistor

to allow for resistance ratios above and below 1. This allows each gate to produce a

step function with a controllable threshold. The outputs of the two inverters control the

gates of a PMOS and an NMOS, allowing current to be sourced at the output inside a

window (Fig. 4.5).

Figure 4.5: Simulated input output relationship of the Split TXL design. R1 and R2
are fixed at 1MΩ while one of the memristors is swept from 100 kΩ to 10MΩ. Left:

sweep of M1. Right: sweep of M2.

This approach allows for much greater control of the window width than the inverter

TXL design, without compromising the control of the position of the window or the

transistor count. The drawbacks are that the design calls for high value resistors and

that the controlability of the thresholds is not the same for the high and low thresholds

due to NMOS source degeneration at the output. The inverter controlled by M1 feeds

into the gate of the output PMOS. With the PMOS against the positive supply it

acts as a switch, resulting in a relatively decisive lower threshold. The M2 controlled

inverter feeds into the gate of the output NMOS, which in this configuration acts as

a source follower. As such, it passes the transfer characteristics of the skewed inverter
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almost transparently to the ouptut. While the inverter is current limited, it is not

entirely current starved, so the upper threshold has significant regions either side of the

switching point where the window is not as clearly defined. The resulting asymmetry is

not a critical issue, but the large footprint of integrated 1MΩ resistors is a much greater

hurdle. It may be possible to replace the resistors with other devices that achieve higher

resistances in a given area than polysilicon, but this has yet to be explored. In most

configurations of this design, the inverters will be at their crossover points at different

input values, so there should only be a small range of input values where both inverters

pass significant current. However since the high current consumption is centred on the

thresholds of the window, it may be possible to limit the input ranges that can cause

high current by reducing the value of all resistors and memristors and reducing the time

that the cell is powered.

4.5 Capacitive Subtractor TXL

Figure 4.6: Circuit diagram of the capacitive subtractor design.

Instead of using a PMOS and an NMOS to compare the outputs of the inverters, a

capacitor can be placed between the outputs (Fig. 4.6). When the input is within

the window, the outputs take different values, storing a charge in the capacitor. The

inverters can then be shut down and the capacitor grounded to test the voltage across

it. The easiest way to implement this might be to park the input at the positive supply,

and add a second gate to the M2 adjacent transistor to prevent it from conducting while

reading.

This gives an input output relationship (Fig. 4.7) that is entirely symmetrical and just

as controllable as with the Split TXL, however the output is now a voltage rather than a

current. This makes it more difficult to assess an entire array of cells at once, requiring

an extra transistor to turn the output back into a current, negating the lower transistor

count of this design. In addition to this, the direct conversion of the inverter behaviour

to an output causes similar issues to those seen in the upper threshold of the Split TXL,
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Figure 4.7: Simulated input output relationship of the capacitive subtractor design.
R1 and R2 are fixed at 1MΩ while one of the memristors is swept from 100 kΩ to

10MΩ. Left: sweep of M1. Right: sweep of M2.

only now on both thresholds. The capacitor in this topology needs to be larger than the

typical gate capacitance, so the energy it stores should be the determining factor in the

power consumption. Larger capacitors will give more accurate readings and will easier

to design for, but will reduce speed and increase energy used per comparison.

4.6 Conclusions

TXL Split TXL Capacitive TXL

Control Position Thresholds Thresholds

Transistors 6 6 5

Memristors 2 2 2

Resistors 1 2 2

Capacitors 0 0 1

Hit energy High Medium Medium

Miss energy Low Low Low

Table 4.1: Comparison of the TXL designs described in this chapter.

To compare the designs discussed in this chapter, relevant performance characteristics

such as energy consumption and area should be considered (Tab. 4.1). While the area of

silicon substrate used by each design is impossible to calculate at this stage, the number

of devices used in each design can be used to estimate the relative are of each design.

The energy of operation is also impossible to calculate, but can be estimated based on

the number of DC paths in any given situation. The original TXL uses 6 transistors,

two memristors, and a static resistor. It has three DC paths: the input skewed inverter,

the current limited inverter, and the output path. Because both the input inverter and

the current limited inverter are at their crossing points during a hit the current during a

hit is exaggerated. The Split TXL uses the same number of transistors and memristors

as the original TXL, but uses an extra static resistor. While this gives it a slightly

larger footprint than the original TXL, the difference in the design provides separate

control of the thresholds of the window. There are also three DC paths in this design:

two input inverters and the output path. As neither of the input inverters are at their
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crossing points during a hit, the current used is significantly lower than that of the

original TXL. The capacitive subtractor has one fewer transistor than the Split TXL,

but adds a capacitor. This has little impact on the footprint as capacitors are usually

implemented on metal layers above the transistors and can overlap with other devices.

Compared to the Split TXL, the capacitive design has no output current path, but the

capacitor must be charged/discharged so the current used is similar. The capacitive

subtractor has several obvious advantages over the other TXLs. Its independent control

of thresholds is an improvement over the original TXL and its internal capacitor allows

the assessment of the output to conducted at a significant amount of time after the

input. This could allow a design with capacitive TXLs to omit a conventional sample

and hold circuit. While this design is of interest, the low capacitance required to make

this design fast will result in the output being suppressed by the input capacitance of

the instrument being used to measure it, so integrated versions of this topology cannot

realistically be tested with available equipment. Recording the output voltage of each

inverter in a Split TXL cell should allow for the behaviour of this system to be predicted

from tests of the Split TXL design, so the Split TXL will be the preferred design going

forwards.
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Split TXL

5.1 Introduction

The last chapter explored the design of window comparators for use in template match-

ing systems. Several designs were considered, with a skewed inverter based design being

identified as the best candidate for further development. This chapter will discuss that

development, presenting measurements of PCB models of the design with both resistors

and memristive devices. It will then investigate the suitability of the design for integra-

tion, testing three variants of the circuit, estimating the power consumption. An array

of TXL will then be used to demonstrate a simple template matching task.

Section 5.2 outlines the objectives of this design work and section 5.3 describes the

circuit under test. Sections 5.4.1 and 5.4.2 present the results of tests on resistor array

and memristor controlled PCB implementations of the circuit. Section 5.5.1 discusses

the reworking of the design for integration and section 5.5.2 compares the results of

this integrated simulation with the physical models. Sections 5.5.3 and 5.5.4 present

simulations of the test energy and process variation. Section 5.6 presents the operation

of the array of resistor controlled TXLs in a simple template matching task. Section 5.7

will the discuss the suitability of the design in its intended role.

5.2 Objective

The goal of this development is to design and demonstrate a low energy window com-

parator suitable for use within integrated template matching systems, such as might be

found in a neural spike sorting system. Unlike a conventional comparator which responds

to an input above a threshold, a window comparator responds to an input between two

thresholds. For this comparator to be useful in a template matching application it will

need to be tunable, so that an array can be tuned to recognise a specific shape of spike.
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This can be done in two ways: controlling the position and width of the window, or

controlling the thresholds. The previous work [12] used the former method and ran into

difficulties with the transition between hit and miss with wider windows, so this design

will pursue independent threshold control. It also used two tuning elements to control a

single parameter, with would require two sets of writing infrastructure for each parame-

ter. This design should reduce that to one tuning element per threshold. This method of

control should make the control of a template easier, since a hypothetical future control

system can set the input at a target level and then adjust a single element until the

output changes. For integration with a sample/hold circuit and other related analogue

front-end circuits, this comparator will need to have the maximum possible input range.

It will also need to be implementable in a similar technology node to existing analogue

and digital circuits and not consume excessive amoounts of energy.

5.3 Design

Figure 5.1: A diagram of the split TXL circuit.

An inverter (Fig. 5.1) is a simple logic gate that pits the current of a PMOS and an

NMOS against each other. When the input voltage is high, the current flowing into the

midpoint through the NMOS exceeds the current flowing out through the PMOS, and

the loss of charge causes the voltage to drop. When the input voltage is low, the PMOS

current is greater and the midpoint voltage rises. Even a small imbalance between the

currents will cause the midpoint to swing to the supply rails, so the transition between

these state is usually very abrupt. In most designs, this threshold is set roughly halfway

between the supplies, as this provides good noise immunity for digital designs. To achieve

this, the transconductance of the PMOS and NMOS are adjusted (by altering MOSFET

width/length) to match, ensuring that the FETs have the same current at the same

gate-source voltage. In this application the threshold needs to be adjustable, which

requires that the transconductance of at least one of the FETs be controllable. This

cannot be done by altering the W/L ratio of the FETs in the field for obvious reasons,

and converting the FETs into switchable transistor arrays would require vast area to
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implement, so an adjustable single element must be added. An alternative might be to

replace the FETs with flash memory cells instead, with the trapped charge adjusting the

effective gate-source voltage, although this requires large floating gate transistors and

their high voltage writing circuits. The difficulty in writing multiple states would also

limit adjustment to a dozen or so possible states, which is insufficient for an application

that might require narrow match windows. Instead, the transconductance of the FETs

can be adjusted through source degeneration, where resistive elements are added between

the source terminals of each FET and their respective supply rails. As the current

through a FET rises, the voltage drop across the resistive element reduce the effective

gate-source voltage, providing negative feedback and a lower effective gain. The reduced

gain alters the input voltage at which the PMOS and NMOS match current, an therefore

the threshold.

Figure 5.2: A diagram of the split TXL circuit.

The window comparator circuit considered (Fig. 5.2) uses a pair of skewed inverters with

differing thresholds and uses an XOR mode transmission gate to compare their outputs.

As the threshold of each inverter is dependent on the ratio between the top and bottom

degeneration resistors and not the total resistance of the branch, the threshold can be

controlled by altering the state of only one of them. As such, this design uses a single

adjustable RRAM device to control each threshold, with the opposing degeneration being

provided by a static balancing resistor. When the input is above the threshold of the

M1 branch inverter and below the threshold of the M2 branch inverter, both the PMOS

and NMOS of the output stage pass current, producing an output signal. While this

configuration permits the independent control of each threshold with a single resistive

device, the dynamic range required is much higher than in the previous designs. This is

because the adjustable element must go both above and below the balancing resistor by

a factor of 10 to achieve a reasonable range of threshold values. As DC paths remain in

this design, the energy per test may not be as low as alternative designs with adiabatic

operation, but should offer improved controlability.
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5.4 Model

Existing models of memristive devices are limited in scope and detail, so simulations of

a TXL circuit are somewhat difficult. Analysis of this circuit must therefore be done

with a physical model. In theory, the state of the memristors used should only matter

at two points: the current at which the inverter switches, and at zero current. With the

low supply voltage and the series resistance, the current through the memristor should

never be sufficient to significantly alter its state. Because of this, models of TXL using

linear resistors should be a reasonable approximation of the intended circuit, but this

assumption must be tested. To this end, two ArC TWO daughterboards were made with

arrays of discreet component TXL circuits. The discreet component implementations of

this circuit use the SSM6L36TU,LF[87], along with 1MΩ balancing and output resis-

tors. The FETs used are small signal MOSFETs with threshold voltages comparable to

integrated FETs. The high value balancing resistor result in low supply current in the

skewed inverters, allowing the inverters to switch a little closer to the supplies, reduc-

ing the required headroom. For the adjustable element, the resistor model (Fig. 5.3)

used a multiplexer switched array of 16 resistors, geometrically spaced between 100 kΩ

and 10MΩ. The memristor model (Fig. 5.6) used a PLCC68 package of 30 × 30 µm
monolayer titanium oxide memristors.

5.4.1 Resistor Model

Figure 5.3: A photograph of the resistor version of the PCB model of the TXL.

The tests on both models was conducted with the ArC TWO. In the resistor model, the

TXL circuit was supplied at 1.8V and the input swept from 0V to the supply voltage.

The current was measured at every DAC increment, for a total of 5898 samples.

To asses how the window responded to changes in the control devices, the current output

is denoised with a 50 sample moving average filter and the differential calculated. The

window width is calculated as the difference in input voltage between the minimum

and maximum of the derivative (Fig. 5.4). This method was chosen as it provides a

meaningful result in circumstances where the window peak is not constant, where a



Chapter 5 Split TXL 39

Figure 5.4: A diagram of the method used to determine window width. In this case
the window width is calculated as 1.1V.

more common method such as full width at half maximum (FWHM) might not. The

differential method typically gives a slightly more pessimistic valuation of the circuit

performance than FWHM.

Figure 5.5: Top Left: A graph of the IV characteristics of the PCB model of the TXL
circuit, sweeping M1 between 10MΩ and 100 kΩ. Top right: A graph of an identical
sweep of M2. Bottom right: A graph of the width of the window as a function of
resistor state. Bottom left: A graph of the maximum window width as a function of

the supply voltage.

As can be seen in Figure 5.5, the physical model of the TXL gives comparable character-

istics to the preliminary simulations seen in Figure 4.5. The operation of the MOSFETs

in a low current regime reduces their effective gain, so the model is somewhat less sharp

in its output transitions, but the required headroom is smaller. The upper threshold

was measured to be almost linear with the logarithm of the control resistor. The lower

threshold displayed significant nonlinearity, with a pronounced s-curve. Additionally,

the maximum window width was calculated for a range of supply voltages. This was
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found to be linear, implying that the headroom required is a function of the threshold

value of the MOSFETs used, regardless of the operating current.

5.4.2 Memristor Model

Figure 5.6: A photograph of the memristor version of the PCB model of the TXL.

For the memristor tests, the devices were set to a new state with 100 − 500 µs pulses

and then read at 250mV, before performing a sweep of the input voltage in 1mV steps,

reading the current at each step for a total of 1801 samples per trace. For the purposes of

calculating the threshold position, the current output curve was denoised with the same

50 sample moving average filter. In this case, the same 50 samples represents a larger

portion of the trace, but this was required as some of the tests produced exceptionally

noisy results. The memristor version of this experiment proved much more challenging to

run. The monolayer titanium oxide memristors used in this test are an early memristor

technology and come with many of the expected teething issues, presenting difficulty

setting new resistive states and holding existing ones. During writing, the state of the

devices would relax back towards the previous state and in some tests, the state of the

control device would fluctuate. In the sweep of M1, some tests saw the memristor taking

random values within a small range, as can be seen in the top right of Figure 5.7. In the

sweep of M2, a test at high resistive state saw the control device switching between two

distinct values, as can be seen in the outermost trace of the top left of Figure 5.7. This

may be indicative of the formation (and disruption) of conductive filaments within the

titanium oxide layer, as this is one of the hypothesised mechanisms of the memristive

behaviour of these devices[88]. Attempts were made to run tests using bilayer titanium

oxide memristors, but the devices used could not be reliably set to resistive states above

500 kΩ, which rendered them useless for the bias conditions of this model.

Due to the difficulties holding a device at a specific state, instead of assessing the win-

dow width, the position of each threshold was calculated. While this is less useful in

characterising the circuit, it prevents issues with setting one threshold from affecting

the assessment of the other. Despite this, the tests on the bottom threshold showed a

similar s-curve shape to the resistor model. The shape of the window produce is also



Chapter 5 Split TXL 41

Figure 5.7: Top left: A graph of the IV characteristics of the memristor model,
sweeping M1 from 8MΩ to 30 kΩ, with M2 at 6-8MΩ. Top right: A graph of a similar
sweep of M2 from 200 kΩ to 8.6MΩ, with M1 at 5.6-6.5MΩ. Bottom left: A scatter
plot of the window width as a function of the memristor state. Note that the X axis
is reversed compared to the bottom right figure. Bottom right: A scatter plot of the

window width as a function of memristor state.

very similar to the shape obtained in the resistor model. The upper threshold was not

so well behaved, showing significant loss in the sharpness of the transition. Further,

there was a loss of monotonicity at high resistive states, although this may be due to

changes in the state of the M2 device between the measurement taken at the start of

each test and the state it took during the test. Despite the irregularities, the traces pro-

duce in the tests of the memristor model are clearly of comparable shape and range of

position to the results of the resistor model. From this, it can be concluded that resistor

models of the circuit can be assumed a reasonable model of the circuit for the further

experiments assessing characteristics not explicitly related to the threshold shape, such

as power consumption and footprint area.

5.5 Integrated Simulation

5.5.1 Design

While useful for assessing the input-output relationship with novel devices, the discreet

component model is somewhat limited. To estimate the power consumed by the circuit,

an integrated circuit model of the design was produced in Cadence Virtuoso using the

TSMC180BCD product development kit. This technology node uses planar MOSFETs,

for either 1.8V or 5V. As integrated design provides much greater control of the specifics

of the transistors used, three versions of the circuit were designed, with different sizes
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for the transistor used in the two inverters (Tab. 5.1): one with minimum size input

transistors, one with wide input transistors, and one with minimum size native NMOS

and conventional PMOS input transistors. In all cases the two transistors on the output

branch were minimum size. All transistors are 1.8V devices. While it may be possible to

replace the balancing resistors with static memristors, the assumption is that polysilicon

resistors will be used. This constraint makes the 1MΩ balancing resistors of the PCB

model wildly impractical, due to the area required. The simulations shown here were

conducted with 10 kΩ balancing resistors and adjustment resistors of 1 kΩ to 100 kΩ.

While this strips the circuit of a significant portion of its range, it allows for the recov-

ery of much of the sharpness that is now expected to be lost when implemented with

memristors. It should be noted that a reduced range is not necessarily a problem, as the

circuits before the TXL in the signal chain can be designed to output in the operating

range of the TXL, and may even have their own headroom requirements that make a

wider window unnecessary.

Minimum Wide Native

NMOS Width 220 nm 1 µm 420 nm

NMOS Length 180 nm 180 nm 500 nm

PMOS Width 220 nm 1 µm 220 nm

PMOS Length 180 nm 180 nm 180 nm

Table 5.1: Chart of transistor sizes in the three designs that were simulated.

5.5.2 Assessment

To assess the window width, static DC simulations of the circuits were run. The circuits

were supplied at 1.8V and the inputs swept from 0V to the supply voltage, measuring

the current measured at the output. This was repeated for geometrically spaced values

of 1 kΩ to 100 kΩ for the adjustable element. In all cases the output was connected to

a 100 kΩ dummy load. The window widths were calculated using the same differential

method mentioned earlier.

In the circuit with minimum size input transistors, the window width was drastically

reduced. Further to this, the range of values for the lower thresholds was roughly half the

maximum window width (Fig. 5.8↖). While the transitions were sharper, this reduced

range represents a catastrophic loss of functionality, as a narrow window can only be

set in a 100mV range. The wide input stage circuit performed much better, losing

less maximum window width and retaining most of the threshold sweep of the PCB

model (Fig. 5.8↑). The sharpness of the transitions was also superior to the minimum

width circuit, due to the higher gain of the input FETs. The native input stage circuit

displayed a wider maximum window width than even the wide circuit, although the

minimum size PMOS left it with a lower threshold range comparable to the minimum

circuit (Fig. 5.8↗). The sharpness of transitions in the native circuit were noticeably

worse. As one might expect from the lower threshold voltages of native devices, the
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Figure 5.8: Top left: A graph of the IV characteristics of the minimum circuit,
sweeping M1 from 1 kΩ to 100 kΩ. Top centre: A graph of an identical sweep of M1
with the wide circuit. Top right: A graph of an identical sweep of M1 with the native
circuit. Bottom: A graph of the window width of all three circuits as a function of M1.

window of the native circuit was much loser to 0V than the others, which were almost

centred in the supply range. In all circuits, plotting the window width as a function of

the logarithm of M1 showed less nonlinearity than lower threshold of the PCB model.

Figure 5.9: Top left: A graph of the IV characteristics of the minimum circuit,
sweeping M2 from 1 kΩ to 100 kΩ. Top centre: A graph of an identical sweep of M2
with the wide circuit. Top right: A graph of an identical sweep of M2 with the native
circuit. Bottom: A graph of the window width of all three circuits as a function of M2.

The differences in the behaviour of the top threshold between the three circuits was less

pronounced. All three were able to bring the top threshold to within 100mV of the

bottom threshold. The only significant differences were the inability of the minimum
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circuit to reach the maximum window widths of the other two, and the less defined

transitions of the native circuit (Fig. 5.9).

5.5.3 Energy

Figure 5.10: A graph of the test energy of a single simulated TXL cell, as a function
of input voltage.

To estimate the energy required to test a single sample, a second gate was added to each

of the output transistors as an output enable control, and a transient analysis simulation

was run. In this test, the circuit began with the supply energised, the output disabled,

and the input parked at either supply or ground. The minimum and wide circuits were

parked ant ground and the native circuit parked at supply. The input was brought to

the test value and held there for 2.35 ns to settle. The enable signal was then pulsed for

450 ps. 200 ps after the enable pulse ends, the input is returned to its parked state. The

energy was calculated by integrating the sum of the instantaneous power at the input,

the enable input, and the supply (Fig. 5.10). As might be expected for an analysis that

includes the output current, the test energy of a hit was the peak energy in all cases.

Curiously, the miss energy on the opposite side of the window to the parked state was

substantially higher than the miss energy on the same side of the window. This is likely

because the act of bringing the input signal to the test voltage and back causes the input

to pass through both input inverter’s crossover points. This would cause a small surge

of current each time, resulting in the observed plateau.

Further simulations were run at relevant process corners. A corner is a set of environ-

mental or process conditions that might affect circuit performance. Each of the circuits

was simulated at four corner conditions: room temperature, body temperature, P/N-

MOS above specified gain (Fast/Fast), and P/NMOS below specified gain (Slow/Slow)

(Tab. 5.2←). A hit and a miss voltage were chosen for each circuit, to give estimates for

a typical use case. The variation with temperature was minimal, but the effect of process

variation was substantial, with a Fast/Fast hit dissipating almost twice the energy of

a Slow/Slow hit. The process variation also cause significant variation in the window

width, with with variation of as much as 20% (Tab. 5.2→). As the name suggests,



Chapter 5 Split TXL 45

Minimum Wide Native

Hit Voltage 900mV 900mV 600mV

25 ◦C 42.36 fJ 57.44 fJ 61.75 fJ

37 ◦C 42.92 fJ 58.30 fJ 62.41 fJ

Fast/Fast Corner 61.26 fJ 76.11 fJ 86.51 fJ

Slow/Slow Corner 29.34 fJ 44.48 fJ 44.55 fJ

Miss Voltage 1.3V 1.5V 1.2V

25 ◦C 18.75 fJ 39.43 fJ 12.54 fJ

37 ◦C 19.39 fJ 39.78 fJ 13.77 fJ

Fast/Fast Corner 27.40 fJ 40.88 fJ 27.88 fJ

Slow/Slow Corner 15.22 fJ 37.99 fJ 4.738 fJ

Maximum Window Width at Minimum Wide Native

25 ◦C 436mV 558mV 606mV

37 ◦C 441mV 568mV 610mV

Fast/Fast Corner 523mV 630mV 690mV

Slow/Slow Corner 341mV 482mV 511mV

Table 5.2: Left: A chart of test energies at typical hit/miss voltages for several process
corners. Note that the difference in hit/miss voltage between the circuit variants make
this data less useful for comparing the variants. It is more intended to show the response
of each circuit to process variation and temperature. Right: A chart of the maximum

window width at several process corners

a corner is the extreme edge of what one can expect out of the technology, but the

variation on display here is sufficient enough to warrant further investigation.

5.5.4 Process Variation

To obtain a clearer picture of the impact of process variation, a Monte Carlo analysis

was conducted. This approach uses a large number of simulations with randomised

process variation to provide a statistical model of the expected impact. In this test,

the characteristic being monitored is the maximum window width, calculated using the

same differential method used earlier. 250 simulations were run for each circuit.

Minimum Wide Native

µ 436mV 559mV 606mV

σ 29.9mV 23.6mV 33.0mV

Figure 5.11: Top: A histogram plot and fit of a 250 point Monte Carlo simulation
of the maximum window width. Bottom: A table of the fit parameters, assuming a

normal distribution.

The resulting histograms of window width show a significant level of variation in the

minimum and native circuits (Fig. 5.11). If an error in fabrication causes a gate element

to be 20 nm narrower than intended, the proportional error will be much larger on a

minimum size FET than a wider one, so greater variance on the minimum size circuit is

to be expected. Why the native circuit has slightly greater variance is not entirely clear,
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as the larger minimum size of the native FETs should result in marginally less variance,

but the low doping level of the native devices likely makes them more vulnerable to

fabrication errors there. The wide circuit showed the least variance, both in absolute

terms and in proportion of average maximum window width.

5.6 TXL Template

To demonstrate the use of the circuit discussed in this chapter, the resistor array PCB

model (Fig. 5.3) was used to run tests of a simulated template matching system. A

set of four waveforms were extracted from a paper on neural analysis[89] and scaled

to an appropriate range for the TXL circuit. Then a script was used to pick samples

from them (Fig. 5.12), as if it were a sample hold circuit. Sixteen samples were taken

from each waveform at a frequency of 25 kHz, starting when the signal deviates from its

initial value by more than 100mV. Using the data collected in section 5.4.1, appropriate

resistor configurations were chosen to fit the window of each TXL to the corresponding

sample from the target waveform. The array of TXL cells fitted to a specific waveform

make a template, against which the sample spikes can be tested by biasing the TXL

inputs to the collected sample voltages and summing the current outputs. All four

spikes were tested against all four templates (Fig. 5.12).

Figure 5.12: Graphs of the sample neural spikes used in the array test, with the
samples collected marked in orange. Top left: Sample spike 1. Top right: Sample spike

2. Bottom left: Sample spike 3. Bottom right: Sample spike 4.

In all cases, the target waveform elicited greater current output than any other spike,

but the ratio between the match and the nearest mismatch was less than expected.

Further to this, the nearest mismatch on some templates came close to the match of

others, although the lowest current match was still greater than the highest current
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mismatch (Fig. 5.13). These behaviours are due to two factors; the large minimum

width of windows near the middle of the input range, and the sub-optimal sharpness of

the window of this particular implementation. The wide mid-range window allows for

waveforms with close sample voltages, such as in the latter third of spikes 1 and 3, to

achieve partial matches, reducing the margin of a successful match. The low sharpness

of the window transitions in this model causes the current output within the bounds of

the window to be noticeably lower when the upper threshold is set to a lower voltage

(Fig. 5.5). Because of this, the total current in templates for waveforms with many

low voltage samples is lower than in templates for waveforms with mostly mid or high

voltages. While these two effects do not seem to have much overlap in this example, it

is not difficult to imagine situations where such combined problems cripple the accuracy

of the system. The superior granularity of memristors and the sharper windows of an

integrated implementation will likely mitigate these issues, but if they persist measures

could be taken to reduce the impact. To help distinguish between similar spikes, the

number of samples taken from the recovery portion of the spike could be reduced by

increasing the sample rate or reducing the number of samples, restricting the template

to the more distinct section of the spike around the peak. To avoid the issue of some

templates producing lower match current, the template matching channel could have an

independent threshold for each of the templates in its design, isolating the low current

templates from the threshold requirements of the high current templates. It may also

be possible to adjust the weight of each TXL in a template by replacing the current

limiting output resistor with a memristor. This would allow cells with low expected

match current to be amplified and less relevant samples from the post-peak recovery

to be suppressed, although this may not be practical as writing to a device that is not

anchored on one end by a supply might prove challenging.

Figure 5.13: A graph of the test energy of a single simulated TXL cell, as a function
of input voltage.

A further model of this template matching channel was planned, with a PCB designed

and fabricated for a complete channel (Fig. 5.14). This circuit featured two seven sample

templates, along with supporting sample hold and trigger circuitry. The planned tests

included template matching of sample waveforms with memristors instead of resistor

arrays, and sorting of neural spike signals from live tissue samples. Unfortunately, the



48 Chapter 5 Split TXL

pandemic related disruption slowed the production and characterisation of the newer

memristor devices needed to run these test and they could not be completed in a timely

fashion.

Figure 5.14: A photograph of the TXL channel demonstrator.

5.7 Conclusion

For a hypothetical spike sorting array of three templates with twenty samples each,

operating at body temperature, the data obtained in the simulations can be used to

estimate the total power dissipation. If it can be assumed that a detected event causes

a full match on one template and a two-fifths match on the others, the typical energy

expended to classify an event is 3.05 nJ, giving a power consumption of 122 nW under

an average event frequency of 40Hz[20]. Pairing this array with a suitable sample and

hold circuit[90] gives a total power of 179 nW, assuming all 20 sample hold circuits are

shut down outside of a 2ms window around a detected event. A system of comparable

scale presented in 2019[9] claims to use roughly one third the power estimated here at

64 nW, although that work ignores the ADC power consumption and uses a far lower

energy CMOS technology node, allowing it to operate on a much lower voltage supply.

An appropriate 10-bit, 100 kHz sample rate ADC[91] for this ASIC consumes 1.3 µW and

can serve four ASIC channels, for 389 nW total power per sorting channel. This gives

a much more favourable comparison for the work covered in this chapter, at around

half the power of a comparable ASIC system. It should be noted though, that the

energy estimated here only considers the power consumption of the TXL array, and not

the peripheral systems such as event detection. Further, the timings proposed in the

simulations are somewhat optimistic. Driving the enable signals of more than one TXL at

those speeds may prove challenging, even with a faster technology than TSMC180BCD.

Despite this, the data collected here shows that this circuit has significant potential.

With the development of more controllable ReRAM devices, such as SnO2 or HfO2

based devices[70], an integrated pattern matching system is within reach.
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Future Directions and

Conclusions

6.1 Conclusions

This thesis has presented the development of an instrumentation platform and then

shown the testing of a new memristor tuned window comparator topology. The devel-

oped instrument has been characterised and shown to be capable of the required tasks.

This thesis has discussed topologies for a circuit that fulfils the requirements, and then

conducted a detailed analysis of the selected design, showing performance with physical

memristive devices and estimating power dissipation.

The intended application of the subject of this thesis necessarily invites comparison to

two similar projects: a CMOS ASIC for sorting digitised spike signals by D. Valencia

et al. [9] , and a window comparator for use in analogue content addressable memory

(CAM) by Can Li et al. [34].

Compared to the ASIC, this work operates at favourable power consumption, with

around half the power for a channel of similar scale. This improvement arises from

the lack of need for an ADC or other analogue circuitry between the amplified signals

and sorting system. The potential improvement on an already high performance system

offers greater access to neural signals in future neurological research.

The comparison to the content addressable memory is much less favourable, with around

one hundred times the test energy per cell in the work presented in this thesis. The

content addressable memory cell manages this by using a match line, which stores a

small amount of energy in its capacitance. If any of the cells on a match line detect a

miss, they deplete the match line. This topology has few DC current paths and handles

only the energy required to charge the match line, allowing for impressively low power

figures. The downside to this approach is that any cell detecting a miss depletes the
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match line entirely, there can be no partial matches. For an application as prone to

subject matter irregularity and noise as neurological medicine this constraint will likely

limit the maximum accuracy of such a system. In addition to this, the CAM cell used as

comparison requires much greater changes in memristor value to achieve its full threshold

swing, around five times the proportional changed used in this work. This work also

achieves far sharper thresholds than the CAM cell, so while it will likely never reach the

same energy performance it remains a relevant development.

To conclude, the circuit developed in this project shows potential for further research,

with existing material for expanding the scope to tests with in vitro neural tissue samples.

6.2 Future Directions

6.2.1 TXL

The results obtained in this project show the potential for further development of the

Split TXL. Tools for continuing this research were developed during this project, but

tests with them could not be completed due to poor ReRAM availability. An initial and

obvious direction to pursue would be the completion of these tests. Alternative memris-

tor and transistor technologies might enable the lower supply voltages required to give

this circuit a decisive advantage over competing research. With a proper demonstrator

channel, an integrated implementation of the circuit could be pursued. Such a system

would have broad modularity, as it is largely input agnostic, requiring only an analogue

signal in the input range and an accompanying trigger signal. Because of this it could

remain relevant regardless of development in research of supporting systems, such as

neural amplifiers[11].

6.2.2 Further development of ArC TWO

The flexibility of the instrument developed for this project not only supports the future

development of the TXL, but also enables further research into ReRAM technology.

One of the fields of interest in the research group is the development of selector enabled

crossbar arrays, which allow for the operation of high density memory arrays without

the need to be concerned about the sneak path currents. New daughterboard adaptors

could be produced for any package requirement. Further, the daughterboards can be

fitted with circuits to augment the capabilities of the instrument. An example of this

might be a sub ns pulse generator which could be used in research pursuing lower energy

memory technologies.



Chapter 6 Future Directions and Conclusions 51

6.2.2.1 Pulse Generator

The response of memristors to writing pulses suggests that shorter, higher voltage pulses

may be able to write to the memristor with lower energy. Reducing the write energy by

using ps scale pulses could have significant benefits for the overall power consumption

and controllability of any memristor based system. A better pulsing scheme might have

alleviated some of the issues found with memristor operation in chapter 5. Testing of an

SRD switched Blumlein pulse generator found that the pulse generator did not perform

to expectations (Fig. 6.1). An alternative design based on a varactor loaded NLTL

is under consideration. Simulations of the NLTL pulse generator show promise, but

have yet to be conducted with models of real varactors. Once this has been done, a

PCB prototype will be produced and tested. There is presently little study of the write

behaviours of memristors with sub ns write pulses; experiments in this area could shed a

deeper light on the exact functioning of these devices, opening new avenues of research.

Figure 6.1: A photograph of the SRD-based pulse generator.





Appendix A

ArC Neuro Prototype

A.1 Overview

Figure A.1: A photograph of the prototype instrument, with mounted daughter-
board.

The initial planning of the parallel SMU instrument called for a pair of systems, a 64-

channel instrument for 32x32 crossbar arrays and a half scale 32-channel instrument

for 16x16 crossbar arrays. The first prototype of this project was built as a half scale

instrument (Fig. A.1). This prototype lacked the power management circuitry of later

versions, instead receiving ±15V directly from a benchtop supply. Two versions of the

high speed driver circuits were tested in this design, one based on comparators and

another based on gate drivers with level shifters, with each cluster of eight channels

featuring a mix of the two.
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A.2 Software

A.2.1



Appendix B

ArC Neuro Block 1

Figure B.1: Photograph of the block 1 ArC Neuro.

B.1 Overview

The first version of the 64-channel instrument (Fig. B.1) implemented a redesigned

channel cluster with four fifths the width. For this revised cluster, a new high speed

driver circuit was designed and tested (Fig. B.2). This driver circuit used the same gate

drivers as the driver circuit on the prototype, but with a better level shifter to translate

between the ground referenced FPGA and the −15V referenced gate drivers. A snubber

circuit was added to mitigate the ringing of this new circuit. To simplify the cluster,

the redesign uses only one type of analogue switch array, rather than two. The ADCs

selected for this design featured differential inputs suitable to the operating range of the

instrument, although 16-bit ADCs were used as the 18-bit version of the part was not

available at the time. The block one also implements the remaining planned peripheral

circuits that were missing from the prototype, adding arbitrary voltage supplies for the

DUT and a calibration reference on the current source circuit.
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Figure B.2: A photograph of the PCB design used to test the revised high speed
driver circuit.

B.2 Design Issues

Figure B.3: Left: A thermal photograph of the DC/DC modules at equilibrium tem-
perature, with heatsinks fitted. Right: A thermal photograph of the DC/DC modules

at equilibrium temperature, with both heatsinks and fan fitted.

The isolated DC/DC modules used to generate the ±16.5V supplies from the 18V

input proved unsuited to the application. Due to the unusually high quiescent power

consumption of the DC/DC module and the close placement of two such parts, the

modules exceeded their thermal ratings and shut down (Fig. B.3). This issue proved to

be surmountable; with the addition of heatsinks and a fan, the operating temperature

was brought down to an acceptable level (Fig. B.3). In addition to being excessively

hot, the supply circuitry was also very noisy (Fig. B.4). To complicate the matter

further, no alternative supply option was present in this design, and many tests were

run using a board with wires soldered onto exposed metal on the outputs of the DC/DC

modules. The thermal issues did not end with the system’s power supply; the op-amps

used to buffer the peripheral DAC had insufficient thermal conductivity, with the op-amp

supplying the arbitrary logic circuit reaching over 100 ◦C under normal operation.
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Figure B.4: Oscilloscope capture of the noise on the ±15V supplies.

In the block 1, there were four serial daisy-chains that control the TIA ranging and

channel function switches, one each for top side and bottom side on each half of the

board, with an additional serial daisy-chain for the high speed driver signal and ADC

grounding switches of each channel. While this allowed for very intuitive PCB layout, it

causes complications for the automatic TIA range selection operation. The next range

state needed to be determined for all channels on a given serial chain before the switches

on that chain can be updated. In addition to this, a common serial clock was used for

the ADCs and another for the DACs of each row. This mix of cluster, location, and

component type serial groups tied the functionality of the entire instrument into two

groups, crippling the intended parallel functionality of the instrument. Further frustrat-

ing efforts to get this working, the FPGA module used in the instrument produced a

wide range of undiagnosable bugs, with the FPGA failing to initialise when mounted and

circuits within the FPGA not behaving as specified. In some cases, identical copies of a

given block within the FPGA design would respond differently to commands and mea-

surements. The initialisation issues were resolved by powering the FPGA from the 5V

supply for the ADCs/DACs, but this did not resolve the other problems. These issues

would later be found to be a result of undocumented supply requirements of the FPGA

module. This version also displayed ringing in its 110 kΩ TIA range. One board was

modified with compensation capacitors in parallel with the 110 kΩ resistor to mitigate

this.
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ArC Neuro Block 2

Figure C.1: Photograph of the block 2 ArC Neuro with FPGA module and daugh-
terboard mounted.

C.1 Overview

For the block 2 version of the instrument (Fig. C.1), a new power supply circuit was

designed (Fig. C.2). This circuit replaced the isolated DC/DC modules with non iso-

lated modules; a SEPIC and a buck converter. Not only did these modules have higher

efficiencies at the intended operating power, but they also had better thermal conduc-

tivity, and were small enough to fit beneath an EMI shield. A set of solder terminals and

accompanying reverse protection circuitry was added to permit the use of alternative

supply options.
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Figure C.2: Photograph of the test PCB for the revised power supply circuitry,
including load banks. The lid of the EMI shield has been removed to show the circuitry

underneath.

As might be expected from such differences, the new supply configuration performed

significantly better; while the EMI shield precluded the use of forced convection, the

peak temperature was 25 ◦C lower than the previous version (Fig. C.3). The new peak

temperature was not quite as low as with the fan on the previous version, but dropping

the requirement for a noisy load on the supply was considered a worthwhile trade-off.

Figure C.3: Left: A thermal photograph of the DC/DC modules at equilibrium tem-
perature, with heatsinks fitted. Right: A thermal photograph of the revised power
supply circuitry at equilibrium temperature. The lid of the EMI shield has been re-

moved to allow for accurate thermography.

The removal of the fan, combined with the higher performance DC/DC modules and

EMI shield resulted in significantly less noise on the ±15V supplies. The revision of the

supply circuit reduced the peak-to-peak amplitude by almost two thirds, and reduced

the fundamental frequency from 1MHz to 25 kHz (Fig. C.4).
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Figure C.4: Left: An oscilloscope capture of the noise on the ±15V supplies of the
block 1. Right: An oscilloscope capture of the noise on the ±15V supplies of the block

2.

C.2 Design Issues

The serial structure of the block 2 was revised. In this version, all the switch ICs on a

cluster were moved to a single serial daisy-chain. This resulted in three serial busses for

each cluster; one for the ADC, one for the DAC, and one for all analogue switches in

the cluster. While this did not render each channel completely independent, achieving

greater granularity would require separate ADC and DAC ICs for each channel, which

would require prohibitively large PCB area. The common ADC serial clock of the

previous version was broken up and a dedicated clock signal provided for each ADC,

although the common clock for the DACs was retained.

Figure C.5: Oscilloscope capture of the startup curves of different FPGA supply
solutions.

To address the FPGA supply issues that had started to become apparent with the block

1, the block 2 implemented a dedicated 5V supply for the FPGA. As the supply issue was

not yet understood, this design choice served only to reintroduce the initialisation issues
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of the block 1. An in-depth investigation was carried out to determine the source of this

fault by process of elimination. It was found that the FPGA module was sensitive to

the rise time of the power suppl, with a rise time of over 40ms being required to reliably

initialise the FPGA (Fig. C.5). While the 5V analogue circuit supply does fulfil this

requirement, a linear regulator in the path caused a step from ground to 2V. While no

confirmed, this is likely due to latch-up of the FPGA due to improper sequencing of the

various supply circuits within the module, as the FPGA did not misbehave when not

mounted with capacitive loads on its GPIO pins. Further investigation into this fault

was considered, but determined to be outside the scope of this project. To bring a block

2 board to proper functionality, a fragment of PCB containing a DC/DC module that

happened to feature soft start capability was cut from a block 1 board and affixed to

a block 2 board (Fig. C.6). The modified board operated reliably, both in regards to

FPGA initialisation and behaviour of circuits within the FPGA configuration.

Figure C.6: A photograph of a block 2 board that has been modified with a DC/DC
module with soft start.

To resolve the absurdly high temperature of the arbitrary logic supply, the op-amp was

replaced with a linear regulator, which was set using a bank of analogue switches. This

supply proved ineffective, and was neither stable nor configurable, likely due to the effect

of the analogue switch parasitic characteristics on the closed-loop control of the linear

regulator.
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ArC Neuro Block 3

Figure D.1: A photograph of the block 3 ArC Neuro with FPGA module, daughter-
board, and power supply module mounted.

D.1 Overview

The block 3 represents the pre-production state of the instrument (Fig. D.1). It ad-

dresses the FPGA supply requirements identified in the block 2 by swapping the dedi-

cated supply circuit of the block 2 for a comparable one with soft start capability. As

the supply of DC/DC modules was unreliable at the time the block 3 was produced, the

majority of the supply circuitry was moved to a separate daughterboard to modularise

the supply (Fig. D.2). In addition to allowing for the rapid and independent redesign of

the DC/DC circuitry, it also allowed the auxiliary supply solder terminals to be replaced

with a full size set of 4mm plugs. To prevent user error from causing damage to the

instrument, reverse bias and UVLO/OVLO protection circuits were added to this daugh-

terboard. While some minor changes were made to the high speed driver level shifters

for the production model, no significant alterations were made for the production model.
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Figure D.2: A photograph showing a 4mm supply module on the left and an 18VDC

module on the right.
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ArC TWO Daughterboards

E.1 32NNA68

Figure E.1: A photograph of the 32NNA68 daughterboard.

The 32NNA68 is the default daughterboard for the ArC TWO (Fig. E.1). It has a

socket for the PLCC68 package used for selectorless crossbar array in the research group

and has a bank of electronically disconnectable header pins for use with external circuits

and instruments such as a probe station. A half scale version for use with the prototype

was made with the designation 16NNA68, but was never used.

E.2 32SLP48DIP

Figure E.2: A photograph of the 32SLP48DIP daughterboard.
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The 32SLP48DIP is an alternative to the 32NNA68 that mounts a DIP/ZIF socket

instead of the PLCC (Fig. E.2). It only connects to 48 of the analogue channels, but

permits the connection of the DUT supply circuits, along with the selectors and digital

IO channels. Selecting which function each pin of the ZIF socket is assigned is done by

placing a jumper on the associated connection header.

E.3 32BNC12/32SMA32

Figure E.3: Left: A photograph of the 32BNC12 daughterboard. Right: A photo-
graph of the 32SMA32 daughterboard.

At the request of another researcher, two variants of coaxial daughterboards were made

(Fig. E.3). These designs act as simple breakout boards for the analogue channels,

allowing connection to coaxial cable systems.

E.4 32NNA68VAR

Figure E.4: A photograph of the 32NNA68VAR daughterboard.

To address the needs of a researcher trying to bias DUTs from an external coaxial

source, a variant of the 32NNA68 daughterboard was design that adds a pair of 1 : 64

multiplexers on either side of the PLCC socket, which are operated through the digital

IO of the instrument (Fig. E.4). This daughterboard retains the functionality of the

32NNA68, although the input of the header disconnect switches is inverted, due to IC

supply issues related to the pandemic.
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E.5 TXL daughterboards

Three daughterboards were produced for the tests on the Split TXL circuit covered in

this thesis (Fig. E.5). More details can be found in chapter 5.

Figure E.5: Top Left: A photograph of the resistor version of the PCB model of the
TXL. Top Right: A photograph of the memristor version of the PCB model of the

TXL. Bottom: A photograph of the TXL channel demonstrator.
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ArC TWO Contributions

F.1 FPGA Configuration

Figure F.1: A diagram of the architecture of the ArC TWO control system.

The FPGA configuration used by the ArC TWO was designed by Jinqi Huang (Fig. F.1).

It operates by processing 256-bit instructions from a first-in first-out (FIFO) command

buffer. Each instruction corresponds with a low-level functionality (Tab. F.1), such as

commanding a reading or connecting a channel to ground. The instruction is processed

by a decoder that routes the data contained in the instruction to the appropriate serial-

parallel interface (SPI) block and associated state machine. The SPI blocks send the

requested information to the ICs on the board, effecting the instruction. Readings

generated by instructions are stored in the RAM of the FPGA module, and read back

at the request of the host computer. While this architecture provides great flexibility,

the passive nature of the its theory of operation somewhat limits the capability of the

instrument.

F.1.1 AMP PRP

During development, it was found that the TIA design was flawed. To reduce the

access resistance of the TIA, the switch that connects the TIA disconnects the feedback,

rather than the input. As such, when a channel is set to open circuit of pulse mode,

the TIA op-amp is open loop and immediately saturates. When closing the feedback
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loop to return to voltage bias or current read mode, the output voltage of the op-amp

takes time to recover, appearing on the channel as a transient. This transient can be

many microseconds long and reach voltages in excess of 12V, which is problematic for

the use of the instrument in the intended voltage sensitive applications. To mitigate

this, an instruction was added that steps backwards through the ranges of the TIA to

slow the response of the channel to the recovering op-amp output. Future expansion of

the instruction set has been considered, to include instructions that make decisions or

generate sequences of instructions required for more complex operations, although such

expansion remains outside the scope of this project at this time.

Opcode Instruction Functionality

0x00001 LD VOLT Loads 8 16-bit voltage values to registers in the FPGA to be sent to the DACs on the next UP DAC.

0x00002 UP DAC Prompts a serial frame that sends the values written by LD VOLT to their respective DACs.

0x00004 C READ Begins a current read operation with an autoranging routine on the channels specified in a 64-bit bitmask.

0x00008 V READ Takes a single or 32 sample averaged voltage reading on the channels specified in a 64-bit bitmask.

0x00010 UP SEL Sets selector channels specified in the 32-bit bitmask to a high/low state.

0x00020 UP LGC Sets arbitrary logic channels specified in the 32-bit bitmask to a high/low state.

0x00040 UP CH Sets the function (open circuit/voltage bias/HS pulse) of the analogue channels and configures the current source.

0x00080 CLEAR Opens all switches and sets all DACs to 0V, effectively a software reset.

0x00100 HS CON Sets the timer registers for the HS pulse signals of each cluster.

0x00200 UP SEL Begins a pulse on the specified cluster of specified polarity, with length determined by HS CON.

0x00400 MOD CH Sets the state of the GND/AC GND/Current Source switches on each channel.

0x01000 LD OFF Loads 8 16-bit voltage values to registers to offset values being sent to the DACs. Intended for calibration.

0x02000 DELAY Adds a delay before the execution of the next command.

0x04000 DAC RNG Changes the rage of specified DAC channels to either ±10V or ±20V(±13.5V)

0x08000 HS PAT Begins an arbitrary series of high/low pulse states with configurable high/low durations.

0x10000 AMP PRP Steps the specified analogue channels through their ranges, from most to least sensitive.

Table F.1: Chart of the ArC TWO instruction set.

F.2 Software

The instruction set is supported by a custom Python library written by Spyros Stathopou-

los. The library implements basic operations, such as voltage bias and ramp operations,

by stringing together instructions and loading them in batches to the FIFO buffer of

the FPGA. It also converts values to and from the hexadecimal format used by the

instructions and readouts, automatically compensating for the gain of the TIA. In ad-

dition to this, the library also tracks which channels have been set to open circuit, and

automatically inserts an AMP PRP and associated instructions to suppress transients.
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Campusano. Spike sorting based on shape, phase, and distribution features, and

k-tops clustering with validity and error indices. Scientific Reports, 8, 12 2018.



74 BIBLIOGRAPHY

[33] M. J. Bak and E. M. Schmidt. An improved time-amplitude window discriminator.

IEEE Transactions on Biomedical Engineering, BME-24(5):486–489, 1977.

[34] Can Li, Catherine Graves, Xia Sheng, Darrin Miller, Martin Foltin, Giacomo Pe-

dretti, and John William Strachan. Analog content-addressable memories with

memristors. Nature Communications, 11, 04 2020.

[35] Zichen Fan, Ziru Li, Bing Li, Yiran Chen, and Hai Helen Li. Red: A reram-based

deconvolution accelerator. 2019 Design, Automation & Test in Europe Conference

& Exhibition (DATE), pages 1763–1768, 2019.

[36] Mohammed Zidan, Yeonjoo Jeong, Jong Shin, Chao Du, and Wei Lu. Field-

programmable crossbar array (fpca) for reconfigurable computing. IEEE Trans-

actions on Multi-Scale Computing Systems, PP, 06 2017.

[37] H. Chen, C. Chen, and W. Hwang. An efficient hardware circuit for spike sorting

based on competitive learning networks. Sensors (Basel), 17(10):2232, 2017.

[38] Zhengwu Liu, Jianshi Tang, Bin Gao, Peng Yao, Xinyi Li, Dingkun Liu, Ying Zhou,

He Qian, Bo Hong, and Huaqiang Wu. Neural signal analysis with memristor arrays

towards high-efficiency brain–machine interfaces. Nature Communications, 11:4234,

08 2020.

[39] Akira Goda. Recent progress on 3d nand flash technologies. Electronics, 10(24),

2021.

[40] N. Papandreou, A. Pantazi, A. Sebastian, M. Breitwisch, C. Lam, H. Pozidis, and

E. Eleftheriou. Multilevel phase-change memory. In 2010 17th IEEE International

Conference on Electronics, Circuits and Systems, pages 1017–1020, 2010.

[41] Yu-Der Chih, Yi-Chun Shih, Chia-Fu Lee, Yen-An Chang, Po-Hao Lee, Hon-Jarn

Lin, Yu-Lin Chen, Chieh-Pu Lo, Meng-Chun Shih, Kuei-Hung Shen, Harry Chuang,

and Tsung-Yung Jonathan Chang. 13.3 a 22nm 32mb embedded stt-mram with

10ns read speed, 1m cycle write endurance, 10 years retention at 150°c and high

immunity to magnetic field interference. In 2020 IEEE International Solid- State

Circuits Conference - (ISSCC), pages 222–224, 2020.

[42] S. Dünkel, M. Trentzsch, R. Richter, P. Moll, C. Fuchs, O. Gehring, M. Majer,

S. Wittek, B. Müller, T. Melde, H. Mulaosmanovic, S. Slesazeck, S. Müller, J. Ocker,
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