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Abstract
Many interventions aim to protect people from misinformation.
Here, we review common measures used to assess their ef-
ficacy. Some measures only assess the target behavior (e.g.,
ability to spot misinformation) and therefore cannot determine
whether interventions have overly general effects (e.g., erro-
neously identifying accurate information as misinformation).
Better measures assess discernment, the ability to discrimi-
nate target from non-target content. Discernment can deter-
mine whether interventions are overly general but is often
measured by comparing differences in mean ratings between
target and non-target content. We show how this measure is
confounded by the configuration of response criteria, leading
researchers to incorrectly conclude that an intervention im-
proves discernment. We recommend using measures from
signal detection theory, such as the area under the receiver
operating characteristic curve, to assess discernment.
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Introduction
Misinformation on the internet has become a major
problem in modern society. To combat its influence, a
number of interventions have been introduced, such as
those aimed at reducing belief in misinformation,
reducing misinformation sharing, and improving people’s
ability to spot manipulative techniques in social media
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posts (e.g., Refs. [1e8]; see Refs. [9,10] for reviews). To
assess whether these interventions work, different mea-
sures have been proposed which vary in their quality
(e.g., Refs. [11e18]). In this article, we review some of
the more common measures, assess their suitability, and

suggest an alternative measure that overcomes the limi-
tations of those more commonly used.

Successful behavioral interventions in any domain
ideally should be specific, affecting the targeted
behavior and having little influence on any other be-
haviors [19,20]. For example, when evaluating the
effectiveness of interventions that moderate the con-
tent of toxic online communities, it is vital to not just
assess changes within the moderated communities, but
also the changes in other communities to which users

might have migrated [21]. Thus, whatever measure is
used to assess an intervention should evaluate not just
the effects on the targeted behavior, but non-target
behaviors as well. However, these guidelines have not
always been followed in misinformation research (e.g.,
see Refs. [22e25]). For example, some recent research
has examined how short videos on YouTube can be used
to inoculate people against manipulative techniques
used to create misleading content (e.g., [5], Study 7,
[26]). In [[5], Study 7], participants viewed an inocu-
lation video that explained a manipulative technique

and provided an example (e.g., false dichotomies).
Later, participants were presented with a statement
that used the technique and asked to identify it from a
list of alternatives. Participants who watched the video
were better able to identify the technique compared to
participants who had not. However, this design cannot
speak to the specificity of the video intervention
because statements that did not include manipulative
content were not included. If participants also identified
manipulative content in such statements, the effect of
the intervention would be too broad, leading people to

see manipulative content when it was not there.
Conversely, if the rate of identifying manipulative con-
tent in statements that had none was no different (or
less) in the video condition versus the no-video condi-
tion, then the intervention could be deemed successful.

Other research has included the necessary controls to
assess the generality of misinformation interventions
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(e.g., Refs. [27e33]). For example, Roozenbeek et al.
[34] (see also [6]) had participants rate the reliability
(on a 7-point scale ranging from 1 = unreliable to
7 = reliable) of nine social media posts before and after
playing Bad News, an internet game intended to inoc-
ulate players against fake news. Seven of the posts were
fake whereas the remaining two were true. They found
that mean ratings to both true and fake news decreased

from pre-test to post-test, but that the difference was
greater for fake news, suggesting that the game had
(fairly) specific effects. This process of comparing the
difference in mean ratings (per participant) between a
pretest and a post-test (or between a control condition
and experimental condition) for true and fake news
items is referred to as veracity discernment. It is a common
methodology in the literature, whether that methodol-
ogy uses multiple t-tests, ANOVA, or OLS [18]. How-
ever, comparing mean difference scores to measure
discernment is problematic, which may explain why

some studies have concluded that gamified in-
terventions improve veracity discernment
[27,30,34e36], whereas others have not [16,28,31,37]
(see Refs. [17,38] for meta-analyses). For the remainder
of this review, we (1) elaborate on the problems that
comparing mean ratings introduce; (2) offer an alter-
native method of evaluating discernment; and (3)
identify a case in the literature where analysis of dif-
ference scores has led to misleading conclusions, a
problem that does not occur if the alternative method is
used instead.

Measuring discernment with mean difference scores:
The problem
Comparing mean ratings between experimental condi-
tions may seem like a neutral procedure. However, when
examined more closely, it becomes apparent that the
procedure conflates different processes that underly
decision-making. To understand this conflation, it is
fruitful to consider formalized theories of decision-
making such as signal detection theory (SDT). While
SDT is routinely used to analyze data in some areas of

psychology (e.g., recognition memory; [39]), its appli-
cation to misinformation research has been limited
(although see Refs. [14,16,17,40e43]). SDT assumes
that there are two separate, measurable processes
involved in any discernment task. The first process re-
lates to whether an intervention affects how people
subjectively assess different classes of stimuli such as
true versus fake headlines. For example, after an inoc-
ulation intervention, do true news and fake news items
subjectively seem more true and/or more fake, respec-
tively? The second process is a nuisance variable, which

has nothing to do with whether an intervention affects
subjective assessment but rather with how the rating
scale is used. In some contexts, people might assign a
rating that is higher or lower than in another context
even though their subjective assessment has not
changed. This is known as criteria setting. Critically,
Current Opinion in Psychology 2024, 56:101785
analysis of mean ratings makes no distinction between
these separate processes. Instead, mean ratings are
usually interpreted to directly reflect subjective
assessment with no consideration given to the influence
of criteria setting.

A real-world example might help to clarify the distinc-
tion. The lead author spent the early part of his aca-

demic career in Canada where the average mark
assigned to undergraduate student essays was about
70%. After moving to the UK, he used the same standard
when marking his first batch of essays. However, it
quickly became apparent that the grades he had
assigned were significantly inflated compared to the
marks of other British academics because 70% is a first-
class mark in the UK. Consequently, he reassessed the
essays and his marks, aiming to achieve a reduced mean
mark of about 62%, which is more typical of the
UK standard.

An important point here is that the change to the mean
marks following reassessment was not due to a change in the
subjective evaluation of the essays; a poor essay was still
considered poor, and a good essay was still considered
good. What changed was the way he assigned scale values to
his internal subjective assessments of essay quality. In other
words, he set more stringent criteria to assign marks at
different levels (e.g., only excellent essays achieved
70%). Thus, subjective evaluation can be unaffected by
some intervention (such as remarking), but different

criterion settings can affect mean scores. Critically,
there is no way to know whether changes to subjective
evaluation, criterion setting, or both have produced the
observed differences to mean ratings. In other words,
the effects of subjective evaluation and criterion setting
on mean ratings are confounded.

This confounding of subjective evaluation and criterion
setting with mean ratings clearly poses problems for
those studies that have only examined the effect of an
intervention on one type of stimulus, such as fake news.
If the intervention lowered reliability ratings, it is

entirely ambiguous as to whether that reduction was due
to improved subjective evaluation of fake news or to
more stringent response criteria. However, what about
studies that have investigated discernment as measured by
differences between mean ratings of true and fake news
items? If the change to mean ratings following an
intervention was due only to shifting criteria, perhaps
mean ratings of the two item types would decrease (or
increase) to the same extent. Thus, when a difference
score is taken, it would remain unaltered, accurately
reflecting no change to discernment.

Unfortunately, it is straightforward to show that this is
not the case: both mean ratings and discernment (as
measured by difference scores) are profoundly affected
by criterion setting. To understand why, it is useful to
www.sciencedirect.com
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Figure 1

Signal Detection Models of True and Fake News Discernment With a 7-Point Scale. Participants Adopt Six Criteria on an Underlying Subjective
Dimension of Truthfulness and Use Them to Assign 7 Scale Values (1–7) to True and Fake New Items, Normally Distributed Over a Subjective Dimension
of Truthfulness. Because Participants can Control the Criteria They Set, Many Different Configurations are Possible. The Criteria in Panels A and C
Represent Different Unbiased Criteria Configurations, but With Different Dispersions. Panel B Shows a Conservative Configuration.
Note. To compute mean ratings, each scale value is weighted by the relevant areas under the true and fake item distributions and summed across the
whole scale. One part of the process is shown in Panel A for scale value “6”. The full computation is shown in Table 1. An ideal measure of discernment
would not vary as the criteria configurations change across the three panels because discernment is constant (i.e., the overlap of the distributions is
constant). However, the difference in mean ratings changes considerably, showing that it is a poor measure of discernment because it is contaminated by
criteria placement. For Panel A, MTrue = 4.499; MFake = 3.501; MDiff = 0.997. For Panel B, MTrue = 2.748; MFake = 1.564; MDiff = 1.184. For Panel C,
MTrue = 5.090; MFake = 2.910; MDiff = 2.180. Of particular concern is that Panels A and C have criteria configurations that are unbiased; that is, they are
centered around the intersection point of the two curves. They differ only in dispersion. In Panel A, participants are using all the scale values approxi-
mately equally, whereas in Panel C, participants are assigning mostly 1s and 7s. This trivial difference, which has nothing to do with discernment, creates
more than a twofold difference in mean difference scores.

Difference scores are confounded with response bias Higham et al. 3
use a signal detection model that can separate subjec-
tive evaluation and criterion setting such as the models
shown in Figure 1. Instead of essay quality, there is a
horizontal dimension of subjective evidence of truthfulness
(SET) ranging from little evidence on the left to a lot of
evidence on the right. As with essay grading, people are
assumed to set criteria for assigning scale values.1 These
are shown as vertical lines placed on the underlying SET
1 In this case, participants are using a 1e7 scale instead of a 0e100 scale typical of

essay marking, although any scale with any number of levels can be modeled in the

same way.
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dimension, with higher scale values further up the
dimension than lower scale values. Also shown in
Figure 1 are two normal distributions that represent the
probability of different levels of subjective truthfulness
for the true (blue) and fake items (red) that participants
are rating. The distributions have different means such
that fake items have lower SET than true items.
Importantly, the separation of the distributions represents
discernment. If the distributions were completely over-
lapping versus completely separated, discernment
would be at chance versus perfect, respectively. Across
Current Opinion in Psychology 2024, 56:101785
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Table 1

Complete computation of mean ratings for true and fake news
items for the signal detection model shown in Panel A of Figure
1.

True News Distribution

Scale (S) 1 2 3 4 5 6 7 Sum
Area (A) 0.001 0.021 0.136 0.341 0.341 0.136 0.023 1.000
S X A 0.001 0.043 0.408 1.365 1.707 0.815 0.159 4.499

Fake News Distribution

Scale (S) 1 2 3 4 5 6 7 Sum
Area (A) 0.023 0.136 0.341 0.341 0.136 0.021 0.001 1.000
S X A 0.023 0.272 1.024 1.365 0.680 0.128 0.009 3.501

Note. Mean ratings are computed by multiplying the relevant area of each
distribution by the corresponding scale value and summing the products
over the whole distribution. If difference scores are used, then
discernment would be the mean for true news (4.499) minus the mean
for fake news (3.501), which is equal to 0.997.

3 Empirically, these areas (and the other areas involved in the calculation) are based

on the proportion of true and fake news items that are assigned particular scale values.
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the three panels of Figure 1, discernment is moderate
and constant, with the true and fake news distributions
separated by one SD unit (z-score).

To assign scale values, items with SET below the “2”
criterion are assigned “1”. Those with SET between the
“2” and “3” criteria are assigned “2”, and so on up to “7”
(see Panel A of Figure 1). Whereas the three panels in

Figure 1 have constant discernment, they have different
criteria configurations. Panel A represents unbiased
criteria which are widely dispersed, indicating that
participants are using all the points on the scale (1e7).
They are unbiased because the midpoint of the criteria
configuration (halfway between scale values 4 and 5) is
placed at the intersection point of the two distribu-
tions.2 Panel B represents a conservative configuration,
with the criteria set to the right of the intersection
point. Panel C represents another unbiased configura-
tion but with little dispersion, indicating that partici-

pants are using the extremes of the scale (1 and
7) extensively.

Note that this way of representing the decision-making
process separates discernment (the amount of overlap
of the fake and true item distributions) and scale usage
(the positioning of the response criteria). Thus, it is
now possible to determine how changes in response
configurations between the different panels affect
mean differences. To compute mean true- and fake-
news ratings, each scale value is weighted by the

corresponding area and summed over the whole scale.
This computation is depicted graphically for scale value
“6” in Panel A of Figure 1. The full computation is
shown in Table 1.

The difference between the means for true and fake
items is shown in a box with a black border in each panel
of Figure 1. Because only the configurations of the
response criteria change between the panels, whereas
the overlap of the distributions (which reflects
discernment) is static, a good discernment measure
should not vary between the panels. However, it is clear

to see that this is not the case for the mean difference
measure. Moving the criteria from the unbiased
configuration in Panel A to a more conservative position
in Panel B increases the difference score from 0.997 to
1.184. Worse, keeping the criteria configuration unbi-
ased but reducing the dispersion in Panel C compared to
Panel A more than doubles the difference score to 2.180.

Receiver operating characteristic (ROC) analysis: The
solution
Clearly, the situation depicted in Figure 1 is unaccept-
able. Irrelevant factors such as the tendency to use the
full scale or only the extreme values, or to require more

versus less evidence before assigning particular scale
2 A criterion at the intersection point maximizes response accuracy.
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values, should not have such a profound effect on the
discernment estimate. However, such outcomes are
inevitable if mean differences are used as the measure of
discernment. Fortunately, the remedy is straightforward:

use a measure derived from the receiver operating
characteristic (ROC) curve, which is based on SDT,
rather than mean differences (e.g., Ref. [44]).

To create an ROC curve, the scale values themselves
(e.g., 1e7) are ignored. The scale values serve to define
the placements of the different criteria, as in Figure 1,
but unlike mean ratings, they are not included in the
calculation of discernment. Thus, a 1e7 scale would
yield the same ROC curve as a 0e6 scale if the criteria
corresponding to each of the scale values are in the same

place on the SET dimension. Instead, the ROC curve
uses the criteria to produce a series of (x, y) points
reflecting the cumulative areas under the true (y) and
fake (x) news item distributions. By convention, the x-
axis points and y-axis points are referred to as false alarm
rates (FARs) and hit rates (HRs), respectively.

To create the curve, first, the areas above the highest
scale value for each distribution are computed.3 Next,
the areas under the fake and true news distributions
between the second highest and the highest criterion

are added to the cumulative total to create a new (FAR,
HR) point. Then, the area between the third highest
and second highest criterion is added to create a third
(FAR, HR) point, and so on until all the criteria have
produced points. Finally, the remaining areas below the
lowest criterion are added to the cumulative total to
yield the point (1, 1). These points are plotted on an
For example, if 5 of 20 true news items and 2 of 20 fake news items were each assigned

“7”, then the areas above the “7” criterion would be 0.25 and 0.05, respectively.

www.sciencedirect.com
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Table 2

Areas and cumulative areas between scale values for the true and fake news item distributions for the model represented in Panel A of
Figure 1.

True News Distribution

Scale Value 1 2 3 4 5 6 7
Area 0.001 0.021 0.136 0.341 0.341 0.136 0.023
Cumulative Area (HRs) 1.000 0.999 0.977 0.841 0.500 0.159 0.023

Fake News Distribution

Scale Value 1 2 3 4 5 6 7
Area 0.023 0.136 0.341 0.341 0.136 0.021 0.001
Cumulative Area (FARs) 1.000 0.977 0.841 0.500 0.159 0.023 0.001

Note. The cumulative areas correspond to the model in Panel A of Figure 1 and they are plotted on the receiver operating characteristic (ROC) curve in Panel
A of Figure 2. HR = hit rate; FAR = false alarm rate.

Figure 2

Receiver Operating Characteristic (ROC) Curves. The Curve in Panel A Corresponds to the Cumulative Areas in Table 2 and the Model in Panel A of
Figure 1. The Curves in Panel B corresponds to the Pre-Test and Post-Test in Roozenbeek et al.’s (2022) Experiment 1.

Difference scores are confounded with response bias Higham et al. 5
ROC curve with FARs on the x-axis and HRs on the y-
axis. The computations corresponding to the model
shown in Panel A of Figure 1 are indicated in Table 2,

and the ROC curve corresponding to the same model is
displayed in Panel A of Figure 2.

Note that the ROC curve in Panel A of Figure 2 bows
upward from the chance diagonal, that is, the straight
line extending from (0, 0) to (1, 1).4 This bowing is
indicative of discernment and can be indexed by
computing the area under the ROC curve (AUC). The
4 The chance diagonal corresponds to a model where the HRs and FARs are equal for

all criteria, which indicates that discernment is at chance (i.e., complete overlap of the

distributions).

www.sciencedirect.com
simplest way to compute AUC is to create a series of
trapezoids by drawing straight lines between points and
summing them (e.g., Refs. [45e48]). Critically, note
that the extent to which the curve bows from the di-
agonal is not necessarily impacted by different criteria
configurations. Different configurations simply vary the
location of the points on the curve, not the extent of
bowing. Conservative criteria, for example, will cause
points to cluster in the bottom-left of the curve,
whereas liberal criteria will cause points to cluster in
the top-right. Similarly, extensive use of extreme scale
values will result in points that are clustered together,
whereas equal use of all scale values will spread the
points apart.
Current Opinion in Psychology 2024, 56:101785
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Thus, unlike mean differences, AUC is unlikely to be
affected by different criteria configurations to the same
extent. Indeed, this conclusion was confirmed for the
three models shown in Figure 1; the AUC values are
shown in the boxes with green borders. Note that AUC
varied over a range of 0.019, while mean differences
scores varied over a range of 1.183, which is more than 62
times greater. This result shows that, unlike mean dif-

ference scores, AUC is mostly unaffected by different
criteria configurations, making it a superior measure
of discernment.

Misleading conclusions due to criteria shifts: An
example from the literature
Section 1.2.2 showed that changes to criteria configu-
rations alone can have a large effect on discernment
when it is measured with difference scores. This finding
is concerning because, rather than the criteria being
fixed, [17], showed that inoculation interventions can
cause response criteria to shift. Potentially, this criteria
shift could lead researchers to conclude that an inter-
vention has improved discernment when, in fact, it has

simply caused changes to the criteria configuration. To
explore this possibility, we re-examined the seven
papers reanalyzed in Ref. [17], and found that Experi-
ment 1 in Ref. [34] conformed to this scenario.5

Compared to mean pre-test veracity ratings of true
and fake headlines, the authors reported that the Bad
News game decreased mean ratings to both true and
fake news on a post-test, but that the change was larger
for fake news, thereby increasing discernment.6 We
reanalyzed the raw data with ROC analysis (see Panel B
of Figure 2 for the corresponding ROC curve) and found

that AUC did not significantly differ between the pre-
test (M = 0.82, SD = 0.22) and the post-test
(M = 0.83, SD = 0.22), t(1,215) = 0.76, p = .448,
d = 0.02, 95% CI [�0.01, 0.02], BF10 = 0.04. However,
mean B00D significantly increased between the pre-test
(M = 0.11, SD = 0.64) and the post-test (M = 0.25,
SD = 0.62), t(1,215) = 11.69, p < .001, d = 0.37, 95%
CI [0.12, 0.16], BF10 = 3.53 � 1026.7 In other words,
when discernment was measured with a bias-free index
(AUC), Bad News had no effect on discernment. It was
only if discernment was measured with difference scores

that are confounded with criteria configurations that
Bad News had an effect.
5 Out of the seven papers reanalyzed in Ref. [17], two ([29,34]) calculated mean

difference scores as a measure of discernment, and both showed instances where dif-

ference scores indicated improved discernment whereas ROC analysis indicated a

conservative shift of the response criteria.
6 We discovered when analyzing the data that the means included in the supple-

mentary materials for this study were computed incorrectly. However, we were assured

by the authors that once the errors were corrected, the main conclusions were unal-

tered (i.e., bigger mean decrease to fake news ratings than true news ratings in the

post-test compared to the pre-test). An erratum has just been published at the time of

writing [49]. Our analyses were based on the corrected data.
7 B00D is a non-parametric measure of criterion placement. Like mean C, negative

versus positive values indicate liberal versus conservative criterion placement,

respectively. For more detail, see Ref. [50].
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Conclusions and recommendations
Overall, the results of our analyses suggest that re-

searchers should avoid intuitive measures such as dif-
ferences in mean ratings when measuring discernment.
Instead, they should use bias-free measures of discern-
ment such as AUCwhich is based on ROC analysis. Only
by using a tool such as ROC analysis can researchers
avoid mistaking differences in criteria configurations for
differences in discernment. For a worked example of
how to conduct ROC analysis in R, which includes
plotting ROC curves as well as calculating AUC
(discernment) and B00D (response bias), see our sup-
plementary materials (https://osf.io/x8z9d/). The sup-

plementary materials also include all the analytic codes
we used for the reanalysis in section 1.3.
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