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A B S T R A C T

The scalar dispersion from point sources in indoor spaces is experimentally investigated using simultaneous
particle–image velocimetry and planar laser-induced fluorescence techniques in a 20:1 and a 60:1 full-to-model
scale room model. The ventilation inlets dominate turbulence production, with magnitudes of the velocities
and Reynolds stresses observed to increase with air changes per hour (ACH). Mean concentration maps show
a dependence on the ACH and source location which is attributed to the flow field at the near-source region.
The peak-to-mean concentration shows a weak dependence on the mean concentration and concentration
variance maps, indicating risk for toxic chemicals may be underpredicted if based only on these information.
The concentration PDFs are generally well-described by exponential distributions with 𝐶99∕𝑐′𝑟𝑚𝑠 values never
exceeding 5.0. The magnitudes of the advective and turbulent scalar fluxes are strongly dependent on the ACH
and source location, neither of which are able to dominate the other by more than an order of magnitude. The
eddy diffusivity tensor was measured and a conditional-averaging based method is proposed to approximate
it to an isotropic eddy diffusion coefficient, 𝐾. For real applications where 𝐾 is used to estimate magnitudes
of the turbulent scalar flux using the gradient transport model, the assumption of isotropic turbulence can
introduce an uncertainty of around 17.8%.
1. Introduction

Air pollution is the one of the greatest environmental risks to
public health and well-being. Indoor air quality (IAQ) in particular,
is important as people spend a disproportionate 93% of their time
indoors where the concentration of air pollutants are often higher than
outdoors [1]. Nonetheless, our current understanding of turbulent mass
transport and capabilities to predict scalar dispersion in indoor spaces
is limited.

The Reynolds-averaged advection–diffusion equation, as shown in
Eq. (1), describes the transport of the time-averaged (mean) concen-
tration (𝐶) of a species, where 𝐶 = 𝐶 − 𝑐′, with 𝐶 representing the
instantaneous concentration and 𝑐′ the instantaneous concentration
fluctuation. The molecular diffusion coefficient, 𝛾, is small, and the
molecular diffusion term is negligible as it is many orders of magnitude
smaller than the other terms for cases of interest. For non-reacting and
non-depositing species, the source term is zero everywhere except at the
source location itself, and the RHS of Eq. (1) can therefore be simplified
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Eq. (1) represents the mass conservation of the species, and at steady
state conditions where 𝜕𝐶

𝜕𝑡 = 0, the total material entering and leaving
a control volume through the mean advection and eddy diffusion
transport mechanisms must therefore be equivalent. To close Eq. (1),
the turbulent scalar fluxes (𝑐′𝑢′𝑖) can be modelled using a gradient
transport model:

−𝑐′𝑢′𝑖 = 𝐷𝑖𝑗
𝜕𝐶
𝜕𝑥𝑗

, (2)

where 𝐷𝑖𝑗 represents the turbulent (eddy) diffusivity tensor [2]. A
key assumption is that the turbulence length scales responsible for
the scalar transport are much smaller than that of the scalar gradi-
ent. The gradient transport model is analogous to the Boussinesq’s
turbulent viscosity model used to close the Reynolds stresses in the
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360-1323/© 2024 The Authors. Published by Elsevier Ltd. This is an open access ar

https://doi.org/10.1016/j.buildenv.2024.111167
Received 25 August 2023; Received in revised form 27 December 2023; Accepted 4
ticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

January 2024

https://www.elsevier.com/locate/buildenv
https://www.elsevier.com/locate/buildenv
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
https://doi.org/10.5258/SOTON/D2932
mailto:c.m.vanderwel@soton.ac.uk
https://doi.org/10.1016/j.buildenv.2024.111167
https://doi.org/10.1016/j.buildenv.2024.111167
http://crossmark.crossref.org/dialog/?doi=10.1016/j.buildenv.2024.111167&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Building and Environment 250 (2024) 111167H.D. Lim et al.

w

−

w
t
m
a

p
a
i
m
s
a
d
i
c
s
a
h
p
R
l
f

m
f
f
t
i

a
𝑆
i
b

t
t
t
e
d
a
s
m
s
t
(
a
p
a

i
b
o
n
i
H
m
a
o

p
e
f
o
i
s
o
f
r
e
p

m
t
o

i
d
c
i
f
u
i
i
c

a
t
w
i
d
o
r

Reynolds-averaged Navier–Stokes equation:

−𝑢′𝑖𝑢
′
𝑗 = 𝜈𝑡

(

𝜕𝑈𝑖
𝜕𝑥𝑗

+
𝜕𝑈𝑗

𝜕𝑥𝑖

)

− 2
3
𝑘𝛿𝑖𝑗 , (3)

here 𝜈𝑡 is the turbulent (eddy) viscosity,
(

𝜕𝑈𝑖
𝜕𝑥𝑗

+ 𝜕𝑈𝑗
𝜕𝑥𝑖

)

is the mean
rate of strain tensor, 𝑘 is the turbulent kinetic energy and 𝛿𝑖𝑗 is the
Kronecker delta function.

Accurate estimation of 𝐷𝑖𝑗 (or 𝐾𝛿𝑖𝑗 = 𝐷𝑖𝑗 , for isotropic turbu-
lence [3], where 𝐾 represents the eddy diffusion coefficient) is es-
sential for Reynolds-averaged Navier–Stokes (RANS) and analytical
scalar dispersion models to accurately capture scalar dispersion rates.
Nonetheless, the appropriate values remain an area of active research as
it is not a fluid property but a flow property that can vary in space and
time. This is particularly challenging for indoor airflows where building
functionality requirements, architecture and interior design styles often
lead to complex indoor airflows that do not have a clearly defined
flow and scalar dispersion patterns in large volumes of the room [4–6],
which results in problem-specific measurements of the eddy diffusivity.

To further complicate the problem, theoretical proof by Calder [7]
has shown 𝐷𝑖𝑗 cannot be diagonal except in isotropic turbulence. Past
experiments on constant mean temperature gradients in homogeneous
turbulent shear flow [8] and an elevated point source plume in uni-
formly sheared flow [9] have also demonstrated strong evidence of
an anisotropic 𝐷𝑖𝑗 . For models that rely on the gradient transport
model and which assume an isotropic 𝐾 to predict scalar dispersion,
uncertainties are inevitably introduced, and understandably so, in order
to implement engineering solutions.

There are several different methods to measure or estimate 𝐷𝑖𝑗 .
Eq. (2) can be rewritten in Cartesian coordinates without loss of gen-
erality as:

−𝑐′𝑢′ = 𝐷𝑥𝑥
𝜕𝐶
𝜕𝑥

+𝐷𝑥𝑦
𝜕𝐶
𝜕𝑦

+𝐷𝑥𝑧
𝜕𝐶
𝜕𝑧

, (4)

𝑐′𝑣′ = 𝐷𝑦𝑥
𝜕𝐶
𝜕𝑥

+𝐷𝑦𝑦
𝜕𝐶
𝜕𝑦

+𝐷𝑦𝑧
𝜕𝐶
𝜕𝑧

, (5)

−𝑐′𝑤′ = 𝐷𝑧𝑥
𝜕𝐶
𝜕𝑥

+𝐷𝑧𝑦
𝜕𝐶
𝜕𝑦

+𝐷𝑧𝑧
𝜕𝐶
𝜕𝑧

, (6)

here 𝑢′, 𝑣′ and 𝑤′ are fluctuating velocity components corresponding
o directions 𝑥, 𝑦 and 𝑧 respectively. These equations show measure-
ents of the mean concentration gradients and turbulent scalar fluxes

re required to determine the eddy diffusivity.
Understanding the effects of turbulence on the eddy diffusivity is im-

ortant in many practical applications as it is used extensively in RANS
nd analytical scalar dispersion models. Using simultaneous particle–
mage velocimetry (PIV) and planar laser-induced fluorescence (PLIF)
easurements, Vanderwel & Tavoularis [9] observed counter-gradient

treamwise diffusion which was attributed to the mean plume spread
nd its meandering motion. They showed even for steady-state flow, the
ynamic flow behaviour has an influence on the measured 𝐷𝑖𝑗 , which
s likely due to the larger length-scales of the plume meandering as
ompared to the mean concentration gradient. Counter-gradient diffu-
ion has also been observed in large-eddy simulations (LES) of room
irflow [10]. While this suggests the use of standard gradient diffusion
ypothesis in RANS approaches can lead to greater uncertainties in the
rediction of turbulent mass fluxes, van Hooff et al. [10] also showed
ANS can provide good estimation of the predicted mean concentration

evels if mean advective mass fluxes dominate over the turbulent mass
luxes.

Lim & Vanderwel [11] performed simultaneous PIV-PLIF measure-
ents on a ground-level point source in a turbulent boundary layer

low, and showed the streamwise and wall-normal turbulent scalar
luxes are both predominantly driven by the wall-normal concentra-
ion gradient. Although the turbulent Schmidt number (𝑆𝑐𝑡 = 𝜈𝑡∕𝐾)
s known to vary in space with no universal value across different
2

s

pplications [12], Lim & Vanderwel [11] showed that their measured
𝑐𝑡 was still relatively close to unity and therefore, if the eddy viscosity

s known it could be used to estimate the eddy diffusivity for a turbulent
oundary layer flow.

Thus far, the eddy diffusivity tensor/coefficient is discussed in
he context of the advection–diffusion equation as shown in Eq. (1),
herefore it only encompasses the turbulent transport. However, in
he IAQ literature, there is an alternative approach to estimate the
ddy diffusion coefficient, which is based on the solutions to the
iffusion equation (Fick’s second law). In this approach, there is an
ssumption that there is negligible mean flow advection [13,14]. As
uch, estimates of the eddy diffusion coefficients obtained by matching
odel predictions to real-world measurements inherently combines the

calar transport mechanisms associated with both mean advection (due
o mean flow patterns and large-scale turbulence) and eddy diffusion
due to small-scale turbulence). Strictly speaking, these models do not
ctually neglect the mean flow advection, but rather, they assume the
resence of any large-scale flow structures or mean flow pattern have
n isotropic and homogeneous effect on the scalar transport.

It is evident that there is a discrepancy in several past works (includ-
ng our own) on whether the eddy diffusion coefficient encompasses
oth advective and turbulent transport [13–15] or turbulent transport
nly [9,11]. This highlights the importance of using different termi-
ologies for the ‘eddy diffusion coefficient’, depending on whether it
s based on the advection–diffusion equation or the diffusion equation.
enceforth, we will use the term ‘eddy diffusion coefficient’ (𝐾) for
ethods based on the advection–diffusion equation approach [9,11]

nd the term ‘total eddy diffusion coefficient’ (𝐾𝑡𝑜𝑡𝑎𝑙) for methods based
n the diffusion equation approach [15].

Mingotti et al. [16] performed an experimental study on the re-
eated passage of a single cylinder in a channel and presented an
mpirical formulation for the total eddy diffusion coefficient as a
unction of the frequency of oscillation, diameter of cylinder and width
f the channel. Cheng et al. [14] used the eddy diffusion model, which
s based on the analytical solutions to the diffusion equation with image
ources to satisfy no-flux boundary conditions at the walls [13], to
btain the total eddy diffusion coefficient (𝐾) by matching predictions
rom the model to real-world point measurements of the continuous
elease of carbon monoxide in two different rooms. They reported total
ddy diffusion coefficient estimates of 𝐾 ∼ 10−3 m2 s−1 at air changes
er hour (ACH) < 1 h−1 and 𝐾 ∼ 10−2 m2 s−1 at ACH ∼ 5.4 h−1.

Shao et al. [17] matched the point measurements of concentrations
with predictions from the eddy diffusion model and reaffirmed a clear
relationship exists between ACH and 𝐾. Foat et al. [15] investigated a

echanically ventilated room and estimated 𝐾 ∼ 𝑂(10−2 m2 s−1) using
he turbulent kinetic energy balance [18], and suggested it is dependent
nly on the room volume, room flow rate and number of supply vents.

Although the eddy diffusion model has been shown to be valid
n many indoor airflow scenarios [14,15,17], its accuracy is strongly
ependent on selecting the right value of the total eddy diffusion
oefficient. A survey of the literature revealed there is a large variation
n the appropriate values to use for the total eddy diffusion coefficient
or indoor air flows, with a lower limit of 1 × 10−3 m2s-1 [19] to an
pper limit of 1.9 × 10−1 m2s-1 [13]. This can have a very significant
mpact on the accuracy of scalar dispersion models. As such, character-
sing its value and associated uncertainty for different indoor air flow
onfigurations is very important for practical applications.

Despite recent advances in the fundamental understanding of indoor
irflow [20,21], there is very limited literature focusing on the scalar
ransport mechanism and eddy diffusivity in a realistic room model
ith complex flow (i.e. weak forced advection and Re-dependent flow

n the occupied region of the room [22–24]). This is because of the
ifficulty to validate numerical simulations due to limited availability
f high-fidelity experimental datasets. In this study, we make use of
ecent advances in PIV and PLIF techniques to study the effects of

ource location and ACH on the scalar transport mechanism and eddy
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Fig. 1. Schematic of the (a) experimental setup with the room model mounted in an upside down configuration, (b) the ventilation inlet and (c) room models A and B.
diffusivity in scaled room models in a water flume facility. To the best
of the authors’ knowledge, this is the first time spatially-resolved exper-
imental measurements of the advective and turbulent scalar fluxes and
the eddy diffusivity are presented for this particular flow application.

The layout of our manuscript is as follows. In Section 2, we present
details on the methodology, room model and test parameters. In Sec-
tion 3, spatially-resolved velocity and concentration statistics are pre-
sented. Section 4 focuses on the turbulent scalar fluxes and the influ-
ence of the mean advective flow on mass transport. In Section 5, mea-
surements of the eddy diffusivity tensor are presented, and a methodol-
ogy to approximate it to an isotropic eddy diffusion coefficient with an
associated uncertainty is proposed. Section 6 presents the conclusions
of our study.

2. Experimental methodology

2.1. Setup and data acquisition

Simultaneous PLIF and PIV measurements of two scaled room mod-
els were performed in the University of Southampton’s Boldrewood
Campus Recirculating Water Tunnel facility. PIV and PLIF are estab-
lished optical measurement techniques in the field of fluid mechanics,
and rely on seeding particles and fluorescent dye as tracers respec-
tively, to measure spatially-resolved velocity and concentration fields.
The initial design of the room models was motivated by the Nielsen
benchmark test case [25], which is a 2D room with a Re = 5000 wall
jet slot inlet that leads to large-scale primary recirculating flow in the
room. To be more consistent with realistic cases of interest, which
have weaker forced advection and Re-dependent flow in the occupied
region of the room [22,23], a few modifications to the room geometry
and ventilation inlets and outlets were required. Nonetheless, designing
these modifications was not trivial, as a survey of the literature revealed
a very wide variety of room geometries and ventilation designs for
indoor spaces. Even if the scope is limited to just offices or homes,
ventilation designs can still differ very drastically due to differences
in climate, humidity, installation costs, natural vs mechanical/hybrid
ventilation systems, etc [26,27].

To strike a compromise between producing realistic room flows and
maintaining a simple room geometry for subsequent studies, it was
3

decided that the flow in the room model should be quasi-2D with
periodic boundary conditions and have deflector plates at the inlet
to weaken the forced advection and form ceiling jets similar to air
exiting ceiling diffusers [15]. Two room models were designed, which
spanned the entire width of the flume (W = 1.2 m) and have a height of
H = 148 mm and length of L = 445 mm. This was fully submerged and
rigidly fixed to the flume in an upside down configuration as shown in
Fig. 1(a). Flow in the room model was driven by the flume which forces
fresh fluid into a channel with height ℎ𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = 40 mm, and through
twelve ℎ𝑖𝑛𝑙𝑒𝑡 = 60 mm diameter circular ventilation inlets with 80 mm
diameter deflector plates arranged in a 6 × 2 configuration, spaced at
180 mm apart from each other as shown in Fig. 1(c). The mixed fluid
exits the room through a rectangular slot opening that spans the width
of the flume and has an exit slot height of ℎ𝑒𝑥𝑖𝑡. This was adjusted
to ℎ𝑒𝑥𝑖𝑡 = 100 mm for room A and ℎ𝑒𝑥𝑖𝑡 = 33 mm for room B, which
represents 20:1 and 60:1 full-to-model length scale ratio (𝐿𝑟𝑎𝑡𝑖𝑜,𝑖=𝐴,𝐵)
rooms respectively. Therefore, the two room models represent full-scale
rooms with ceiling heights of 3 m and 9 m, with 2 m outlets similar to
a quasi-2D door. The location of the origin within the room and other
key geometrical dimensions are also shown in Fig. 1(c).

Rhodamine 6G dye which has a Schmidt number of Sc = 2500 ± 300
[9] was used as a passive scalar tracer and continuously released via
a 2.5 mm inner diameter tube at ground level and x-locations as
shown in Table 1. The fluorescent dye was fed from a Mariotte’s bottle
reservoir via gravity and a needle valve was used to ensure a constant
dye flow rate of 𝑄𝑑𝑦𝑒 = 10 mL min−1. The source concentration was
𝐶𝑠 = 10 mg L−1 for all test cases. The flume was seeded with 50 μm
polyamide seeding particles and recirculated in the flume until uniform
seeding and the desired seeding density was achieved in the room
model. A Nd:YAG double-pulsed laser with an emission wavelength of
532 nm was used to illuminate the seeding particles and excite the
fluorescent dye which has absorption and emission peaks at 525 nm
and 554 nm respectively.

To separate the signals from the fluorescent dye and PIV particles,
a 540 nm long-pass filter was fitted to a 5.4 MP 16-bit depth Imager
sCMOS camera for the PLIF measurements and 532 nm laser-line band-
pass filters were fitted to either two 4 MP Imager MX CMOS cameras
or two 4 MP Phantom v641 cameras for the 2D PIV measurements,
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depending on the exact test case. The PLIF single-frame and PIV double-
frame acquisition frequency was either 2 Hz or 2.5 Hz depending
on the exact test case, and the interframe time of the double-frame
PIV images was adjusted to satisfy the one-quarter rule for optimal
particle displacement for all test cases [28]. The acquisition frequency
and PIV cameras were varied across different test cases as the dataset
presented in this study came from multiple experimental campaigns.
This had negligible effects on the results and discussions in this study.
In this study, all PIV-PLIF measurement and dye release planes were at
z = 0 mm, which was equidistant from two columns of ventilation inlet
as shown in Fig. 1(b).

The PIV and PLIF post-processing procedures were similar to sev-
eral of our recent studies [29], hence only a succinct description
will be provided here. The particle images were post-processed using
LaVision DaVis 10 commercial software and PIVlab 2.61 open-source
software [30]. Images were pre-processed to remove background noise,
before performing multi-grid multi-pass cross-correlation analysis with
50% overlap ratio to obtain a final vector resolution of 1.56 mm–
1.75 mm. Spurious vectors were removed and replaced using local
neighbourhood standard deviation and median filters. The velocity bias
due to calibration error is estimated to be up to 0.5% and the standard
error is estimated to be up to 3% at 95% confidence interval based
on the standard bootstrap with replacement procedure to estimate the
sampling distribution of a statistic.

For the PLIF post-processing procedure, two calibration tanks filled
with dye concentrations of 0.03 mg L−1 and 0.05 mg L−1 and the
background concentration were used to calibrate the fluorescence in-
tensity to the dye concentration using an inhouse code. The two dye
concentrations in the calibration tanks are in the linear response regime
of the fluorescent dye. The light attenuation and temporal variations
in the laser pulses were accounted for using the Beer–Lambert’s law
and an energy monitor respectively. The PLIF resolution is 0.174 mm–
0.191 mm. A conservative estimate of the bias error is up to 10.2%
at 95% confidence interval and the standard error is estimated to
be up to 1% based on a bootstrap with replacement procedure. The
PLIF resolution is higher than PIV resolution since the latter is limited
by the finite size of the cross-correlation window. To calculate the
joint velocity-concentration statistics which will be essential to examine
the scalar transport mechanisms, we performed upsampling of the
velocity fields to the concentration fields via linear interpolation. The
propagated measurement uncertainty for joint probability statistics is
up to 14.7%.

2.2. Test parameters

The scaled water flume experiments need to achieve dynamic sim-
ilarity as the full-scale problem with air as the working fluid. This
was achieved by matching the Reynolds number based on 𝑈𝑟𝑒𝑓 and
𝑖𝑛𝑙𝑒𝑡, where 𝑈𝑟𝑒𝑓 is the average inlet velocity calculated based on the
low rate averaged over z = 0 mm and z = 90 mm. The Reynolds
umber based on the inlet flow was selected because the production
f mechanical turbulence in the room is expected to be dominated by
he ventilation inlet [31]. Nonetheless, it is acknowledged that the flow
n an indoor space is very complex and a single room can have drasti-
ally different flow dynamics in different parts of the room, including
et flows, boundary layer flows, separated flows, recirculation zones,
aminar, low turbulent or fully developed turbulent flows [20,22,32].
s such, there is really no single non-dimensional parameter that can

ully describe complex flows in realistic rooms.
The ventilation time scale is calculated by taking the volume of the

oom divided by the room flow rate, and the full-to-model ventilation
ime scale ratios (𝑡𝑟𝑎𝑡𝑖𝑜,𝑖=𝐴,𝐵) can therefore be calculated as 26.7 and
40 for rooms A (𝐿𝑟𝑎𝑡𝑖𝑜,𝐴 = 20) and B (𝐿𝑟𝑎𝑡𝑖𝑜,𝐵 = 60) respectively.
ccordingly, these time and length scale ratios can be used to con-
4

ert quantities in model scale to full scale for the rest of the study.
Table 1
Test parameters for rooms A and B with subscript FS denoting quantities at full-scale.

Test case 𝑈𝑒𝑥𝑖𝑡 𝑈𝑟𝑒𝑓 𝑈𝑟𝑒𝑓 ,𝐹𝑆 Re𝑖𝑛𝑙𝑒𝑡 𝐴𝐶𝐻𝐹𝑆 Source x-location
[m s−1] [m s−1] [m s−1] [ℎ−1] [𝑥∕ℎ𝑒𝑥𝑖𝑡]

A1 0.05 0.19 0.14 11,200 10.8 0
A2 0.13 0.47 0.36 28,400 27.4 0
B1 0.23 0.28 0.07 16,500 1.8 0
B2 0.25 0.29 0.07 17,400 1.9 0
B2-L 0.25 0.29 0.07 17,400 1.9 −3.5
B2-R 0.25 0.29 0.07 17,400 1.9 3.5
B3 0.28 0.33 0.08 19,800 2.1 0
B4 0.34 0.40 0.10 24,100 2.6 0
B5 0.37 0.44 0.11 26,100 2.8 0

For instance, to convert the model reference velocity 𝑈𝑟𝑒𝑓 to full-
scale reference velocity 𝑈𝑟𝑒𝑓 ,𝐹𝑆 , the full-to-model length ratio and the
ull-to-model time ratio can be applied as such:

𝑟𝑒𝑓 ,𝐹𝑆 = 𝑈𝑟𝑒𝑓 ×
𝐿𝑟𝑎𝑡𝑖𝑜
𝑡𝑟𝑎𝑡𝑖𝑜

. (7)

Table 1 shows the experimental parameters investigated in this
study with the subscript FS added to quantities that have been con-
verted to full-scale. The full-scale reference velocities are consistent
with the observations by King et al. [33], where flow velocities from
an inlet diffuser were observed to be up to 0.7 m s−1. The 𝐴𝐶𝐻𝐹𝑆
values are representative of typical indoor spaces [34,35], and the
Reynolds numbers are similar to some [36,37] and higher than other
studies [22,25,31].

3. Velocity and concentration statistics

3.1. Mean flow fields

The mean velocity magnitudes for selected test cases are presented
in Fig. 2 to illustrate the effects of increasing ACH for rooms A and
B. For room A, increasing the ACH led to an increase in normalised
velocity magnitudes and dissimilar flow patterns in the room par-
ticularly at around [x/ℎ𝑒𝑥𝑖𝑡,𝐴, y/ℎ𝑒𝑥𝑖𝑡,𝐴] = [−0.4, 0.2] (see Figs. 2a,
2b). For room B, the increase in ACH also led to an increase in
normalised velocity magnitudes and changes to the room flow pattern
(see Figs. 2c, 2d). Notably, the flow rate close to the right inlet has
increased, resulting in flow from both inlets impinging onto each other
and redirected as strong downward flow in the middle of the room.
The velocity variances and Reynolds shear stress are presented in
Fig. 3. Peak magnitudes are observed close to the inlet which indicate
turbulence is predominantly produced there. With an increase in ACH,
higher normalised magnitudes of the velocity variances and Reynolds
shear stress are observed. The dependence of the velocity statistics and
streamlines on the ACH indicate the flow is Re-dependent.

For the range of ACH (i.e. 𝑅𝑒𝑖𝑛𝑙𝑒𝑡) investigated in this study, the
room flow is not fully developed as illustrated by the streamlines in
Fig. 2. This is typically the case for most modern and realistic room
flows [22,23]. While some studies with idealised room geometries and
less complex room flows do claim Re independence [25,37], there are
several discussions on the occupied zone (in the centre of the room)
being in a transitional state between turbulent and laminar, despite
the jet inlet having already achieved Reynolds number that is far
higher than the critical Reynolds number [24,38]. Al-Sanea et al. [37]
achieved Re independence in the entire room and discussed the criteria
to remain Reynolds independent is for the flow to be dominated by
forced advection. In most realistic and non-specialist rooms however,
it is very rare for the entire room to be dominated by forced advection.

The mean concentration fields with isocontour lines of six test
cases, selected to illustrate the effects of ACH and source locations,
are presented in Fig. 4. Fig. 4(a) shows the dye spreads in the radial
direction away from the source rather uniformly in the near-source
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Fig. 2. Time-averaged streamlines and velocity magnitude contours for test cases (a) A1, (b) A2, (c) B2 and (d) B5.
Fig. 3. Time-averaged (i) horizontal velocity variance (ii) vertical velocity variance and (iii) Reynolds shear stress for test cases (a) A1, (b) A2, (c) B2 and (d) B5.
region. The comparison with Fig. 4(b) illustrates the effect of 𝐴𝐶𝐻𝐹𝑆
increasing from 10.8 h−1 to 27.4 h−1 for room A, with isocontour
lines changing significantly, from a semicircle to a flattened semicircle
shape. Similar trends are observed for room B as the 𝐴𝐶𝐻𝐹𝑆 increases
from 1.9 h−1 to 2.8 h−1 as shown in Fig. 4(c–d) which can be attributed
to stronger downward mean flow advection near the centre of the
room as shown in Fig. 2. The overall spatial distribution of the mean
concentrations for both rooms A and B become more evenly mixed with
an increase in 𝐴𝐶𝐻𝐹𝑆 .

The source location plays an important role in the mean concen-
tration maps, as illustrated in the B2, B2-L and B2-R test cases shown
in Figs. 4(c,e,f), which have the exact same boundary conditions but
different source locations. For the B2-R test case where the dye enters
the room at [x/ℎ𝑒𝑥𝑖𝑡,𝐵 , y/ℎ𝑒𝑥𝑖𝑡,𝐵] = [3.5, 0], the isocontour lines (see
Fig. 4(f)) are completely different to the other test cases. This is due
5

to the strong advective flow at the outlet, which transported most of
the dye out of the room directly, hence leading to negligible mean
concentrations measured in the other parts of the room. This hypothesis
is supported by Fig. 2(c), where the B2-R test case showed streamlines
that led straight to the room outlet without an opportunity for the scalar
dye to recirculate back into the room.

In contrast, when the scalar dye enters the room at [x/ℎ𝑒𝑥𝑖𝑡,𝐵 ,
y/ℎ𝑒𝑥𝑖𝑡,𝐵] = [0, 0] and [−3.5, 0] for test case B2 and B2-L respectively,
the streamlines in Fig. 2(c) show they are transported to a sink at
approximately [x/ℎ𝑒𝑥𝑖𝑡,𝐵 , y/ℎ𝑒𝑥𝑖𝑡,𝐵] = [−2.2, 0.5]. This explains the rel-
atively similar ‘hemisphere’ shaped mean concentration contour lines
observed in test cases B2 and B2-L (see Figs. 4(c) and 4(e)), which
is in stark contrast to test case B2-R. The streamlines show source
locations can lead to significant changes in the mean advective scalar
transport mechanism at the near-source region, resulting in a much
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Fig. 4. Mean concentration and isocontour levels for (a) A1, (b) A2, (c) B2 and (d) B5, (e) B2-L and (f) B2-R test case.
Fig. 5. Mean concentration variance for (a) A1, (b) A2, (c) B2, (d) B5, (e) B2-L and (f) B2-R test case.
more significant effect on the mean concentration maps as compared
to the effects of 𝐴𝐶𝐻𝐹𝑆 . These observations are consistent with an
earlier study that showed the relative positions of the source can
have significant influences on particle distribution and deposition [39].
We will return to quantify these effect later based on our scalar flux
measurements.
6

3.2. Concentration variances and PDFs

The concentration variance maps are presented in Fig. 5, where the
largest magnitudes are measured at the source and decay with distance
from source. While this effect is generally robust to changes in 𝐴𝐶𝐻𝐹𝑆
or source location and has also been observed for studies based on the
Nielsen room [40], it is dependent on the flow field close to the source.
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Fig. 6. Peak-to-mean concentration maps for (a) A1, (b) A2, (c) B2, (d) B5, (e) B2-L and (f) B2-R test case.
This is best exemplified by Fig. 5(f) where the proximity of the source
to the outlet led to almost zero variances everywhere in the room
apart from the region close to the source. In addition, the concentration
variance patterns observed here are generally very similar to those of
the mean concentration. An increase in the 𝐴𝐶𝐻𝐹𝑆 led to the flattening
of the variance contours towards the ground, while the change in
source location plays an important role in the concentration variance
patterns in the rooms. We will discuss the connections between the
concentration and velocity fluctuations later.

The peak-to-mean concentration ratio (𝐶𝑝𝑒𝑎𝑘∕𝐶), where 𝐶𝑝𝑒𝑎𝑘 is de-
fined as the maximum concentration measured in the entire acquisition
(around 100 ventilation time for room A and 460 for room B), is an
important parameter in air pollution applications where determining
exposure level or risk assessments are required. It is also useful in
other applications including the response of buildings to short-term
outdoor hazardous pollutants [41], the assessments of practical shelter-
in-place scenarios [42], explosives detection by dogs [40], assessing
the response of air quality models to sharp concentration peaks [43],
correlations to human activities [44] and to devise ventilation strate-
gies [45].

In the context of security applications, for e.g. when there is an
accidental or deliberate release of toxic chemicals such as chlorine or
hydrogen sulphide which have high toxic load exponents (TLEs) [46],
the toxic load is described by Eq. (8) [47,48] as:

𝑇 𝑜𝑥𝑖𝑐 𝑙𝑜𝑎𝑑 = ∫

∞

0
𝐶𝑚 𝑑𝑡, (8)

where m is the toxic load exponent. This equation indicates the need
to consider short-duration events when determining exposures and
assessing risks of toxic gases which the 𝐶𝑝𝑒𝑎𝑘∕𝐶 parameter is well-
suited for. In the context of environmental sources where TLE values
are close to one, Eq. (8) reduces to the Haber’s rule [49], then the
time-integrated concentration or conditional probabilities is useful to
determine exposures.

Fig. 6 presents the 𝐶𝑝𝑒𝑎𝑘∕𝐶 maps, where it can be observed that
the smallest values were actually observed close to the source where
mean concentration magnitudes are the highest. For room A, the A1
test case (Fig. 6(a)) is observed to have the highest magnitudes in the
left side of the room where very low mean concentration was observed.
7

This indicates significant transport of scalars due to turbulence, which
brings high concentrations of dye to the left side of the room in an
intermittent manner, resulting in low mean concentration values but
high 𝐶𝑝𝑒𝑎𝑘∕𝐶. As the 𝐴𝐶𝐻𝐹𝑆 increases from 10.8 h−1 to 27.4 h−1, the
scalar transport due to flow advection becomes more efficient, resulting
in higher mean concentration values in the left side of the room and
thus, lower overall 𝐶𝑝𝑒𝑎𝑘∕𝐶 values in the room (Fig. 6(b)). For room B
(Fig. 6(c)), high 𝐶𝑝𝑒𝑎𝑘∕𝐶 values are observed close to the outlet and
near the ground where mean concentration values are low. Similar
to room A, an increase in 𝐴𝐶𝐻𝐹𝑆 from 1.9 h−1 to 2.8 h−1 for room
B lowered the high 𝐶𝑝𝑒𝑎𝑘∕𝐶 values near the outlet, due to improved
scalar mixing leading to more uniform and higher values of mean
concentration fields near the outlet as shown in Fig. 4. For test case
B2-L where the source is located on the left side of the room (Fig. 6(e)),
high 𝐶𝑝𝑒𝑎𝑘∕𝐶 values are observed close to 𝑥∕ℎ𝑒𝑥𝑖𝑡,𝐵 = 3 where very low
mean concentration values were observed (Fig. 4(e)).

For the test case where the source location is located close to the
outlet (Fig. 6(f)), 𝐶𝑝𝑒𝑎𝑘∕𝐶 values are essentially zero everywhere in
the room, including regions with low mean concentrations as shown
in Fig. 4(f), except for the near-source and outlet region where the
dye was directly extracted out of the room via the outlet. The highest
𝐶𝑝𝑒𝑎𝑘∕𝐶 values are observed away from the ground where the mean
concentration is lower than near to the ground (Fig. 4(f)).

The comparison between the concentration variance and 𝐶𝑝𝑒𝑎𝑘∕𝐶
maps (Figs. 5 and 6) shows a clear lack of correlation, indicating the
concentration variance plays a limited role in determining the 𝐶𝑝𝑒𝑎𝑘∕𝐶
ratio. In addition, low mean concentration values are a necessary,
but not the only, condition for high 𝐶𝑝𝑒𝑎𝑘∕𝐶 values. These two ob-
servations show the risk for toxic chemicals with high TLEs will be
significantly underpredicted if risk assessments are based only on the
mean concentration and concentration variance.

To gain deeper insights relevant to exposure and risk assessments,
the concentration PDF is calculated using 1000 datapoints of concentra-
tion measurements in time (i.e. 100 and 460 ventilation times for rooms
A and B respectively) extracted from 55 regular grid locations. For room
A, the datapoints are extracted between the x-range −1.25 < 𝑥∕ℎ𝑒𝑥𝑖𝑡,𝐴 <
1.25 at 11 regular intervals of 𝑥∕ℎ𝑒𝑥𝑖𝑡,𝐴 = 0.25, and between the y-range
0.125 < 𝑦∕ℎ < 0.625 at 5 regular intervals of 𝑦∕ℎ = 0.125. The
𝑒𝑥𝑖𝑡,𝐴 𝑒𝑥𝑖𝑡,𝐴
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Fig. 7. Concentration PDF for (a) A1, (b) A2, (c) B2, (d) B5, (e) B2-L and (f) B2-R
test case. The red line shows an exponential fit. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

datapoints are extracted at the same locations for room B which in non-
dimensional units are: −3.788 < 𝑥∕ℎ𝑒𝑥𝑖𝑡,𝐵 < 3.788 at 𝑥∕ℎ𝑒𝑥𝑖𝑡,𝐵 = 0.758
egular intervals and 0.379 < 𝑦∕ℎ𝑒𝑥𝑖𝑡,𝐵 < 1.894 at 𝑦∕ℎ𝑒𝑥𝑖𝑡,𝐵 = 0.379

regular intervals.
The associated PDFs are presented in Fig. 7. These PDFs have very

long right tails with the exponential distribution a good fit for most
of the test cases except for B2-L and B2-R. In comparison with the
gamma distribution observed in scalar plumes in turbulent boundary
layers [11], the exponential distribution here indicates a larger number
of low concentration events and lower number of high concentration
events. Since small-scale flow structures are effective at promoting
fine-scale mixing while large-scale flow structures are effective at bulk
transport, an exponential distribution would suggest more intermit-
tent large-scale flow structures that are responsible for advecting high
concentrations of dye across the room.

The 𝐶99∕𝑐′𝑟𝑚𝑠 parameter, defined as the ratio of the concentration
value exceeded 1% of the time to the concentration fluctuations root-
mean-square, is a way to measure the right tail of the distribution
and useful for risk assessment. This parameter is appended to the
concentration PDFs shown in Fig. 7 and generally varies between 4.5
to 5.0, but much lower values are observed for test cases B2-L and
B2-R. A property of the exponential distribution is that the expected
value at the 99% percentile can be derived as 𝐶99∕𝑐′𝑟𝑚𝑠 = 4.61 (since
𝐶99 = −𝑙𝑛(0.01)∕𝜆 and 𝑐′𝑟𝑚𝑠 = 1∕𝜆, where 𝜆 is the rate parameter).
This agrees well with the results shown in Fig. 7(a-d) which are well
described by the exponential distribution. The departure from the
exponential distribution for test cases B2-L and B2-R can be attributed
to very low mean concentrations (see Fig. 4) measured at the sampled
locations, due to the mean advective flow patterns in the near-source
region. Since higher mean concentration values are expected close to
the source, the distance from source (and mean flow direction if mean
flow advection dominates scalar transport at the near-source region) is
the most important parameter in determining the 𝐶99∕𝑐′𝑟𝑚𝑠 values.

4. Concentration fluxes

4.1. Turbulent scalar fluxes

The turbulent scalar fluxes require simultaneous measurements of
the instantaneous concentration and velocity fields, of which very lim-
ited experimental or field measurements are available in the literature.
The mean horizontal and vertical turbulent scalar fluxes are presented
in Fig. 8(i) and 8(ii) respectively. For all test cases, there is a general
trend of the turbulent fluxes pointing away from the source, with their
8

peak magnitudes decaying with distance from source. The increase in
𝐴𝐶𝐻𝐹𝑆 (see Figs. 8(a–b) and 8(c–d)) led to slight flattening of the
fluxes towards the ground, but otherwise, has limited effect on the
overall pattern of the fluxes. The change in source location (see Fig. 8(c,
e, f)) has a much bigger impact on the turbulent fluxes because it
introduce radical changes to the flow field close to the source. Fig. 8(f)ii
in particular shows the vertical turbulent scalar flux which is similar
to that of a point source ground-level plume in a turbulent boundary
layer, although interestingly, the horizontal turbulent fluxes are mostly
positive here which is different to the counter-gradient streamwise
turbulent fluxes observed in the turbulent boundary layer [11]. Finally,
we note that it is challenging to meaningfully collapse the turbulent
fluxes across the different boundary conditions presented here, as the
magnitudes and patterns are strongly dependent on the turbulent and
mean flow field near the source.

4.2. Advective scalar fluxes

The decay of the turbulent scalar fluxes and concentration variance
with distance from source indicate the near-source flow turbulence
is more likely to have a larger influence on the mean concentration
maps as compared to that of the far field. To have a more complete
understanding of the scalar transport mechanism, it is important to also
consider the advective scalar fluxes. This is particularly important for
the near-source region where the mean concentration is the highest,
and less so for the far field where the mean concentration has decayed
significantly. Fig. 9 presents the corresponding advective fluxes for
the test cases. Interestingly, as the 𝐴𝐶𝐻𝐹𝑆 increases for room A, the
vertical advective flux in the near-source region changes direction from
upward to downward (Fig. 9(a–b)), with the downward component
flattened to a very thin region close to the source.

To understand this change, consider a point source in zero advective
flow environment, where the radial advective fluxes are expected to be
positive around the source which decays with distance from source. By
introducing a wall here which enforces zero flux boundary condition,
and by introducing downward advective flow close to the source (due
to the room ventilation design), a gradual increase in 𝐴𝐶𝐻𝐹𝑆 would
eventually lead to a change in vertical flux directions in the near-source
region as well as a general flattening of the fluxes towards the ground.
Therefore, for this particular room design and test conditions, the flow
at the near-source region is strongly dependent on the 𝐴𝐶𝐻𝐹𝑆 . Fig. 9(c,
e, f) shows very different advective flux patterns associated with the
change in source location, which can be attributed to the difference
in the mean flow at the near-source region (see Fig. 2). For Fig. 9(f)
in particular, because of its proximity to the outlet, most of the dye
advects out of the room immediately. These results indicate the flow
field in the near-source region is an important factor to consider when
examining the effects of 𝐴𝐶𝐻𝐹𝑆 or source location.

Knowing the relative magnitudes of the turbulent and advective
fluxes can be useful for selecting the most suitable mathematical model
to predict scalar dispersion. The relative magnitudes are shown in
Fig. 10, where values greater than one represents turbulent fluxes that
are at least an order of magnitude larger than its corresponding advec-
tive component, and values less than −1 represents at least an order of
magnitude smaller. For the range of test cases considered in this study,
the relative magnitudes at the near-source region are observed to be
heavily dependent on the near-source flow conditions, which is in turn,
dependent on the 𝐴𝐶𝐻𝐹𝑆 , source location and room geometry. As an
example, the Gaussian plume model may be the most appropriate scalar
dispersion model for test case B2-R, where the horizontal advective
flux dominates its turbulent component while neither the advective nor
turbulent vertical flux are able to dominate each other (see Fig. 10(f)).
However, a simple change in source locations as shown in test cases B2
and B2-L (see Fig. 10(c,e)) clearly show this is no longer an appropriate
dispersion model. As such, without any knowledge of the flow field
(particularly at the near-source region), there is no universal selection



Building and Environment 250 (2024) 111167H.D. Lim et al.
Fig. 8. Mean (i) horizontal and (ii) vertical turbulent scalar fluxes for (a) A1, (b) A2, (c) B2, (d) B5, (e) B2-L and (f) B2-R test case.
criteria for the most appropriate scalar dispersion mathematical model
for indoor applications.

For a RANS approach, it is the gradients of the turbulent and
advective scalar fluxes as shown in Eq. (1) that affects the mean
concentration. Fig. 11 presents the ratio of this gradient, and show
there is relatively larger contribution of the turbulent component at
the near-source region, while far from the source, the advective com-
ponent dominates. As such, for RANS to accurately estimate the mean
concentration, it is important to accurately capture the turbulent scalar
fluxes. This requires accurate characterisation of the eddy diffusivity
which will be discussed in the next section.
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5. Eddy diffusivity

For many practical applications, the eddy diffusivity is required to
model scalar dispersion. As discussed in the literature review, different
measurement techniques or models use different assumptions to mea-
sure the eddy diffusivity. This introduces inherent uncertainties which
are often unaddressed. In this section, we present our measurements
of the eddy diffusivity, a methodology to approximate measurements
of the eddy diffusivity tensor with an isotropic coefficient, and discuss
the associated uncertainties related to the assumption of isotropic
turbulence. Furthermore, the eddy diffusion coefficients associated with
changes in the boundary conditions investigated in this study will be
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Fig. 9. Mean (i) horizontal and (ii) vertical advective scalar fluxes for (a) A1, (b) A2, (c) B2, (d) B5, (e) B2-L and (f) B2-R test case.
discussed which may be a helpful reference for future studies and
engineering applications.

5.1. Components of the eddy diffusivity tensor

Consider Eqs. (4)–(6), where the turbulent scalar fluxes are pre-
sented in Cartesian coordinates as the products of the components of
the eddy diffusivity tensor and the mean concentration gradients. In a
room flow which can have very complex flow regimes, the direction
of the turbulent scalar fluxes is strongly dependent on the spatial
location. In order to understand the contributions of the principal
and orthogonal components of the mean concentration gradients to
the principal direction of the turbulent scalar flux, it is preferable to
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redefine Eq. (2) as

−𝑐′𝑢′𝑡 = 𝐷𝑡𝑡
𝜕𝐶
𝜕𝑥𝑡

+𝐷𝑡𝑛1
𝜕𝐶
𝜕𝑥𝑛1

+𝐷𝑡𝑛2
𝜕𝐶
𝜕𝑥𝑛2

, (9)

−𝑐′𝑢′𝑛1 = 𝐷𝑛1𝑡
𝜕𝐶
𝜕𝑥𝑡

+𝐷𝑛1𝑛1
𝜕𝐶
𝜕𝑥𝑛1

+𝐷𝑛1𝑛2
𝜕𝐶
𝜕𝑥𝑛2

, (10)

−𝑐′𝑢′𝑛2 = 𝐷𝑛2𝑡
𝜕𝐶
𝜕𝑥𝑡

+𝐷𝑛2𝑛1
𝜕𝐶
𝜕𝑥𝑛1

+𝐷𝑛2𝑛2
𝜕𝐶
𝜕𝑥𝑛2

, (11)

where the subscripts 𝑡 represents the direction (at every single spatial
location) aligned with the (principal) in-plane direction of the turbulent
scalar flux vector, and 𝑛1 and 𝑛2 are the corresponding in-plane and
out-plane normal (orthogonal) directions to the turbulent scalar flux
vector. These equations can be further simplified by considering the
laser sheet is aligned with the source and in the middle of the room
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Fig. 10. Ratios of the turbulent and advective scalar fluxes for (a) A1, (b) A2, (c) B2, (d) B5, (e) B2-L and (f) B2-R test case, in the (i) horizontal and (ii) vertical directions.
(geometric symmetry) for the current study, hence there is zero mean
concentration gradient and turbulent scalar fluxes in the out-plane
direction (i.e., 𝜕𝐶

𝜕𝑥𝑛2
= 0 and 𝑐′𝑢′𝑛2 = 0). Furthermore, since the definition

of 𝑐′𝑢′𝑡 is such that it is perfectly aligned with the principal in-plane
direction of the turbulent scalar flux vector, the in-plane orthogonal
component 𝑐′𝑢′𝑛1 must be zero. Therefore, we are left with the following
form,

−𝑐′𝑢′𝑡 = 𝐷𝑡𝑡
𝜕𝐶
𝜕𝑥𝑡

+𝐷𝑡𝑛1
𝜕𝐶
𝜕𝑥𝑛1

. (12)

In Eq. (12), 𝐷𝑡𝑛1 is non-zero due to anisotropic turbulence in the
room (i.e. misalignment of the directions of the mean concentration
gradient and turbulent scalar flux vectors). To solve Eq. (12) which
is an under-determined system with two unknowns in 𝐷 and 𝐷 ,
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𝑡𝑡 𝑡𝑛1
we introduce an additional constraint to regularise the problem by
assuming 𝐷𝑡𝑡 and 𝐷𝑡𝑛1 varies smoothly and gradually in space. This
was implemented using a 7 × 7 moving window approach where the
solutions 𝐷𝑡𝑡 and 𝐷𝑡𝑛1 was assumed to be constant within the window.
As such, each 7 × 7 window produces an over-determined set of
49 linear equations with only 2 unknowns, which was solved using
Matlab’s QR factorisation solver. This process is repeated for every
single pixel location to solve for the entire 2D eddy diffusivity maps
and follow the same procedure as that of an earlier study [11]. While
it is difficult to accurately determine the uncertainties associated with
introducing the additional constraint to regularise the problem, this is
related to the spatial gradient of 𝐷𝑡𝑡 and 𝐷𝑡𝑛1 which is not expected to
be significant in the near-source region due to the conservative window
size.
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Fig. 11. Ratios of the gradients of the turbulent and advective scalar fluxes in Eq. (1) for (a) A1, (b) A2, (c) B2, (d) B5, (e) B2-L and (f) B2-R test case.
Fig. 12. Test case B2. (a) Components of the eddy diffusivity tensor and its (b) contributions to the turbulent scalar flux. (i) Tangential and (ii) normal turbulent flux-aligned
directions.
The results for two test cases with the biggest qualitative differences
observed in the turbulent scalar flux maps (Fig. 8) are presented in
Figs. 12 and 13. Although 𝐷𝑡𝑛1 is non-zero, its contribution to the
turbulent scalar fluxes can be observed to be much lower than that of
𝐷𝑡𝑡 for both test cases as shown in Figs. 12(b) and 13(b).

5.2. An isotropic coefficient approximation

For many practical applications, it is useful to further condense the
eddy diffusivity tensor maps into a single coefficient, 𝐾. As illustrated
in Figs. 12 and 13, the primary contribution to 𝑐′𝑢′𝑡 comes from its
principal component, 𝐷𝑡𝑡. Hence, we approximate the isotropic eddy
diffusion coefficient as 𝐾 ∼ 𝐷𝑡𝑡, and we use 𝐷𝑡𝑛1 as a way to es-
timate the uncertainties associated with this approximation (i.e. the
12
errors associated with assuming isotropic turbulence and ignoring the
contributions of the orthogonal component to the turbulent fluxes). To
arrive at this single coefficient, spatial averaging of the maps shown
in Figs. 12 and 13 is required. This is non-trivial as the shape of the
turbulent fluxes is dependent on the flow field, which means methods
that averages 𝐷𝑡𝑡 (and 𝐷𝑡𝑛1 ) radially or in Cartesian directions are
ill-suited across the different test cases.

One way to address this is to perform conditional averaging of 𝐷𝑡𝑡
(and 𝐷𝑡𝑛1 ) for locations where the mean concentration, 𝐶, is within a
specified range. Here we have used bins of size 𝑙𝑜𝑔10(𝐶∕𝐶𝑠) = −4. This
results in eddy diffusivity values that are conditionally averaged only if
they belong to the same mean concentration bin (see isocontour lines
of the mean concentration as shown in Fig. 4). The selection of the
bin size is based on a compromise between 𝑙𝑜𝑔 (𝐶∕𝐶 ) resolution and
10 𝑠
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Fig. 13. Test case B2-R. (a) Components of the eddy diffusivity tensor and its (b) contributions to the turbulent scalar flux. (i) Tangential and (ii) normal turbulent flux-aligned
directions.
Fig. 14. The tangential (𝐷𝑡𝑡) and normal (𝐷𝑡𝑛1 ) components of the eddy diffusivity tensor conditionally averaged on locations where the mean concentration is equal to a specified
value of 𝑙𝑜𝑔10(𝐶∕𝐶𝑠) with bin sizes of 𝑙𝑜𝑔10(𝐶∕𝐶𝑠) = −4. (a) A1, (b) A2 (c) B2, (d) B2-R test case.
robustness to noise. For instance, smaller bins have better 𝑙𝑜𝑔10(𝐶∕𝐶𝑠)
resolution, but also offers less datapoints to average in each bin, hence
are more susceptible to noise or spurious data. Larger bins oversmooth
the eddy diffusivity plots and can introduce additional uncertainties
if the spatial variation of the eddy diffusivity is significant. Fig. 14
shows the conditional averaged eddy diffusivity plotted against the
mean concentration bins. While the mean concentration values do not
necessarily represent a specific spatial location, since the shape of the
isocontour lines are dependent on the flow field, higher values of mean
concentration can generally be interpreted as shorter distance to the
source.

Notably, there is an inverse relationship between the conditional
averaged eddy diffusivity and mean concentration at higher concen-
tration values. This could possibly be attributed to the source located
at the ground-level, since turbulence length scales are expected to
decrease at the near-wall region with Reynolds stresses going to zero
at the wall. This hypothesis is further supported by the B2-R test case
where the isocontour lines for a wide range of mean concentrations
remained close to the ground, resulting in similar turbulence length
scales, and hence a gentle gradient of the conditional averaged eddy
13
diffusivity values. Much smaller values of the conditional averaged
eddy diffusivity are also observed for B2-R than compared to B2, which
is likely due to a lack of large-scale turbulent structures recirculating
the dye back into the room given the proximity of the source to the
outlet.

The final step to obtain an approximated isotropic eddy diffusion
coefficient (K) is to average the values of 𝐷𝑡𝑡 presented in Fig. 14
for the mean concentration range −3 < 𝑙𝑜𝑔10(𝐶∕𝐶𝑠) < −2.5. A fifth-
order one-dimensional median filter was also applied to reduce noise.
This method is in essence, a conditional averaging operation based on
the mean concentration values within a specified range. The rationale
to average the eddy diffusivities corresponding to relatively higher
mean concentration values (i.e., −3 < 𝑙𝑜𝑔10(𝐶∕𝐶𝑠) < −2.5) is based
on the premise that they represent closer proximity to the source
which in turn has a more significant role in influencing the scalar
transport. In other words, eddy diffusivities at spatial locations far
from the source do not matter as the mean concentration gradients
there are low and do not have a significant role in the near-field
transport of the scalar. Averaging was not performed all the way to
the source itself (i.e., 𝑙𝑜𝑔 (𝐶∕𝐶 ) < −2.5) to avoid introducing noise
10 𝑠
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Table 2
Conditional averaged isotropic eddy diffusion coefficients.

Test case K (model) K𝐹𝑆 (full-scale) Uncertainty 𝐴𝐶𝐻𝐹𝑆
[m2 s−1] [m2 s−1] [%] [h−1]

A1 1.2 × 10−4 1.8 × 10−3 22.5 10.8
A2 2.6 × 10−4 3.8 × 10−3 17.5 27.4
B1 6.6 × 10−5 1.0 × 10−3 12.1 1.8
B2 9.4 × 10−5 1.4 × 10−3 12.7 1.9
B2-L 1.1 × 10−4 1.6 × 10−3 27.6 1.9
B2-R 8.2 × 10−5 1.2 × 10−3 11.0 1.9
B3 8.1 × 10−5 1.2 × 10−3 20.5 2.1
B4 1.0 × 10−4 1.5 × 10−3 14.1 2.6
B5 1.1 × 10−4 1.7 × 10−3 22.3 2.8

and uncertainties to the results as the number of samples for averaging
rapidly decreases as the source is approached. The choice to limit the
averaging to 𝑙𝑜𝑔10(𝐶∕𝐶𝑠) > −3 is based on the mean concentration
socontour lines having already extended to almost the middle of the
oom in some of the test cases. In real applications where K is needed
o calculate the magnitude of the turbulent scalar flux, the contribution
f 𝐷𝑡𝑛1 to the total turbulent scalar flux can be calculated using the
ame methodology, and used as an estimate of the uncertainty of the
alculated turbulent scalar flux associated with anisotropic turbulence
t the near-source region.

There are some limitations to this methodology. Since 𝐾 ∼ 𝐷𝑡𝑡 and
𝑡𝑡 has a different direction at every spatial location, 𝐾 discards infor-
ation on the direction of the turbulent scalar flux vector. Nonetheless,

his is acceptable as 𝐾 is only needed to estimate the magnitude of
he turbulent scalar flux, with the flux directions dependent on the
rincipal direction of the mean concentration gradients. Misalignment
f the principal directions of the mean concentration gradient and
urbulent scalar flux is accounted for in 𝐷𝑡𝑛1 . In addition, although the
hoice to conditionally average 𝐷𝑡𝑡 for the range −3 < 𝑙𝑜𝑔10(𝐶∕𝐶𝑠) <
−2.5 will introduce some uncertainties to 𝐾 ∼ 𝐷𝑡𝑡, this is not expected
to change the general trends of the results.

5.3. Discussion

The approximated isotropic eddy diffusion coefficients (𝐾 ∼ 𝐷𝑡𝑡)
for the full range of boundary conditions investigated in this study
are shown in Table 2. The uncertainties in Table 2 represent the
percentage contribution of 𝐷𝑡𝑛1 to the total turbulent scalar flux (i.e.,
(𝐷𝑡𝑛1

𝜕𝐶
𝜕𝑥𝑛1

)/−𝑐′𝑢′𝑡). As such, for RANS applications where 𝐾𝐹𝑆 is used to
estimate the magnitudes of the turbulent scalar flux using the gradient
transport model (Eq. (2)), one can expect the estimated turbulent scalar
flux to have an average uncertainty of around 17.8%, which is the
average value across all test cases considered in this study. Generally,
a linear relationship can be observed between 𝐾𝐹𝑆 and 𝐴𝐶𝐻𝐹𝑆 for the
same room model, which can be attributed to an increase in the room
turbulence at higher 𝐴𝐶𝐻𝐹𝑆 based on higher values of normalised
velocity variances and Reynolds stress.

In comparison to the literature, our measured eddy diffusion coeffi-
cients (for room B at 𝐴𝐶𝐻𝐹𝑆 <2.8 h−1, see Table 2) in this study (based
on the advection–diffusion equation approach) are lower than the total
eddy diffusion coefficients (based on the diffusion based equation)
estimated by Cheng et al. [14] and Shao et al. [17]. This shows the
implication of the differing definition of the ‘eddy diffusion coefficient’
terminology, whereby for cases where non-negligible mean flow or
large-scale flow turbulence are present in the room, estimates of the
total eddy diffusion coefficient obtained based on the diffusion equation
approach will be greater than the eddy diffusion coefficient obtained
14

from the advection–diffusion equation approach.
6. Conclusions and recommendations

In this study, the continuous release of a passive scalar through
a ground-level point source in a 60:1 and a 20:1 full-to-model scale
empty room was experimentally investigated. The 𝐴𝐶𝐻𝐹𝑆 and source
ocations were systematically varied and investigated using simultane-
us PIV and PLIF techniques in a water flume facility. Mean velocity
tatistics show the ventilation inlets dominate turbulence production
nd that the normalised magnitudes of Reynolds stresses increase as
he 𝐴𝐶𝐻𝐹𝑆 increases. The isocontour lines of the mean concentrations
ndicate a strong dependence on the flow field at the near-source
egion. Peak-to-mean concentration maps show a weak dependence
n the mean concentration and concentration variance, which indicate
isk may be underpredicted if based only on this information. The
xponential function is a good fit to the concentration PDFs for most
est cases, with the PDFs having a long right tail and the parameter
99∕𝑐′𝑟𝑚𝑠 ranges between 4.5 to 5.0, consistent with the expected value
f 4.61 for an exponential distribution. The exception to this occurs
hen the source location changes due to low/negligible concentrations
easured at most of the sampled locations, although the parameter
99∕𝑐′𝑟𝑚𝑠 was observed to never exceed 5.0. The universality of the
xponential fit needs to be further validated with more test cases with
ifferent ventilation and source characteristics.

The spatially-resolved turbulent and advective scalar flux maps
how a strong dependence of the scalar transport on the local flow
ield, and in particular, the importance of the local flow advection
n the scalar transport. This is best exemplified by the comparison
etween the B2 and B2-R test cases which have the same room model
nd a full-scale 𝐴𝐶𝐻𝐹𝑆 of 1.9 h−1, but drastically different scalar
ispersion patterns and transport mechanisms due to the proximity of
he source to the outlet for test case B2-R. The near-source flow field
s particularly important as it controls the scalar transport mechanism
i.e. mean flow advection or eddy diffusion) when the concentration
s high, and since the scalar fluxes decay rapidly with distance from
ource, the near-source flow field would have the largest influence in
etermining the concentration distribution. Nonetheless, the far field is
xpected to be important in cases where the ACH is low and the mixing
fficiency is high, as this would approach the well-mixed model where
oncentrations are spatially uniform in the room, leading to significant
calar fluxes in the far field.

The implication of these findings for IAQ is that details (i.e. fur-
iture, people, etc.) near to the source are important and should not
e neglected as they may have a significant influence on the near-
ource flow field. Additionally, the assumption that the mean flow
dvection is negligible if ACH is low may not always be valid, and the
ource location and local flow field must be considered. For analytical
olutions used in indoor scalar dispersion problems, it is essential to
ave a prior knowledge of the room flow field particularly at the near-
ource region, in order to facilitate the selection of the most suitable
athematical model. For instance, if the source is located in a region
ith strong forced advection, an advection–diffusion based model may
ork better than a diffusion-based model. In RANS approach, the rela-

ive contributions of the gradients of the turbulent and advective scalar
luxes affect mean concentration predictions. Larger contributions of
he turbulent component is observed at the near-source region for some
f the test cases, indicating the need for accurate characterisation of the
ddy diffusivity at the near-source region.

The measured eddy diffusivity tensor (𝐷𝑡𝑡 and 𝐷𝑡𝑛1 ) was redefined
o align with the local turbulent scalar flux directions, and reduced to
n approximated isotropic coefficient (𝐾) by performing conditional
veraging of 𝐷𝑡𝑡 in the mean concentration range −3 < 𝑙𝑜𝑔10(𝐶∕𝐶𝑠) <

−2.5. 𝐷𝑡𝑛1 was used to estimate the uncertainty associated with the
assumption of isotropic turbulence by considering its contribution to
the magnitude of the turbulent scalar flux. The assumption of isotropic
turbulence introduces an average uncertainty of 17.8% to the mag-

nitudes of the turbulent scalar fluxes across all test cases. While the
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𝐴𝐶𝐻𝐹𝑆 has a linear and positive relationship with 𝐾𝐹𝑆 , the source
location and room design can change the flow field at the near-source
region significantly which influences the estimates of 𝐾𝐹𝑆 .

In this study, we have neglected the effects of human activities
which can introduce additional mechanical and thermal turbulence
through activities such as walking or the temperature difference be-
tween the body and the room. We have also not explored the possibility
of integrating the effects of flow advection into the eddy diffusion
coefficient estimates to obtain a ‘total eddy diffusivity’ coefficient,
which would be a better comparison with diffusion equation based
methods [14,15]. We hope to explore these research directions in our
future work.
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