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A Detailed Chemistry Solver on Adaptive Curvilinear Meshes and Its Application to 

Rotating Detonation Simulations 

by 

Han Peng 

The rotating detonation engine (RDE) has drawn increasing interest in recent years due to its potential 
for high thermal efficiency and pressure-gain properties. The simulations of RDE have primarily 
focused on premixed injection and its wave structure, as the premixing assumption allows for the use 
of simplified chemistry models. However, a fully premixed RDE may lead to potential flashback 
issues during actual experiments. Another common simplification present in the simulation of RDEs 
is the adiabatic wall boundary condition. As the duration of operation increases to hundreds of 
seconds, the need of a cooling system has become more urgent. Simulations addressing these 
challenges require a three-dimensional solver capable of accurately and efficiently handling detailed 
chemistry and boundary flows. 

In this work, a three-dimensional solver is developed based on the Adaptive Mesh Refinement in 
Object-oriented C++ (AMROC) framework. The adaptive mesh refinement technique enables 
dynamic mesh refinement based on a user-defined threshold. Initially proposed for Cartesian meshes, 
the adaptive mesh technique is extended and implemented on curvilinear meshes in this study. This 
novel combination of a stretched body-fitted mesh and the dynamic adaptive mesh reduces the total 
number of meshes required for an RDE simulation. The developed solver is verified and validated 
with different benchmark tests. The results show that the present solver achieves second-order 
accuracy and ensures conservation across the multi-level hierarchy. In addition, the solver 
demonstrates the capability for robust and accurate simulation of high-speed reacting flows, 
including unsteady shock-induced combustion and curved cellular detonation. 

Finally, the solver is applied to investigate the effects of partial premixing on RDE performance. 
Hydrogen fuel is blended into the air stream at different bypass flow rates. An increase in bypass 
flow rate results in improved RDE performance, as indicated by higher detonation velocity, thrust, 
and specific impulse. The effects of cooling walls are also studied, and the results confirm that 
introducing a cooling wall during the operation process still preserves the number of detonation heads 
and the macro structure on the middle plane. The adiabatic case overestimates the detonation velocity 
without considering the heat loss on detonation. The cooling walls play a crucial role in suppressing 
parasitic and commensal combustion waves near the walls, leading to a reduction in low-pressure 
heat release. Moreover, the walls experienced unequal heat loads, primarily influenced by the internal 
combustion zones and the channel width. These findings enhance the understanding of partial 
premixing and cooling walls on RDE from the numerical aspect. 
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Chapter 1 Introduction 

1.1 Motivation 

Conventional gas turbines use fossil fuel, whereas the sources of fossil fuel energy are limited and 

using these resources causes environmental pollution. Also, there is a requirement to limit the 

dependency on fossil fuels in propulsion systems for the next-generation aircraft [1]. The study of 

clean gases, like natural gas and hydrogen, as alternative energy carriers, has attracted the attention 

of many researchers. The use of hydrogen has high combustion efficiency and produces low 

concentrations of harmful substances in the exhaust gas. Low emission, high specific energy, and a 

wide range of flammability limits are the unique characteristics of those fuels [2,3]. 

In addition to using clean fuels, increasing the thermal efficiency in propulsion systems is another 

eco-friendly way by decreasing the energy consumption. Subsonic pressure-constant combustion is 

the most common type of reacting flows observed in propulsion and power generation systems. The 

burning of the reactants relies primarily on thermal diffusion of the products and mass transport. The 

pressure remains essentially constant across the flame reaction zone [4]. In conventional propulsion 

systems, the thermal efficiency in combustion processes has reached a bottleneck, and achieving 

even a small improvement in thermal efficiency requires significant investment. Hence, novel 

engines using different thermodynamic cycles have received increased attention in recent years [5]. 

Detonation is a type of reactive phenomenon where a supersonic combustion wave drives a leading 

shock wave, resulting in the coupled propagation of both waves. The thermodynamic states change 

sharply across a detonation, which is accompanied by fast energy release [6]. A detonation is also 

considered a pressure-gain and self-sustaining chemical reaction and is hence essentially different 

from subsonic combustion. The highly efficient detonation-based engines, which employ pressure-

gain combustion (PGC), have been considered as one of the viable replacements for current 

propulsion and land-based power generation systems that employ pressure-constant combustion [7,8]. 

The rotating detonation engine (RDE) is a type of engine that uses one or multiple detonations to 

compress and burn fuel in a disk- or cylindrical-shaped device [8]. The RDE can operate with limited 

or no mechanical compression, leading to reduced weight and fewer manufacturing difficulties. The 

detonation wave rapidly propagates in the combustor resulting in a nearly constant-volume 

combustion process that produces high-pressure burnt products and provides thrust. Another 

interesting thermodynamic feature of the RDE cycle is the increased thermal efficiency compared to 

the Brayton cycle [9]. This means that a greater portion of the heating value of the fuel can be 

converted to effective energy. It is important to emphasize that these comparisons are for idealized 

thermodynamic cycles, i.e., for systems operating in a steady state. However, developing gas turbines 

using a steady or stabilized detonation wave is difficult. There are still many challenges that need to 
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be addressed before RDEs can be widely used in realistic systems. Studies on the RDE operation 

mechanism are still ongoing in terms of the detonation multiplicity, wave mode and stability, fuel 

and oxidizer mixing processes, and thermal management [10,11]. 

As the detonation travels rapidly in the combustor, the mixing in a short period has an important 

influence on the detonation stable operation. The majority of RDE experimental studies [12-15] were 

based on non-premixing injection as the premixed reactants in experiments may lead to destructive 

flashbacks [16]. The severe heating and shock wave back to the plenum bring difficulties in 

preventing the flashbacks; hence, the fully premixed injection was rarely used in RDE experiments. 

A special long narrow slot feed system [17] was designed for such a purpose. Partially premixed 

injection [18,19] has drawn increasing research attention in recent years as a compromise between 

the premixing degree and the abilities in suppressing flashbacks. Despite successful attempts 

employing partially premixed injection, the effects of the premixing strategy on RDE internal flow 

fields remain poorly understood and require further studies. 

Another challenge for RDE’s long-time operation is thermal management. The rapid heat release 

associated with RDEs poses challenges for cooling of walls [8,10,20-22]. Despite the fact that 

laboratory RDEs typically operate for only a few seconds in experiments, making the need of a wall 

cooling system less urgent, cooling of the walls is necessary in the case of long duration of the 

combustor [23]. The carried out experimental studies with cooling systems employed dilution gas 

[21] or water [24-26] to cool the walls of the RDE. It is observed that the estimated high-frequency 

heat flux results in the temperature rises of coolant [24]. The experimental results focused on the 

effects of detonation on the wall heat flux. The influence on detonation itself remains unclear, 

especially in a multi-wave mode. 

The risk of flashback when using premixing injection in an RDE experiment and its extreme 

thermodynamic conditions make large-scale experiments costly and challenging. The addition of a 

cooling system increases the difficulties of experimental observation, as no instrumentation ports are 

available in the water-filled walls [25]. It is promising to initially design and study these problems in 

a stable RDE using clean fuels for energy generation by means of Computational Fluid Dynamics 

(CFD). 

CFD is a feasible way to predict results that cannot be obtained from experiments and theoretical 

analysis, especially in gas turbine research relating to supersonic combustion. The role of CFD in 

this field has become increasingly important [27]. Note that accurate and predictive detonation 

simulation is difficult in itself as a detonation is a supersonic combustion phenomenon that inherently 

involves a discontinuous shock wave. A high mesh resolution is necessary to resolve the chemical 

characteristic length; as a result, numerical simulations on supersonic reacting flow are quite 

expensive. 
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An effective approach for capturing supersonic combustion and discontinuous flow structures is 

adaptive mesh refinement (AMR) [28,29]. AMR enables the computation to use dynamic refined 

grids in the region where the flow field varies dramatically, whereas other smoother regions are 

solved with coarser grids to decrease the total cell numbers. The open-source mesh adaptation 

framework Adaptive Mesh Refinement in Object-oriented C++ (AMROC) [30] is a powerful 

software system for large-scale simulations. It adopts the block-structured adaptive mesh refinement 

technique (SAMR) after Berger and Colella [29]. This method employs a patch-wise refinement 

approach. The meshes are dynamically flagged by using specified refinement criteria. These flagged 

cells are then grouped into a region of various-sized rectangular blocks. By successively creating 

refined meshes from respectively coarser parents, a multi-level hierarchy of embedded grid patches 

is created. 

AMROC is a freely available dimension independent mesh adaptation framework for time-explicit 

Cartesian finite volume methods on distributed memory machines and employs a locality-preserving 

rigorous domain decomposition technique based on space-filling curves. The solvers within AMROC 

have been applied extensively to simulations of combustion, reactive flows and detonation 

problems [31-33]. The Clawpack package [34] has been incorporated into the Cartesian AMROC 

framework with an extended detailed chemical-kinetic model for multi-species thermally perfect gas 

mixtures. 

AMROC also has a generic implementation of a first-order accurate embedded boundary method 

that can handle complex non-Cartesian boundaries [35,36] using the ghost-fluid method [37]. States 

in ghost cells are set before the original numerical update to model the boundary conditions. The 

actual boundary is considered by employing a scalar level set function [38,39]. However, the 

staircase approximation of the boundary introduces considerable errors, resulting in the conservation 

breaking in the vicinity of the boundary. Another strategy is using a cut-cell method [40] to deal with 

the non-Cartesian boundaries. The cells that intersect the complex boundary are truncated to 

represent the shape of the boundary. As the cut cells may be arbitrarily small, additional measures 

are necessary to avoid extremely small time steps in these small cut-cells [41]. 

These problems are notable as the loss of conservation can cause numerical instabilities when 

simulating detonations interacting with the boundary and the explicit time integration is commonly 

used in such cases. In both the embedded boundary method and cut cell method, the majority of 

conventional numerical methods and related AMR algorithms on Cartesian mesh remain unchanged 

for the interior cells. The complex modification is only employed for the boundary cells to treat the 

non-Cartesian geometry. 

A more straightforward way is the application of a quadrilateral but non-Cartesian mesh to represent 

the actual boundary. In this work, the mapping method is implemented with a capacity function as 

proposed in Ref. [34]. The curvilinear body-fitted mesh is used with the AMR technique to solve the 



Chapter 1 Introduction 

4 

high-speed reacting flows efficiently. In AMROC, the implementation of the 2D mapping strategy 

for meshes has been accomplished for overset grids with a two-temperature model [42]. Benefiting 

from this, the present work focuses on employing the mapping method to the Cartesian chemistry 

solvers for multi-species thermally perfect gas mixtures and detailed chemistry mechanisms. 

Combining the mapping method and AMR enables the effective simulations of detonation on 

curvilinear adaptive meshes for non-Cartesian geometry, such as the annular RDE combustor. 

There have been few non-Cartesian 3D AMR solvers for compressible Navier-Stokes equations with 

detailed chemistry both in CFD commercial software and other CFD codes so far. Development of 

such a solver, set-up, comprehensive verification and validation cases and its utilization for large-

scale high-resolution computations will be beneficial for not only the detonation simulations 

community but also the more specific rotating detonation engine (RDE) research. The robust and 

accurate simulation of the wall boundaries in RDE also contributes to the understanding of the effects 

of partial premixing and cooling walls on the 3D RDE internal structure from a numerical perspective. 

1.2 Research objectives and novelties 

The objective of the present work is primarily the development of a second-order solver with the 

capability of solving reacting flows on non-Cartesian domains within AMROC on curvilinear meshes. 

Complex data structures and a sophisticated program architecture are required to adapt high-

resolution numerical methods on a dynamically changing mesh. The cell-centred finite volume 

schemes with shock-capturing capability, second-order accurate reconstruction and detailed 

chemistry are implemented for simulations of combustion and detonation with an arbitrary number 

of species and arbitrary chemical reaction systems. 

To achieve this aim, the present thesis firstly concentrates on adaptive structured non-Cartesian 

meshes and solving the Euler and Navier-Stokes equations in 2D and 3D with full chemistry reaction 

models. Compared to the general solvers in AMROC, the main development and features of the 

present solver are summarized below: 

• Solving multi-component compressible reactive Euler/N-S equations on curvilinear meshes. 

• Application of the mapping strategy to multi-component reacting flows with detailed 

chemistry. 

• Geometry information of the 3D meshes, such as the normal vectors and transformation 

matrices. 

• Grid-aligned Riemann solver, and newly implemented schemes such as AUSM and HLLC. 

• Second-order MUSCL-Hancock construction on 2D/3D curvilinear meshes. 

• Second-order central difference for viscous terms involving the calculation of thermal and 

transport properties. 
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• Operators for information transfer between AMR levels on curvilinear meshes. 

• Flux conservation correction on the coarse-fine interface for multi-level curvilinear meshes. 

• Comprehensively verified and validated by different benchmark tests. 

Benchmark test cases of 2D and 3D configurations are used to verify and validate the performance 

of the proposed solver within the mesh adaptation framework. Then the solver is applied to 

simulations of high-speed reacting flows related to detonation problems. The chemistry solver itself 

is complex and different benchmark tests are carried out to test different aspects of the 

implementation. These test cases verify the order of accuracy, robustness and efficiency of the 

proposed numerical methods to handle multi-scale reacting flows in non-Cartesian geometry, 

specifically the internal flow field in an annular RDE for propulsion and power generation. Then the 

solver is applied to simulation cases related to rotating detonation engines. 

Another main aim of this thesis is to study the specific problems including the effects of premixing 

and cooling walls on RDE flow field structure and performances. After verification and validation, 

the solver is used to simulate an annual RDE. The focuses of RDE simulations studied in this thesis 

are summarised below: 

• Build-ups of numerically stable RDE configurations using the curvilinear adaptive mesh. 

• The effects of premixed, partially premixed and non-premixed injection on RDE. 

• The effects of varying wall temperature on a multi-wave non-premixed RDE in operation. 

• The effects of channel widths on a non-premixed RDE with cooling walls. 

The solver developed in this work can be considered a prototype solver that has applied the AMR 

method for reacting flows on curvilinear meshes. Some fundamental detonation simulations are used 

to demonstrate the accuracy and robustness of the AMR method when solving the strong 

discontinuities in reacting flows. Owing to the efficiency of the use of adaptive meshes, it enables 

accurate simulations of 3D RDE and the wall effects with detailed chemistry mechanism. On the 

whole, the main novelties of this thesis are: 

• Development of new solvers based on the AMROC framework with the abilities to solve 

reacting flows, such as unsteady shock-induced combustion and detonation problems. 

• Application of the adaptive curvilinear solver to 3D viscous RDE simulations with detailed 

chemistry. 

• Numerical studies on partially premixed 3D RDE with different premixing percentages. 

• Numerical studies on varying wall temperatures in an operating non-premixed RDE. 

The combination of curvilinear meshes with the adaptive strategy has been rarely adopted in the 

rapidly increasing RDE simulation fields. The use of such solvers enables us to study the problems 

that have been raised in conjunction with the development of the RDE experiments. These would 
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enhance our knowledge about the challenges in RDE simulations, and provide a basis for further 

experimental design. 

1.3 Organisation of thesis 

In Chapter 2, an introduction of detonation theory is firstly presented. A review of the rotating 

detonation engine is given, along with a review of the numerical simulations in this field. Then, a 

review of adaptive mesh refinement techniques used in RDE simulations is presented. The challenges 

on simulating high-speed reacting flows are analysed. The need of state-of-the-art numerical tools, 

that are capable of accurately simulating walls for RDE, is demonstrated. 

One strategy is applying the adaptive mesh refinement technique on curvilinear meshes. The 

extensions on the AMROC framework are described in Chapter 3. The numerical methods 

implemented are described, including but not limited to the fluxes schemes, the reconstruction, the 

AMR operators, fluxes correction and geometric information. 

The developed solvers are then verified and validated with some benchmark tests in Chapter 4. These 

tests contain the order of accuracy, conservation of the solver, the ability to solve inviscid 

discontinuities and viscous flows. After the verification and validation, the solver is used to 

demonstrate its capability of simulating the high-speed reacting flows in Chapter 5. The unsteady 

shock-induced combustion simulations and detonation simulations are compared with published 

experimental results. 

Chapter 6 details the numerical configurations of the 2D and 3D rotating detonation cases according 

to different experimental set-ups. Mesh dependency studies are given with the comparison to 

theoretical solutions. Some numerical baseline cases are also compared with experimental results to 

test the accuracy of the simplified numerical set-ups. 

The numerical results of rotating detonation are presented in Chapter 7 and Chapter 8, respectively. 

Chapter 7 focuses on the effects of premixing on the performance of RDE. In addition, a partially 

premixed RDE is simulated to explore the possibilities and improvement by premixed injection. In 

Chapter 8, the effects of wall conditions are analysed to investigate the roles of the cooling walls and 

the channel width on RDE performance. 

Finally, Chapter 9 summarises the findings from the research and gives recommendations for future 

work. 
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Chapter 2 Literature review 

2.1 Detonation theory and detonative engines 

A detonation is a kind of reactive phenomenon involving a supersonic combustion wave which drives 

a leading shock wave, leading to the coupled propagation of both waves. It is commonly also known 

as explosion. The study of detonation has a long history and there are already some classical theories 

in this field. One of these theories is formulated by Chapman [43] and Jouguet [44], which can be 

employed to predict the thermodynamic states behind the detonation wave. For the state across a 

reacting wave, the basic conservation equations of mass, momentum and energy are given as 

 
0 0 1 1u uρ ρ= , (2.1) 

 2 2
0 0 0 1 1 1p u p uρ ρ+ = + , (2.2) 

 
0 12 2

0 1
0 1

1 12 2

N N

i i i i
i i

u uh Y h h Y h
= =

+ + = + +∑ ∑ . (2.3) 

The subscript 0 and 1 denote the reactants and products, respectively. ρ  is density and u is velocity. 

p denotes the pressure and h is the sensible enthalpy of the mixture. Yi and hi are the mass fraction 

and specific enthalpy of formation for species i, respectively. N is the total number of species. 

Considering the conservation equations of mass and momentum, the mass flux can be derived as 

 1 0
0 0 1 1

0 1

p pm u uρ ρ
ν ν

−
= = =

−
 , (2.4) 

where ν is the specific volume. Equation (2.4) requires that 0ν  > 1ν  and p1 > p0 (for detonation), or 

0ν  < 1ν  and p1 < p0 (for deflagration). In the x-y plane 1 0ˆ /y p p p= =  and 1 0ˆ /x ν ν ν= = , 

Equation (2.4) can be written as 

 0

0

1
1

pym
x ν

− =  − 
 . (2.5) 

The speed of sound a0 in the reactants is given as 

 0
0 0 0 0 0

0

pa pγ γ ν
ρ

= = . (2.6) 

The Mach number is given as 0 0 0/M u a= , and Equation (2.5) can be rewritten as 

 2
0 0

1
1
yM

x
γ −

=
−

, (2.7) 

or equivalently 
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 2 2
0 0 0 01y M x Mγ γ= − + + . (2.8) 

Equation (2.8) defines a straight line on the x–y plane with a slope of 2
0 0Mγ− , which is called the 

Rayleigh line, as shown in Figure 2.1 with dashed lines. It represents the thermodynamic path of the 

flow transition from the initial state (1,1) to the post-wave state. 

 
Figure 2.1 Schematic identifying the Rankine–Hugoniot solutions [45]. 

The difference between the enthalpies of formation of reactants and products can be calculated by 

 
0 1

1 1

N N

i i i i
i i

q Y h Y h
= =

= −∑ ∑ , (2.9) 

where q indicates the chemical energy release. Replacing the velocity with the pressure and the 

specific volume, Equation (2.3) can be rewritten as 

 ( ) ( )( )1 0 1 0 0 1
1
2

h h q p p ν ν− + = − + . 
 

(2.10) 

This equation represents the Hugoniot curve and shows the locus of post-wave states for a given 

upstream state. If the calorically perfect gas assumption is introduced, the sensible enthalpy is given 

as 

 
1

ph γ
γ ρ

=
−

. (2.11) 

The enthalpy in Equation (2.10) can be eliminated, and only the p and v are presented in the Hugoniot 

curve equation. Equation (2.10) can then be written as 

 0 1

0 0 0 1

1 12 / 1
1 1

qy x x
p v

γ γ
γ γ

   + +
= − + −   − −  

. (2.12) 
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This equation indicates that the Hugoniot curve is in the form of a rectangular hyperbola in the x-y 

plane, as shown in Figure 2.1 with solid lines. The chemical energy release q determines the location 

of the Hugoniot curve. 

According to the conservation laws, the solution should satisfy both the Rayleigh line and the 

Hugoniot curve simultaneously. Hence, for a given velocity of the reaction wave, namely the slope 

of the Rayleigh line, the intersections of the Rayleigh line and the Hugoniot curve are considered the 

post-wave state, as shown in Figure 2.1. However, the strong solution is generally unstable and the 

weak solution is usually not observed in practice [6]. Different states are defined by the Rankine-

Hugoniot relations and Chapman-Jouguet (C-J) theory. When the Rayleigh line is tangent to the 

equilibrium Hugoniot curve, the intersection in the upper branch is the minimum-velocity and 

minimum-entropy solution, where the velocity is defined as C-J detonation velocity. This criterion 

is generally used to find the detonation velocity of a given explosive mixture. 

The C-J theory assumes that downstream of the detonation the ideal equilibrium state can be found, 

which neglects the intermediate stage of reactions and is essentially a zero-dimensional analysis. 

Another model describing the one-dimensional detailed structure of detonation was established 

independently by Zel’dovich [46], von Neumann[47] and Döring [48], which is referred to as ZND 

model. Figure 2.2 displays the thermodynamic states along the direction of detonation propagating.  

 
Figure 2.2 The ZND model for a detonation structure [6]. 

A detonation can be considered as a shock front followed by chemical reactions, where the region 

between the shock front and reaction wave is called the induction zone. In the induction zone, the 

reactants are preheated by the leading shock wave, where the active radical species are generated by 

thermal dissociation. When a sufficient number of free radicals is produced, the chain-branching 

reactions are triggered in the reaction zone. The rapid chemical energy release results in a rise in 
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temperature and a corresponding drop in pressure and density. The subsequent expanding burned 

products provide the forward thrust that supports the propagation of the leading shock [6]. 

In two or three dimensions, the detonation structure is more complex because of the transverse waves, 

which are intrinsic to detonation propagation. Several features can be observed at the detonation 

front. As shown in Figure 2.3 (a), an image of OH fluorescence from Ref. [49], the high concentration 

OH region corresponding to the reaction front is behind an incident shock, which is located between 

two curved Mach stems. High concentration OH can also be seen close to the Mach stems. 

 
Figure 2.3 (a) Images of OH fluorescence behind detonation front [49], schematic of (b) regular 

detonation cells, (c) and enlargement of a triple point structure [30]. 

Figure 2.3 (b) and (c) show the schematic diagram of the detailed detonation front. The transverse 

wave, Mach stem and the incident shock merge in one point, which is named the triple point. A 

detonation cell is a closed “fish-scale” pattern cell formed between two trajectories of triple points 

(shown in Figure 2.3 (b) as the linked dash lines A-B-D-C-A). The length L and the width λ of the 

detonation cells are significant characteristic parameters for a detonation [30]. These parameters can 

be measured by the experimental smoke tracks method and are generally used to validate the 

chemical mechanisms in numerical simulations. The cell parameters of common detonative mixtures 

can be found in a published database [50]. The cellular structure is also observed in a three-

dimensional detonation front. Similar triple point structures are generated, where there are more 

intricate transverse waves [30]. 

Figure 2.4 displays the schematic of the comparison between ideal 1D laminar flame and 1D 

detonation. The thermal diffusion of the products and mass transport leads to the reacting of the 

reactants in combustion, while the detonation is a self-compressed reacting process according to the 

ZND theory model. The leading shock wave compresses the reactants and results in the induction 

and ignition of the reactants. These coupling waves are considered as a detonation. The expansion of 

high-pressure products sustains the high-speed propagation of the detonation. The reaction zone is 

generally thinner than a subsonic flame under similar conditions front as the reactant is preheated 

and compressed by the shock wave. 
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Figure 2.4 Schematic of 1D laminar flame and 1D detonation. 

From these theories and descriptions above, the detonation is a kind of pressure-gain chemical 

reaction with a self-sustaining leading shock wave, which is essentially different from subsonic 

combustion or namely deflagration. Therefore, the application of detonations in propulsion and 

energy generation systems, where the subsonic combustion mode is presently dominant, also leads 

to considerable differences. Figure 2.5 shows a comparison of the thermodynamic cycles for different 

combustion processes. Related calculations indicate that the Fickett-Jacobs cycle, where a pressure-

gain detonation works, can provide the highest efficiency compared with the Brayton cycle based on 

pressure-constant combustion [9]. 

 
Figure 2.5 Thermodynamic Brayton-Joule, Humphrey, and Fickett-Jacobs cycles [9]. 

Due to the advantages of pressure-gain combustion for thermal efficiency, a broad range of potential 

detonation-based engines have been put forward, i.e., the pulse detonation engine (PDE) [51], the 

oblique detonation wave engine (ODWE) [52] and the rotating detonation engine (RDE) [20], etc. 

The general PDE is a tube-like device [53] as boxed with dashed lines in Figure 2.6 (a). The typical 

PDE operation cycle consists of serval stages [54], such as the filling of the fuel and the oxidizer, 

ignition, deflagration to detonation transition (DDT), the exhaust and a purge for the next cycle as 

demonstrated in Figure 2.6 (b). To decrease the tube length, different devices are required to shorten 

the DDT time and run-up distance, including solid obstacles such as Shchelkin spirals [55] or fluidic 

obstacles such as jets in cross flow [56]. As PDE needs the filling, ignition and DDT in every cycle, 

the operating frequency at O (101) ~ O (102) Hz is limited by the valve’s frequency and the DDT 

process. 
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Figure 2.6 Pulse detonation-turbine hybrid engine [53] (a) and the schematic of PDE cycle [54] (b). 

Another detonation-based engine is the ODWE which stabilizes the detonation through a wedge-

shaped device or a ramp, as shown in Figure 2.7 (a). Its operation concept is similar to that in a 

conventional scramjet except for adopting an oblique detonation instead of supersonic combustion 

as a power source. The fuel and oxidizer are mixed upstream followed by a standing shock wave. 

The lower limit of ODWE operation is the C-J detonation velocity generally at Mach 5 to stabilize 

the oblique shock and induce its coupling with the reaction front. For this reason, ODWE is more 

likely to work in a high-speed flow and has potentials on applications to hypersonic flight. The 

requirement of a high-speed and high-enthalpy wind tunnel is also a great challenge for the ground 

experiments [58]. 

 
Figure 2.7 Schematic of ODWE concept [57] (a) and the schlieren photograph of ODWE 

experiments (b) [58]. 

During the last twenty years, the RDE has been extensively investigated theoretically, experimentally 

and numerically with varying geometries including the annular cylinder [59,60], the hollow cylinder 

[61,62] and the disk [63,64]. This thesis will only concentrate on the annular RDE, which is the most 

tested configuration. This kind of RDE uses one or more continuously propagating detonation waves 

in an annular chamber. Figure 2.8 shows a simplified physical model of an annular RDE and the 

photograph of the RDE operation in space. In an RDE, the fuel and air are both injected from the 

head of the chamber. A pre-detonator or a spark plug is implemented for igniting the detonation in 

the engine. A single detonation wave is depicted in Figure 2.8 (a), but there may be multiple 

detonation waves in different operating conditions. These waves rotate in the annulus and consume 

the reactants feeding continuously from the arrayed injectors. 
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Figure 2.8 Schematic diagram of an annular RDE [9] (a) and RDE operation in space (b) [65]. 

As the detonation waves travel around the annulus at a high velocity (1.5 - 3 km/s), the fresh reactants 

injected into the combustor can only sustain a short period of time before being consumed. After that, 

the burnt high-pressure products are exhausted along the axial direction of the chamber, which 

provides the thrust for the whole RDE. Compared with PDEs, the continuous rotating detonation in 

RDEs enables a higher operating frequency at O (103) Hz without frequent initiation of detonation. 

In addition to the propulsion field, RDEs have more potential to be applied to a land-based power 

generation system due to their wider working range at relatively low-speed regions compared with 

ODWEs. In summary, different types of detonative engines have different benefits, limits and 

application scenarios [5]. This thesis only focuses on the RDE in the next chapters and the other 

detonative engines are not further discussed. 

2.2 Rotating detonation engine (RDE) 

In the 1960s, Voitsckhovskii [66] first studied the feasibility of a continuous rotating detonation 

engine with acetylene/oxygen premixed gas as propellants and verified the fundamental operating 

mode in the RDE at Lavrentyev Institute of Hydrodynamics (LIH) in Russia. Subsequently, Nicholls 

et al. [67] and Adamson et al. [68] applied this mode of detonation to rocket propulsion systems and 

carried out feasibility studies for the RDE at the University of Michigan. Although the tests were 

successful with a rotating detonation wave in the engine, it is observed that the detonation could 

hardly propagate at a self-sustaining mode. In the following 50 years, experimental studies on RDE 

were mainly conducted by Bykovskii et al. [69,70] at the LIH in Russia. The effects of combustion 

chamber configuration, outlet back pressure and other design parameters on RDE performance were 

investigated. Bykovskii’s systemic work showed the potential and feasibility of RDE applied to 

propulsion devices, which influenced the development of RDE [10]. After entering the 21st century, 

the RDE, which satisfies the increasing demand for efficient, clean, and sustainable power and 

propulsion processes, has gradually attracted more attention of researchers. 

Frolov et al. [71] tested the operating characteristics of hydrogen-air RDE with an outer diameter of 

50 and 100 mm, respectively, as shown in Figure 2.9. They compared the specific impulse and thrust 
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of the RDE and a conventional rocket engine using pressure-constant combustion. The inflow 

pressure is controlled to achieve the same injection condition. The results show that the RDE can 

produce more thrust than the rocket engine even with less hydrogen injected. The specific impulse 

of the RDE is also increased by about 6% to 7% compared with the rocket engine under varying air-

fuel ratios. Their experimental tests confirmed the advantages of the RDE applied to conventional 

propulsion systems. In their following work [72], the RDE was implemented within a rocket engine 

and fire tests were conducted. The experiments proved the possibility of using a liquid fuel film in 

the RDE combustor for both the stable operation and the active thermal protection. 

 
Figure 2.9 Photographs of the RDE from Centre of Pulse Detonation Combustion in Moscow with 

an outer diameter (a) 50mm and (b)100mm [71]. 

Kindracki [73] used kerosene/air as a propellant in RDE experiments to study the initiation and 

propagation process of rotating detonation waves. They found that the kerosene/air mixture cannot 

achieve the self-sustained propagation of rotating detonation waves at room temperature, whereas 

the air with added hydrogen can initiate the detonation and maintain a self-sustained propagation 

mode in RDE. Furthermore, Wolanski [74] replaced the original combustion chamber in the GTD350 

turbojet engine with a rotating detonation combustion chamber and conducted a large number of 

experimental tests. The experimental device is shown in Figure 2.10. In the experiment, a stable 

rotating detonation wave was successfully obtained by adding a small amount of hydrogen into 

kerosene. The experimental results also verified the feasibility of the engineering application of RDE 

on a turbine engine. 

 
Figure 2.10 Photographs of the RDE in operation implemented within GTD350 turbojet engine 

from the Warsaw University of Technology [74]. 
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Stephen et al. [75] carried out systematic experiments for RDE injection dynamics, small-scale RDE 

chamber design, inlet and outlet flow measurement, and exhaust emission measurement. In addition, 

a large-scale RDE test bench was designed independently using methane/air as propellent as shown 

in Figure 2.11. The operability of this RDE over a range of operating conditions is evaluated. The 

strong annular Mach disk and the shock train are observed in the supersonic exhaust. A recent work 

was reported in Purdue University using MHz-rate diagnostics in the RDE experiments [76]. The 

wave features were observed by the simultaneous orthogonal views of chemiluminescence and 

hydroxyl planar laser-induced fluorescence (OH-PLIF). The effects of reactant stratification were 

analysed in a bifurcated dual-wave detonation system. 

 
Figure 2.11 Photographs of the RDE from Purdue University (a) on test stand, (b) in operation [75]. 

Rankin et al. [77,78] replaced the outer wall of the RDE with transparent quartz glass. The 

experimental device is displayed in Figure 2.12. They used OH-based chemiluminescence methods 

to study the features in the flow field of the RDE, such as detonation wave height, detonation wave 

angle, oblique shock wave angle, shear layer angle and contact surface angle. Subsequently, this 

technology was adopted to conduct research on non-premixed RDE about the influences of air mass 

flow rate, equivalence ratio, air injection area, and fuel injection schemes.  

 
Figure 2.12 Images of the optically accessible RDE (a) schematic diagram, (b) photograph in 

operation, (c) instantaneous OH* chemiluminescence image [77]. 

The experimental results show that a single-wave to double-wave transition phenomenon occurs in 

the combustion chamber at a higher mass flow rate. It was found that the distribution of OH in the 
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chamber will become more scattered under lean conditions, while the OH under rich conditions is 

mainly concentrated in a narrow area near the detonation wave front. In the experiment, the high-

pressure area in front of the detonation wave and the cell structure of the detonation wave were 

observed as shown in Figure 2.12 (c). 

Anand et al. [79-81] conducted considerable experimental research work on RDE with different 

geometric injection configurations under different air and fuel mass flow rates (air mass flow 300 ~ 

500 g/s and equivalence ratio 0.5 ~ 1.9). The experiment observed four kinds of instability 

phenomena: chaos instability, waxing and waning instability, mode switching instability and 

longitudinal pulsed detonation instability, as shown in Figure 2.13. They also carried out 

experimental studies on the injection schemes for the RDE, including three different fuel injection 

schemes and two air injection schemes. The experimental results show that the different injection 

schemes have similar working characteristics, and in the fuel injection scheme with the maximum 

length-to-diameter ratio, unstable detonation is observed in the RDE. The flow field characteristics 

of the fuel/air plenum of the RDE were also investigated. A strong pressure wave from the rotating 

detonation wave propagated back to the air injection port in the experiments. 

 
Figure 2.13 FFT plot of pressure in RDE under varying regime (a) chaos instability, (b) waxing and 

waning instability, (c) mode switching instability and (d) longitudinal pulsed detonation 

instability [79]. 

A hydrogen/air RDE manufactured by Pratt and Whitney was studied in the US Air Force Research 

Laboratory for further testing and development [82]. Conditions with different flow rates and 

equivalence ratios were tested to obtain the operating space matrix. In their test, the addition of extra 

oxygen not only increased the range of thrust output and operability, but also changed the operation 

mode from single-wave mode to two-wave mode. Figure 2.14 displays the photograph from the exit 
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of the RDE. The observed two detonation waves were co-rotating. This two-wave mode only 

occurred in a transient process. After two counter-rotating detonations collided with each other, two 

new co-rotating waves would be generated. In some cases, the two detonation waves would merge 

into a single wave or cease propagation. 

 
Figure 2.14 Photograph from the exit of the RDE in a single-wave mode (top row) and a two-wave 

mode (bottom row) [82]. 

The Laboratory of Combustion and Detonation (LCD) at the French National Centre for Scientific 

Research (CNRS) [83] conducted a study of the detonation process of a continuous rotary detonation 

engine using ethylene and oxygen as a propellant. High-speed photography and high-frequency 

pressure sensors were used to capture the detonation waves in the RDE. Figure 2.15 shows a multi-

wave mode in the experiments with a structure consisting of seven waves. The results indicate that 

the occurrence of a state with multiple waves is related to the mass flow rate of the propellant. This 

is a dynamic and adaptative process when the mass flow rate is increased. The fresh gas mixture is 

injected with a higher height, as a result, the detonation wave tends to be unstable and produces 

additional wave heads. 

Liu et al. [84] studied the effects of varying mass flow rates and equivalence ratios on hydrogen RDE 

at the National University of Defense Technology. Single-wave and hybrid two-wave modes were 

observed in the experiments. Different fuels were also tested in their following work, such as ethylene 

[85] and ammonia [86]. In addition, they experimentally verified the feasibility of air-breathing 

hydrogen RDE [87] in a direct-connect facility as shown in Figure 2.16. The detonation was 

successfully initiated and sustained more than three seconds in a supersonic flow, showing a 

relatively long-duration operation at that time. A similar air-breathing RDE was then tested using 

ethylene [88] as fuel and enhanced the understanding of the application of RDE in air-breathing mode 

compared with the common rocket-based mode. 
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Figure 2.15 Photograph of the RDE (a) from French Laboratory of Combustion and Detonation and 

the high-speed photography of multi-wave mode in operation (b) [83]. 

 
Figure 2.16 Photograph of the RDE in a direct-connect facility at the National University of 

Defense Technology [87]. 

Ma et al. [89,90] conducted experimental studies on the initiation of detonation in an RDE at Nanjing 

University of Science and Technology. An ordinary automotive spark plug, a high-energy spark plug 

and a thermal-jet tube were tested within a similar initial condition. The results showed that the 

ignition schemes had a limited influence on the operating frequency of RDE, whereas using a thermal 

jet shortened the formation time of detonation, as shown in Figure 2.17. Control of operation mode 

was achieved in the experiment by varying the mass flow rate and equivalence ratio [91]. Besides, 

they explored the effects of turbine guide vane on hydrogen RDE as an attempt to integrate the RDE 

combustor with conventional turbine engines [92,93]. 

Wang et al. [94,95] carried out experiments on active control of hydrogen-oxygen RDE. The multiple 

rotating detonation waves were induced through a tangential flow from the pre-detonator. This 

research group at Peking University conducted further hydrogen-air experiments on the study of the 

RDE operation mechanism, such as ignition, quenching, reinitiation and the stabilization of rotating 

detonation. Xie et al. [96-98] analysed the instabilities in a hydrogen RDE at Tsinghua University by 
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varying the mass flow rates and equivalence ratios. The experimental operating diagram indicated 

that the occurrence of fast deflagration is mainly determined by the fuel-injection conditions and the 

thermoacoustic instabilities. The high-frequency chaotic instability and low-frequency bulk mode 

instability were discussed. They also found that the increasing oxygen volume fraction in the air 

extended the rich/lean limit for a stable operation RDE. 

 
Figure 2.17 Statistics of detonation formation time (a) and the dominant frequency in an RDE [90]. 

A recent milestone in experiments was the first RDE flight operation record from the Institute of 

Space and Astronautical Science (ISAS) of the Japan Aerospace Exploration Agency (JAXA). A 

methane-oxygen RDE was stowed in a sounding rocket “S-520-31” and the space test project was 

conducted by Kasahara et al. [65]. The operating duration of RDE was up to six seconds in the space 

environment as shown in Figure 2.18. It reported a time-averaged thrust of 518 N and a specific 

impulse of 290 ± 18 s in the flight test. 

 
Figure 2.18 Flight sequence of detonation engine system from JAXA [65]. 

NASA reported its first full-scale RDE fire hot test at Marshall Space Flight Centre [99]. Gaseous 

hydrogen and liquid methane were adopted as propellants with liquid oxygen. In their experiments, 

copper-based alloys are combined with the additive manufacturing method to build up the RDE. De-
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ionized water was used as active cooling and the liquid methane was adopted for regenerative 

cooling. The experiment reported a long duration of 133 seconds in a single test, indicating the used 

material and cooling system enabled the RDE to work in thermally extreme conditions. 

In summary, researchers have carried out a large number of theoretical and experimental studies on 

different aspects of RDE, such as the geometry of the RDE chamber, the propellant injection 

conditions, the effect of initiation, the performance of blending fuels, the thrust of RDE implemented 

to turbojet engine, and the specific impulse of RDE compared with rocket engine, etc. Stable 

propagation of rotating detonation has been achieved and observed by experiments in different 

research groups around the world. Despite these achievements, there are still many challenges for 

further applications of RDE. One of the greatest challenges is to enhance the fuel-oxidizer mixing 

during a very short period due to the high velocity of detonation. Another increasing concern is 

thermal management of RDE for future long-duration operations. 

2.2.1 Partially premixed RDE 

As perfectly premixed injection may lead to flashbacks in RDE experiments, partially premixed 

schemes received increased attention in recent years. George et al. [100] attempted experiments in 

which hydrogen was blended into an ethylene-air RDE as shown in Figure 2.19. The basic concept 

is using the chemically active hydrogen as an assistant for the initiation and avoiding the flashback 

in a premixed hydrogen-air flow. However, the experiments went through flashback and instabilities 

when extending the operating duration and transition from a stable blended fuel state to a pure 

ethylene-air state. 

 
Figure 2.19 Photograph of hydrogen/ethylene fuel blending RDE (a) and schematic of the injection 

scheme (b) [100]. 

Li et al. [101] conducted RDE experiments based on liquid Jet A-1 and heated air. To improve the 

mixing, the liquid fuel was vaporised by a small amount of heated air before being injected into the 

fuel plenum. The concentration of the vapour-phase was set to 10%, higher than the upper explosive 
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limit. This resulted in a locally fuel-rich partially premixed condition and successfully prevented 

potential flashback into the fuel plenum. 

Dunn et al. [18] carried out partially hydrogen-air RDE experiments with a premixed percentage 

from 5% to 20% in the air flow as shown in Figure 2.20. It was observed that the number of 

detonation waves increases from two to three only at a bypass rate of 5%. The detonation velocity 

increased slightly due to the presence of the premixture. Their following work [19] confirmed that 

the presence of premixing in the air flow increased detonation wave speeds. This increase was 

independent of the amount of the premixing fuel under different equivalence ratios. 

 
Figure 2.20 Schematic of the flow system piping and instrumentation diagram [19]. 

Ayers et al. [102] studied the effects of mixing in a variably premixed RDE with a narrow-channel 

configuration. In their experiments, a novel design for the injection enabled the operation with fully 

premixed, partially premixed, and non-premixed injection schemes. As depicted in Figure 2.21, a 

porous medium was adopted for the premixture injector to prevent flashback from the combustion 

chamber to the premixture plenum. Slight localized erosions in the material were observed after the 

operation. When reactants were more than 50% premixed, the experimental findings indicated that 

the detonation velocity increased from 57% to 65% of the C-J velocity. 

Fiorino et al. [103] tested partially premixed schemes in a small-scale ethylene RDE. The premixed 

jet in crossflow enhances the local mixing and detonation stabilities. Xu et al. [104] conducted 

partially premixed kerosene/air RDE experiments. Their results showed that the combustion 

efficiency increased with increasing premixed equivalence ratio. The operation fuel-rich limit was 

extended when the partially premixed strategy was used. The flashback was observed when the 
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premixed equivalence ratio was excessively high. This led to a decrease on the combustion efficiency 

and even a detonation failure due to the pre-burning. 

 
Figure 2.21 Cross-sections of the injection scheme for the configuration used for the variably 

premixed RDE [102]. 

There are only a limited number of studies focusing on the partially premixed RDE experimental 

configuration. Different premixing percentages were tested in the experiments based on varying 

fuels. Although additional measures have been taken in some of the experiments to suppress 

flashback, it is still risky to conduct premixed and partially premixed RDE experiments. There are 

obvious difficulties in accessing the internal flow field to improve the understanding of the effects 

of partial premixing on RDE performance. 

2.2.2 Wall cooling of RDE 

Bykovskii and Vedernikov [23] conducted pioneering experiments of measuring the heat flux to the 

walls of acetylene and hydrogen RDEs. The maximum temperature of the wall surface was estimated 

at around 513 K and the minimum temperature rise was recorded at around 393 K in the middle and 

the end of the combustor, respectively. The maximum heat flux was recorded in the heat-release 

region, indicating that the heat flux peaks generally occurred at the detonation heads. These heat flux 

peaks (~2.5 MW/m2) are two to three times higher than the average heat flux (~1 MW/m2) in the 

chamber. The fresh mixture was regarded as a regenerative cooling of the combustor walls, and they 

also suggested active cooling for a long-duration test. 

Theuerkauf et al. [24,25] adopted water cooling in hydrogen RDE experiments as shown in Figure 

2.22. The coolant was stagnant through the cooling passages in the walls of the RDE during each 

test. The measured transient temperature response data showed that the temperature increased during 

the startup stage of the RDE operation. This temperature rise ranged from 200 K to 240 K after the 

RDE worked in a stable mode. The transient peak heat flux was reported over 9 MW/m2 and below 

1 MW/m2 at the base of the detonation channel. 
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Figure 2.22 Photograph of the water-cooled RDE and its wall temperature rises recorded by 

resistance temperature detectors during operation [25]. 

The wall temperature rises in a long-duration test were more severe, as introduced in the work of 

Ishihara et al. The ethylene-oxygen RDE experiments ran without cooling, and nitrogen was injected 

after the operation as a gaseous cooling for the hardware. The heat flux in the experiments was 

reported on the order of 4 MW/m2. The wall temperature of thickness 1.0 mm history showed a 

maximum temperature rise at around 900 K, as presented in [21]. 

 
Figure 2.23 Photograph of the RDE ground test system with gaseous cooling after operation and its 

wall temperature rises [21]. 

Using the regenerative gaseous cooling was promising for a long-duration RDE operation. The air-

cooling system simplified hardware manufacturing compared with the water-cooled system, and the 

regeneration ensured the energy transfer from the wall to the coolant remained in the engine during 

the operation [20]. The influences of wall cooling on multi-wave stable operation in an RDE were 

still unknown. The number of detonation heads in the RDE had a distinct influence on the local 

transient flow properties, which impacts the convection coefficient flow. This resulted in a complex 

relationship between RDE operation and the wall cooling system [105]. Besides, as water-filled walls 

brought difficulties in the non-invasive measurement for optical observation, the effects of cooling 

walls on the internal flow field remained unclear. It was necessary to find a way to explore the 

interactions between the cooled walls and the detonation waves, such as numerical simulations. 
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2.3 Numerical investigations of RDE 

The propagation of rotating detonation waves is complicated and influenced by multiple factors. 

Investigating the features of the internal flow field of RDE is still difficult by experimental methods 

because it is challenging to capture the details of the highly unsteady and high-speed flow field in 

experiments. Numerical simulations provide the possibility to study these problems. Current analyses 

of the internal flow field structure and detonation wave propagation process of RDE are mostly based 

on numerical simulation results [6,7,9]. 

As shown in Figure 2.24, the 3D RDE can be unwrapped into a 2D plane. From the 2D view, a 

rotating detonation consists of a detonation front, an attached oblique shock, a transverse wave and 

a slip line. The detonation front propagates with the C-J velocity and consumes the propellant injected 

from the bottom of the chamber. The contact surface between fresh fuel and burnt products can also 

be observed. The unwrapped, or namely unrolled, 2D model is a practical simplification, which 

assumes that the parameters of the detonation wave are consistent along the radial direction. If the 

radius of the outer wall is large enough compared with the channel width, the 3D stretch and 

curvature effects can be neglected to some extent. 

 
Figure 2.24 Schematic diagram of an annular RDE with an aerospike nozzle (a), and unwrapped 

plane of the combustor (b) [8]. 

At the early stage of RDE simulation studies, the 2D simulation played a significant role in 

investigating the inner flow field and the rotating detonation structure. Schwer et al. [106] simulated 

the unwrapped 2D plane based on Euler equations. In their simulation, a single-step Arrhenius 

reaction mode was used to study the hydrogen-air RDE. Figure 2.25 shows the flow structure of RDE 

from this work. The classical detonation wave structure was observed in the results, such as the 

rotating detonation wave, oblique shock wave, slip line, transverse wave and contact surface. 
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Figure 2.25 Unwrapped 2D simulation of hydrogen-air RDE [106]. 

In their subsequent work [107], the same numerical method was adopted to study the problem of 

high-pressure waves reflected back from the plenum. Methods for reducing the pressure back to the 

mixing chamber were investigated by adopting different injectors to get varying inflow patterns 

(shown in Figure 2.26). However, the numerical results indicate that it is difficult to suppress the 

high back pressure phenomenon by changing the geometry of injectors. 

 
Figure 2.26 Unwrapped 2D simulation of hydrogen-air RDE with different injectors (a) cavity-slot, 

(b) nozzle-slot (c) diode-slot [107]. 

Schwer et al. [108] also used the single-step model for studying the performance of RDE with 

hydrogen and hydrocarbon fuels. The air and pure oxygen were supplied as oxidizers, respectively, 

by extending the single-step model. The results show that the simulations are sensitive to the 

temperature-dependent thermodynamic properties, especially for the hydrocarbon fuel and oxygen 

mixture as shown in Figure 2.27. 

Nordeen et al. [109] explored the mixing effects in a 2D Euler simulation with a mixedness fraction 

to represent the sub-scale mixedness of the continuously injected reactants. This simulation used a 

simplified chemical induction parameter model for hydrogen-air reactions. The result showed that 

the varying mixedness changed the time-averaged flow field but its influences on RDE performance 

is limited to an order of 1–2 %. 
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Figure 2.27 Unwrapped 2D simulation of (a) ethylene-air RDE and (b) ethylene-oxygen RDE 

[108]. 

In other published work, 2D simulations based on Euler equations with single-step or two-step model 

were used to study the effect of different inlet stagnation pressure and back pressure on detonation 

characteristics and engine performance [110], the injection performance on reproducing 

experimental results [111], the influence of detonation wave and the contact surface on the paths of 

flow particles [112]. However, the single-step model is not flexible to simulate the mixing process 

and the chemical mechanisms have an essential influence on the detonation simulations. 

Subramanian et al. [113] developed a new approach to simulating the non-premixed RDE. A 3D 

nonreacting simulation is conducted to extract the probability density function of the hydrogen mass 

fraction. This spatially and temporally varying function is used in the inlet boundary condition of 2D 

RDE. This enabled the reacting non-premixed simulation using detailed chemistry in 2D. The effects 

of inhomogeneous fuel-air mixing were analysed in the single-wave mode. A lower mean detonation 

velocity was observed in the non-premixed case. The pressure peaks were related to the local 

equivalence ratio. The result also showed that the fuel–product stratification had a significant impact 

on the detonation velocity deficit. 

Fujii et al. [114] used a reduced chemical model with 10 species and 10 reduced elementary reactions 

for ethylene-oxygen RDE 2D simulations. In this work, different nozzle numbers were studied for 

the operation of RDE as shown in Figure 2.28. When the nozzles were placed separately with a large 

width of burned gas between ethylene and oxygen, the detonation velocity was observed having a 

significant deficit compared with the C-J velocity. The burned gas in RDE made a great difference 

in the detonation propagation under the non-premixed condition. 

Liu et al. [115] used a detailed chemistry model with 9 species and 23 reactions based on Euler 

equations to study the instabilities in hydrogen-air RDE. Multi-wave mode was observed in this 

work. The instability with low frequency or high frequency was observed in the RDE chamber both 

in single-wave and two-wave modes. 
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Figure 2.28 Temperature distributions of non-premixed ethylene-oxygen RDE (a) 125 nozzles and 

(b) 25 nozzles [114]. 

Pan et al. [116] investigated the wave behaviour in a hydrogen RDE using a detailed chemical model 

with 8 species and 48 elementary reactions based on 3D Euler equations. The unwrapped 3D 

simplification is a kind of model between the simplified 2D unwrapped model and the practical 3D 

annulus model as displayed in Figure 2.29. This kind of simplification can also be seen in Schwer’s 

work [117]. In addition to the 3D unwrapped model, Pan et al. conducted some simulations on a 3D 

annulus tube. The results showed that a small size of detonation cells was observed in the tube along 

the concave wall. This indicated that the detonation wave near the concave wall was convergent and 

stronger than that near the divergent convex wall. The effect of curvature could not be neglected in 

the rotating detonation wave. 

 
Figure 2.29 Schematic diagram of the unwrapped 3D RDE (a) computational domain (b) 

comparison of experiments and numerical temperature distribution [116]. 

Considering the effect of stretch and curvature on the annular RDE, a 3D annulus model in 

simulations is necessary and feasible with nowadays increased computing power. Tsuboi et al. [118] 

evaluated the thrust performance of a hydrogen-oxygen 3D RDE by solving Euler equations with a 

detailed chemistry model and AUSMDV flux scheme. The results showed that the specific impulse 

in 2D simulations was larger than that in 3D simulations. In the 3D annular RDE shown in Figure 

2.30, the curvature of the flow field along the circumferential direction was changing. The varying 

curvature influences the propagation of the rotating detonation, which was essentially ignored in 2D 
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simulations. Uemura et al. [119] adopted the same numerical methods for the study of the transverse 

wave generation mechanism. They found that when the oblique shock wave was strong enough, a 

reactant pocket would appear between the oblique shock wave and rotating detonation wave. A 

further local detonation was triggered by the compression and combustion of the unreacted gas 

pocket. 

 
Figure 2.30 Instantaneous Mach number contours in 3D RDE [118]. 

In terms of mixing process in a non-premixed RDE, not only the detonation waves should be captured 

accurately, but also the influences of turbulence should be considered. Sun et al. carried out a series 

of work [120-122] on 3D RDE simulations based on the RANS method with ANSYS Fluent. In their 

work, a detailed Arrhenius reaction model containing 7 species and 8 reactions was adopted for the 

hydrogen-air mixture. Some premixed and non-premixed injection patterns were systematically 

studied. In premixed conditions, the rotating detonation occurred along the whole radial direction, 

whereas the detonation only appeared near the outer wall in non-premixed conditions and the inner 

wall is filled with burnt gas [120]. Figure 2.31 displays the region of non-premixed injected gas 

which has a nearly triangular shape as the same as that in a premixed condition. The penetration 

height of the pure hydrogen is higher than that of the premixed hydrogen-air mixture under the same 

ambient pressure. 

 
Figure 2.31 Contour of the mixing process ahead of RDE [122]. 

Katta et al. [123] solved the Navier-Stokes equations for their 3D hydrogen-air simulations. Figure 

2.32 displays one of the numerical cases. A clear difference between the results calculated by N-S 

equations and the Euler equations is the contact interface. Using an inviscid simulation cannot 

correctly reproduce the Kelvin–Helmholtz instabilities within the vortical structures along the contact 
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interface, which is resolved by the N-S solver and shown in the figure. In this work, a two-step 

chemical model was applied to reduce the calculation cost. The mesh resolution is able to capture 

the detonation wave, but still insufficient to correctly get the detailed structure of RDE if a detailed 

chemistry model is used. 

 
Figure 2.32 Temperature distribution of the 3D hydrogen-air RDE [123]. 

In the field of shock and detonation simulation, the shock-capturing method is required to accurately 

and efficiently approximate the strong discontinuity. Various methods, such as flux-corrected 

transport (FCT) [106-107], flux difference splitting (FDS) [120,124], and AUSM-type [118,125] 

schemes, were employed in rotating detonation simulations, each with its own set of advantages and 

limitations. Determining the most suitable method for a particular detonation simulation is 

challenging, as the choice of flux scheme is also according to the spatial and temporal integration 

method in use. Some studies [113,124] employ a MUSCL-type method for the reconstruction of 

convection terms. The high-order method is still expensive for RDE simulations based on multi-

specie and multi-step chemistry. 

Summarising the published numerical work on RDE in the last decade, there is a tendency that the 

numerical method is changing from solving inviscid Euler equations with simplified single-step or 

two-steps chemical models on a coarse mesh [7,106-112] to solving viscous Navier-Stokes equations 

with detailed chemical models on a high-resolution mesh [114,120-122,126-128]. This tendency is 

related to the changing of research objectives in RDE. In the early stage of RDE simulation, the 

primary aim was studying and displaying the structure of rotating detonation waves in the chamber. 

Most computational studies used continuous premixed reactants, and the diffusion term makes no 

difference on a relatively coarse mesh. The single-step model with particular induction parameters is 

also beneficial to the computing efficiency. 

Due to these pioneering numerical studies, there is a more consistent understanding of the basic wave 

structures of the flow field in RDE and the propagation process of detonation waves. However, the 

premixed propellant may cause a dangerous backfire phenomenon in practical experiments. The 
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demand to study non-premixed injection is gradually growing. The numerical simulations need also 

to assist the novel experimental design and analysis, such as the partially premixed RDEs in 

Section 2.2.1 and the cooling system of RDEs in Section 2.2.2. 

Mixedness fraction [109,113] was introduced in the simulations as a measure to quantify the 

transition from premixed injection to non-premixed injection. These attempts at varying mixedness 

in the 2D effective unwrapped model can be regarded as a kind of partially premixed injection. No 

known 3D RDE simulations have yet focused on partially premixed simulations. As the mixing is 

essentially a 3D process, the 3D simulations of partially premixed RDE are also important to help 

the understanding of the effects of partial premixture on the RDE internal flow structure. 

For the cooling wall effects on RDEs, there are only a limited number of published numerical studies. 

Cock et al. [129] used a hybrid RANS-LES method in the 3D simulation of a premixed hydrogen-air 

RDE adopting the induction parameter combustion model. A case with isothermal walls of 800 K 

showed less deflagration compared with the case with adiabatic walls. The cellular structure 

disappeared in the simulation with isothermal walls. In their following work [130], a reduced 

hydrogen mechanism was adopted including 7 species and 7 reactions to simulate the non-premixed 

RDE. An over-prediction was found on the detonation velocity compared with the experimental 

results. The adiabatic and isothermal boundary conditions for the annulus walls made a difference in 

detonation wave frequencies. These frequencies were also found to be related to the burned products 

ahead of the detonation front. 

Unsteady RANS simulations were carried out by Strakey et al. [131] to study the effect of different 

wall conditions on RDE performance losses. Premixed and non-premixed hydrogen-air mixtures 

were simulated by a single-step chemistry mechanism. The results showed that the heat loss to the 

isothermal walls of 300 K was the main source of the performance loss compared with the viscous 

wall effects. The single-step chemistry model was likely overpredicting the deflagration in the 

contact surface of the fill zone. 

Wang et al. [125] conducted simulations based on a 2D annular model and used a single-step 

chemistry mechanism to simulate the premixed hydrogen-air mixture. The simulation tested 

adiabatic walls and different wall temperatures ranging from 400 K to 1500 K. The wall temperature 

was found to be related to some particular detonation front structures, such as the boundary oblique 

detonation. A higher wall temperature heated the mixture in front of detonation waves, resulting in 

an increase in the reaction rate when detonation occurred. 

In their subsequent work [132], a 3D premixed RDE simulation was carried out based on an in-house 

code solving the Navier-Stokes equations. The low-temperature walls (300 K) led to a detonation 

quenching after ignition as shown in Figure 2.33. In the case with walls at 900 K, the detonation went 

through a quenching and re-initiation process. The case with a 600 K wall presented a similar stable 

mode but estimated a lower detonation velocity as compared with the adiabatic case. 
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Figure 2.33 Temperature distribution in the RDE with isothermal walls of 300 K during the 

quenching process [132]. 

Liu et al. [133] studied the effects of isothermal walls using their in-house code based on an IDDES 

method. A reduced hydrogen chemistry model was used in the simulation containing 7 species and 

8 reactions. The premixed hydrogen-air was continuously injected and different wall temperatures 

were tested. The result showed that the adiabatic wall caused the formation of a reactant deficit, as 

presented in Figure 2.34. The deflagration in the vicinity of the walls was a source of the RDE 

performance losses. The low-temperature isothermal walls improve the thrust and specific impulse 

of RDE, while the detonation velocity discrepancy was not notable. 

 
Figure 2.34 Temperature distribution in the RDE with different wall conditions [133]. 

In the RDE simulation progress, the chemistry model is an important aspect when solving both the 

high-speed detonation and the subsonic deflagration. A simplified one- or two-step chemical model 

is normally created to suit a particular mixture or condition, which lacks the flexibility and accuracy 
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to simulate different propellants, partial premixing, or a non-premixed process in RDE. The induction 

parameters used in these simplified models are sensitive for detonation prediction but a too simplified 

approach to capturing the heat release of the deflagration in the contact surface. It is necessary to use 

a detailed chemical model for the RDE simulations, especially in further fundamental studies. 

Another obvious aspect is the increased use of a viscous solver in RDE simulations which are 

generally regarded as convection-dominated problems. In order to deeply understand the detonation 

propagation process and the internal flow structure of RDE, a high-resolution simulation should be 

conducted to resolve both the detonation and subsonic deflagration in RDE. The Euler solvers predict 

a smooth interface between the fuel and products, whereas simulations using a Navier-Stokes solver 

can accurately capture the contact surface and deflagration in the flow field. The diffusion term also 

plays an important role in the mixing process in a non-premixed RDE. 

As a result, the Navier-Stokes equations with a detailed chemistry model have been gradually used 

in the RDE simulations. A new challenge is that directly solving the Navier-Stokes equations with a 

detailed chemical model is quite expensive especially in 3D simulations. It is necessary to find a 

method that can improve the computational efficiency and also maintain the simulation accuracy. 

2.4 Applications of AMR to RDE simulations 

An effective approach for capturing supersonic combustion and discontinuous flow structures is 

adaptive mesh refinement (AMR), which includes both unstructured AMR and structured AMR 

strategies. Unstructured AMR provides the geometrical flexibility of unstructured meshes, but it 

requires additional memory storage for connectivity information. The strong irregular memory 

access patterns are not friendly to the super-scalar computers and bring challenges on load balancing 

with distributed memory. Examples of unstructured AMR frameworks include GrAL [134], 

PYRAMID  [135] and ParFUM  [136]. 

In contrast, structured AMR can mitigate some of these computational challenges at the cost of 

reduced geometrical flexibility. The structured AMR can be classified into tree-type AMR and block-

structured AMR (SAMR) based on the specific data structure. The tree-type AMR employs binary-

tree, quad-tree or oct-tree structures in one, two and three dimensions, respectively. Coarse cells are 

replaced or overlayed by refined cells, creating a new level based on the tree structure. Examples of 

the tree-type AMR include PARAMESH  [137] and Athena++  [138]. The SAMR uses a patch-wise 

refinement approach, which clusters flagged cells into different rectangular blocks. A multi-level 

hierarchy of embedded grid patches is created by successively refining cells from respectively 

coarser parents. Some examples of SAMR frameworks include AMROC [30], Chombo  [139] and 

AMReX  [140] (previously BoxLib). 
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Despite that these AMR approaches have various advantages and disadvantages from a 

computational perspective, the AMR method is suitable and used for solving detonation problems 

where a strong discontinuity is present. For example, some researchers have already applied the 

AMR technique to RDE simulations. Yi et al. [141] carried out 2D simulations by solving Euler 

equations and a one-step Arrhenius model based on Paramesh [137], then extended the work to 

simulate a 3D annular RDE [142]. Swiderski et al. [143,144] implemented the AMR technique into 

the in-house code REFLOPS USG (REactive FLOw solver for Propulsion Systems on UnStructured 

Grids) based on the Favre averaged Navier-Stokes equations with a single-step reversible global 

reaction. Sato et al. [145] solved the 3D Euler equations with a detailed chemical model based on 

UMdetFOAM. Pal et al. [146-149] adopted the commercial CFD code, CONVERGE, to conduct the 

URANS [146,148] and LES [147,149] simulations with a detailed chemistry model, AMR technique 

and a modified cut-cell Cartesian method. 

Some simulations of RDEs are conducted using solvers based on the structured adaptive mesh 

refinement (SAMR) method. Eude et al. [150] used the WENO-based Euler solver with detailed 

chemistry in the AMROC framework on a Cartesian mesh and a cylindrical mesh to study the 3D 

effects compared with the 2D simulations. Recently, Luan et al. [151] simulated the 2D unwrapped 

RDE model based on the generic framework of AMROC. Nadakkal et al. [152] reported the use of 

AMReX-PeleC [153] to simulate a 2D RDE with an embedded boundary method. In summary, there 

are only a few viscous solvers with full chemistry and AMR technique for a non-Cartesian geometry 

up to date. No open-source code based on block-structured adaptive mesh refinement was available 

when this thesis began. It is promising to develop such a solver used for high-speed reacting flows 

and specifically for rotating detonation simulations. 

The AMROC framework serves as a natural platform to achieve this goal. As introduced in 

Section 1.1, AMROC employs the block-structured AMR strategy and was initially developed on a 

Cartesian mesh. Since its initial release two decades ago [30], it has undergone continuous updates 

and expansions [33,35-36]. AMROC has been widely used to deal with detonation problems [31-32]. 

In recent years, AMROC has been extended into different branches for various purposes. For 

example, the lattice Boltzmann method (LBM) has been incorporated for low-speed incompressible 

and weakly compressible flow [154], and the two-temperature model has been implemented for 

hypersonic flow on two-dimensional overset meshes [42]. In this study, AMROC is extended to 

curvilinear adaptive meshes in both two and three dimensions. This extension allows for the 

computation of high-speed reacting flows in a non-Cartesian geometry using body-fitted meshes. 

Specifically, the block-structured AMR on curvilinear meshes focuses on application to the rotating 

detonation simulations. 
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2.5 Chapter Summary 

In summary, the rotating detonation engine has been regarded as a promising power device that can 

be used both in power-generation systems and in the propulsion area. With the development of RDE 

experiments, there are still many scientific and practical problems that need to be solved by using 

numerical methods as assistants. Firstly, the injection and mixing of propellants are important to 

sustain the stable propagation of rotating detonation waves. The partially premixed RDE has attracted 

increasing attention in recent years, whereas the effect of the premixing in 3D RDE internal flow 

structure is still unclear. Secondly, as the operation time has been improved from hundreds of 

milliseconds to hundreds of seconds, the study of the cooling walls on RDE has shown its needs for 

a long-duration test. The current numerical studies are mainly focused on the cooling wall effects on 

a single-wave mode of premixed RDE and use one-step or reduced chemistry. The simulations of a 

multi-wave mode of non-premixed RDE are necessary to improve the understanding of wall effects. 

To achieve these goals, effective AMR solvers can be used to reduce the computational cost 

especially for a 3D viscous simulation. There are only a few viscous solvers with full chemistry and 

AMR technique for a non-Cartesian geometry. The dynamic mesh adaption technique has not been 

applied comprehensively enough for the simulation of RDEs. The number of published studies on 

AMR application to RDE simulation is relatively limited, especially compared to the number of 

overall RDE simulation studies. It is promising and necessary to develop such a solver for the high-

resolution simulations in RDE. 
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Chapter 3 Numerical methods 

3.1 Governing equations 

3.1.1 Euler equations 

The calculations in this thesis are based on the AMROC-Clawpack framework [30]. Firstly, the 

multi-species Euler equations with a detailed chemical model in three-dimensional form are solved 

as governing equations for inviscid flows and are written as 
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where Q are the conservative variables, F, G and H are the convective fluxes in the x-, y- and z-

direction, respectively. S are chemical source terms, where i = 1, 2, …, Nsp. Nsp is the total number 

of species and iρ  is the density of component i. The multi-species ideal gas state equation, 
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is used to close Equation (3.1). Besides, E in Equation (3.2) indicates the total unit energy and is 

given as 
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where hi is the specific enthalpy of species i computed by 
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The specific heat at constant pressure Pi
C  of species i is dependent on temperature and calculated by 

the polynomial functions in the CHEMKIN II library [155]. iω  in Equation (3.2) is the mass 

generation rate of component i, which can be calculated by a chemical reaction mechanism of J steps 

as 
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The rate constants of forward and reverse chemical reactions are given by the Arrhenius formula: 
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The CHEMKIN II library [155] is incorporated into AMROC to solve the detailed chemical reactions 

and thermodynamic properties. The chemical kinetics are integrated by a semi-implicit generalised 

Runge–Kutta method of fourth order (GRK4A) [30]. A second-order accurate Strang splitting 

method is adopted for the stiff source term treatment. 

3.1.2 Navier-Stokes equations 

The multi-species Navier-Stokes equations with a detailed chemical model in three-dimensional form 

are also solved as governing equations: 
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where FV, GV and HV denote the viscous fluxes in the x-, y- and z-direction, respectively. The 

definition of inviscid fluxes can be found in Equation (3.2). The viscous fluxes are given as 
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N
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J

H
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=
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. (3.11) 

The diffusion fluxes Jx,i, Jy,i and Jz,i are related to the species gradients by Fick’s law: 
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 1 ( )
T
i

i i i i i i
i i

DP TJ Y D X X Y
X P Y T

ρ
ρ

   ∇ ∇ = − ∇ + − −    
    

, (3.12) 

where Yi is the mass fraction and Xi is the molar fraction. Di is the mixture-averaged diffusion 

coefficient of species i and T
iD  is the mixture-averaged thermal diffusion coefficient, which are 

calculated through the CHEMKIN II TRANSPORT library [155]. In the momentum and energy 

fluxes, τ  denotes the viscosity stress. The stresses in all directions are given as 

 ( )2 2
3xx

u
x

τ µ µ ∂
= − ∇ ⋅ +

∂
v , ( )2 2

3yy
v
y

τ µ µ ∂
= − ∇ ⋅ +

∂
v , ( )2 2

3zz
w
z

τ µ µ ∂
= − ∇ ⋅ +

∂
v , (3.13) 

 
xy yx

u v
y x

τ τ µ
 ∂ ∂

= = + ∂ ∂ 
, xz zx

u w
z x

τ τ µ ∂ ∂ = = + ∂ ∂ 
, yz zy

v w
z y

τ τ µ
 ∂ ∂

= = + ∂ ∂ 
, (3.14) 

 u v w
x y z

 ∂ ∂ ∂
∇ ⋅ = + + ∂ ∂ ∂ 

v , (3.15) 

where µ  is the averaged values for the mixture viscosity. In the energy fluxes, /k T x∂ ∂ , /k T y∂ ∂  

and /k T z∂ ∂  are thermal flux terms and the k is the thermal conductivity. Similarly, both the mixture 

viscosity and thermal conductivity are computed through the CHEMKIN II TRANSPORT library 

[155]. The unit energy and specific enthalpy are given by Equation (3.4) and (3.5). 

3.2 Mapping method 

In AMROC, the ghost fluid method (GFM) is presently used to handle the non-Cartesian physical 

boundaries [35]. The staircase approximation of the boundary introduces accuracy losses, which can 

be avoided by using curvilinear body-fitted meshes. A mapping method for 2D geometry 

transformations [34] has recently been implemented into AMROC [42]. This method enables the 

numerical methods based on a Cartesian mesh to be applied to a body-fitted mesh, which is beneficial 

to modelling the near-wall region of non-Cartesian geometries. 

Generally, there are two different approaches for the coordinate transformation. The first one is 

working in the computational space and uses transformed governing equations for the physical 

variables [157]. The numerical method based on Cartesian mesh can be used without change. The 

second one is working in the physical space and derives the finite volume method on the nonuniform 

mesh with a capacity function [34]. The latter is adopted in AMROC for the finite volume method 

on mapped structured meshes, cf. [158]. 

The coordinates of a uniform Cartesian mesh (ξ, η, ζ) in computational space are firstly mapped into 

the coordinates of a non-uniform structured mesh (x, y, z) in physical space by a mapping function, 
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( )
( )
( )

1

2

3

, ,
, ,

, ,

x f
y f

z f

ξ η ζ
ξ η ζ

ξ η ζ

 =


=
 =

. (3.16) 

A cell-centred finite volume method [34] is used to discretise equations in physical space. An 

example for the 2D multi-component Euler equations is given as 

 
( )

( )

1
1/2, 1/2, 1/2, 1/2,

, 1/2 , 1/2 , 1/2 , 1/2   .

n n n n
ij ij i j i j i j i j

ij

n n
i j i j i j i j

tQ Q F L F L
A

G L G L t S

+
+ + − −

+ + − −

∆ = − ⋅ − ⋅

+ ⋅ − ⋅ + ∆ ⋅

   

  

 (3.17) 

ijA  in Equation (3.17) is the area of the physical cell indexed (i, j). The fluxes with tilde are the flux 

per unit length normal to physical interfaces between these cells. The L with tilde is the physical 

length of the interfaces. The unit physical flux can be calculated by the unit computational flux. For 

example, the unit physical flux 1/2,
n

i jF +
  normal to the edge between cells (i, j) and (i+1, j) has a 

relationship with the unit computational flux 1/2,
n

i jF + , 

 
1/2, 1/2, 1/2, 1/2,

n n
i j i j i j i jF L F L+ + + +=⋅ ⋅  . (3.18) 

1/2,i jL +
  is the physical edge length and 1/2,i jL +  is the edge length in the computation cell. For the unit 

computational flux we write, 

 , ,
1/2, 1/2, 1/2,( , )n n l n r

i j i j i jF F Q Q+ + += , (3.19) 

for whose approximation a numerical flux scheme is needed. The final discretised form of the 2D 

Euler equations in the code is given as, 

 

1/2, 1/2,1
1/2, 1/2,

, 1/2 , 1/2
, 1/2 , 1/2

( )
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i j i jn n n n
ij ij i j i j
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∆ ∆∆
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 

 

 

 (3.20) 

where the capacity function ijC  is the area ratio of the physical cell to the computational cell 

indexed (i, j). For 3D Navier-Stokes equations, the Equation (3.17) can be written as 
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 (3.21) 
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ijkC  in Equation (3.21) represents the volume ratio of the physical cell to the computational cell 

indexed (i, j, k). The inviscid fluxes 
T

,  ,  F G H  
   and the viscous fluxes 

T

V V V,  ,  F G H  
   are 

calculated separately and the details are introduced in the following subchapters. The terms behind 

the numerical fluxes are the ratio of the area of the respective facet. 

For the mapped meshes, a transformation is required before computing the fluxes. The velocities in 

the Cartesian coordinate system in physical space are rotated to the normal or tangential direction of 

the physical cell face [34]. Here a transformation matrix Ts [158] is used to rotate the velocities and 

calculate the flux normal to the face. The unit physical flux can be computed as 

 ( )1 , ,
1/2, s 1/2, 1/2,,n n l n r

i j i j i jF T F TQ TQ−
+ + += , (3.22) 

with 

 
s

1 0 0 0 0 0
0 0 0 0 0
0 0 1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 1

x y

y x

T
n n
n n

 
 
 
 

=  
 
 −
 
  



. (3.23) 

nx and ny are the unit normal vectors of the physical edges. After the computing, the inverse matrix 

Ts
−1 is used to rotate the flux back to the Cartesian coordinate system in physical space. For 3D 

equations, the transformation matrix Ts can be written as 

 
s

1 0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 0 1

x y

x y z

x

z

zy

T a a a
b b b
c c c

 
 
 
 
 =  
 
 
 
  



. (3.24) 

ax, ay and az are the components of the unit normal vector of the physical interface. b and c are the 

unit tangential vectors, which can be computed by an orthogonalization method. The detailed 

computation of these vectors will be introduced in Section 3.9. Similarly, after being solved in 

Riemann solvers, the fluxes are rotated back to the direction in physical space by the inverse matrix 

Ts
-1. 
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3.3 Inviscid fluxes 

3.3.1 Advective Upstream Splitting Method (AUSM) 

For the finite volume method, the Riemann problem should be solved to get the flux through the 

interface between two control volumes. The Advective Upstream Splitting Method (AUSM) flux 

scheme developed by Liou [159] is implemented in the mapped solver for the Riemann problem. 

This method combines the computational efficiency of the flux vector splitting methods and the 

robustness of the flux difference splitting methods. The multi-component AUSM flux scheme is 

given below. The mass flux reads 

 ( ) ( )
1/2

1 1

1/2 L 1/2 1/2 R 1/2

L R R

0

0
1 1 1
2 2

0
0
0

i i

F M M a M M a Pu u
v v
w w

E P E P

ρ ρ

ρ ρ
ρ ρ
ρ ρ
ρ ρ

ρ ρ

     
     
     
     
     = + + − +     
     
     
     
     + +     

  

. (3.25) 

The Mach number at the interface is given by 

 
1/2 L RM M M+ −= + , (3.26) 

and the Mach number is split as 

 
( )

( )

21 1 , if 1
4

1 , otherwise
2

M M
M

M M

±

± ±       ≤= 
 ±      


. (3.27) 

The pressure at the interface is given by 

 
1/2 L RP P P+ −= + , (3.28) 

and the pressure is split as 

 
( ) ( )

( )

21 2 , if 1
4

/ , otherwise
2

P M M M
P

P M M M

±

 ±       ≤= 
 ±           




. (3.29) 

Similarly, the transformation matrix Ts in Equation (3.23) is used to rotate the velocities and calculate 

the flux normal to the edges. After the splitting, the inverse matrix Ts
-1 is used to rotate the flux back 

to the direction in physical space. The CFL condition of ASUM for 1D Euler equations is given by 
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 ( )C max 1x
tCFL u a
x

∆ = + < ∆ 
, (3.30) 

where u is the rotated velocity, from which the speed of sound a is derived. The physical cell length 

x∆  is utilized in this CFL condition. The global CFL number is defined by the maximum value in 

all spatial dimensions. 

3.3.2 Hybrid Roe/HLL scheme 

A hybrid Roe/HLL scheme [30] is also used in this thesis to calculate the inviscid flux. This scheme 

incorporates the Roe method with entropy correction and the HLL (Harten-Lax-Van Leer) method. 

It is a robust and reliable scheme when simulating detonation problems. The multi-component 

Roe/HLL scheme on the mapped structured mesh is given below. 

Firstly, the state vectors are rotated to the orthogonal direction of the interface. The flux on the 

interface can be computed by 

 ( )L R R L
1 ˆ
2

F F F A Q Q = + − −  . (3.31) 

Â  is a constant matrix for the Riemann problem that approximates the original Jacobian. The data 

difference ( )R LQ Q−  can be defined as a set of waves Wm propagating at some wave speed sw, and 

is given as 

 
R L

1

M

m
m

Q Q W
=

− = ∑ . (3.32) 

By projecting the data difference onto the right eigenvectors of the diagonalizable matrix, the data 

difference is given as 

 
R L

1

M

m m
m

Q Q rα
=

− = ∑ . (3.33) 

mα  is the wave strength and rm is the eigenvectors of the matrix Â . Equation (3.31) can be rewritten 

as 

 
eq

L R
1

1 ˆ
2

N

m m m
m

F F F rα λ
=

 
= + −  

 
∑ . (3.34) 

In order to compute the flux, one requires the solutions of the wave strength mα , the eigenvalues ˆ
mλ  

and the right eigenvectors rm. Neq is the total number of equations, which is equal to Nsp+4 for the 3D 

multi-component equations. Nsp is the total number of species. 

The wave strength mα  for the multi-component equations is computed by 
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. (3.35) 

The symbol ∆  denotes the difference operator of the quantities and the superscript ^ denotes the Roe 

average of the quantities. The standard Roe averages are given as 

 
L R

L R

L R

ˆ= +

1ˆ= , , , , , ,L R
i

q q
q q u v w H Y T

W

ρ ρ ρ

ρ ρ
ρ ρ
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 +

=
+

，
. (3.36) 

Use the average temperature to compute the specific heats for each species, then the averaged mixture 

specific heats at constant pressure and the averaged specific heat ratio are written as 

 u
,

1 u

Rˆ ˆ ˆ, ˆ ˆ R

spN

p i p i
i p

C Y C
WC

γ
=

= =
−

∑ . (3.37) 

The average speed of sound is computed by 

 ( ) ( )2

1

ˆˆ ˆ ˆˆ ˆˆ 1 1
Nsp

i i
i

a Y U Hφ γ γ
=

= − − + −∑ , (3.38) 

where îφ  is the average partial derivative of p with respect to Yi, and 2Û  is the sum of the square of 

the average velocities, 

 ( ) ( )
2

2 2 2 2
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2i i
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, . (3.39) 

The matrix of right eigenvectors is given as 
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 

 

. (3.40) 

The eigenvalues for the matrix Â  are given as 
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−
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+ = +

 (3.41) 

Now, the quantities required for calculating the flux on the interface are all available. In addition, the 

density and pressure in the intermediate states of the linearized Riemann problem are evaluated to 

check their plausibility. 

 
*
L L 1 1
*
R R 4 4

=
, , , ,

=
sp spN N

q q r
q u e a

q q r
α

ρ
α + +

 + = −
. (3.42) 

If density and pressure are positive, the HLL method will not be used. A multi-dimensional entropy 

correction [160] is employed to avoid the violation of the entropy condition. A mass fraction 

positivity correction [161] is also used to avoid unphysical solutions. The details of the corrections 

method can be found in Ref. [30]. The 1D CFL condition of the Roe method is given as 

 ( )C ˆ ˆmax 1x
tCFL u a
x

∆ = + < ∆ 
. (3.43) 

If one of the quantities in terms of density and pressure is negative, the HLL method will be used to 

recompute the flux. The HLL method approximates the solution of the Riemann problem simply by 

two discontinuous waves. The flux on the interface is computed by 

 ( )
L L

R L L R R L R L
L R

R L

R R

, 0

, 0

, 0

F s
s F s F s s Q Q

F s s
s s

F s

>
 − + −= ≤ ≤

−
 <

. (3.44) 

 sL and sR denote approximations to the smallest and largest signal speed involved in the Riemann 

problem. The speeds are estimated by, 

 ( )
( )

L L L R R

R L L R R

= min ,

= max ,

s u a u a

s u a u a

− −

+ +
 (3.45) 

The CFL condition of the HLL method for 1D Euler equations is given in the same form as in 

Equation (3.30). 

3.3.3 HLLC scheme 

The standard HLLC (Harten-Lax-Van Leer Contact) method [162] has also been implemented with 

pressure–based wave speed estimates to solve the inviscid flux on the interface. The pressure in the 

star region is estimated by the primitive variable Riemann solver (PVRS). Compared to the described 

HLL scheme, the HLLC scheme uses a three-wave model and resolves the contact discontinuity. 

Firstly, the pressure at the interface is evaluated as 
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pvrs pvrs L R R L

1 1max(0, ), ( ) ( ) ,
2 2

p p p p p u u aρ∗ = = + − −  (3.46) 

and 

 
L R L R

1 1( ), ( )
2 2

a a aρ ρ ρ= + = + . (3.47) 

For the three-wave model, the left, right and intermediate wave speeds are estimated as 

 
L L L L R R R R, ,s u a q s u a q= − = +  (3.48) 

with 
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where the subscript K denotes the left or the right state, and 
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The flux at the interface is then evaluated as 
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with the intermediate state vectors 
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

. (3.52) 

The CFL condition of the HLLC method for 1D Euler equations is given in the same form as in 

Equation (3.30). 
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3.4 MUSCL-Hancock method 

For the mapped solver in AMROC, a second-order accurate MUSCL-Hancock method [163] is used 

for the inviscid flux reconstruction. The MUSCL part reconstructs primary variables or conservative 

variables in space and the Hancock part is used to update the reconstructed variables by half a time 

step. The method is developed for a Cartesian mesh and needs to be modified to work on the mapped 

mesh. In AMROC, the reconstruction is carried out using gradients calculated on computational 

meshes. Considering the MUSCL reconstruction for the Cartesian mesh, 
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∆ ∆
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∆

+
 (3.53) 

iε  denotes the limiter and the Minmod limiter is used for all the cases in the present work. The value 

of the coefficient ω is set to 0 as a linear reconstruction. δ is the discrete gradient and an example is 

given by 

 1, ,
,

c

= i j i j
i j

Q Q
x

δ + −

∆
. (3.54) 

cx∆  is the interval between the centroid of cell (i, j) and cell (i+1, j). In the computational space, 

namely on a Cartesian mesh, cx∆  is uniform and equal to the cell size. However, for the mapped 

mesh, the physical interval should be taken into account. The modified slope for the mapped mesh 

is therefore, 
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In 2D problems, ,i jL+  is the interval between the centroid of cell (i, j) and the centroid of the interface 

(i+1/2, j) in physical space. ,i jL−  is the distance between the centroid of cell (i, j) and the interface (i-

1/2, j). Similarly, 1,i jL−
+  is the distance between the centroid of cell (i+1, j) and interface (i+1/2, j). 

The MUSCL reconstruction for the mapped mesh is given as 
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A similar correction on the mapped mesh for the high-resolution method can be found in Ref. [34]. 

In 3D problems, the L is replaced by the interval between the centroid of adjacent hexahedra and the 

centroid of the interface. Another implementation is employing the MUSCL-Hancock method in the 

computational space. The variables Q in the physical space are transformed to computational space 
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Q = JQ by using the Jacobian determinant of the grid J = det | ∂ (x, y, z)/∂ (ξ, η, ζ) |. The standard 

MUSCL reconstruction is conducted in the computational space. After the reconstruction, the 

variables are transformed back to the physical space and are integrated by half a time step before 

being used for the flux estimation in a Riemann solver. 

3.5 Numerical instabilities 

Some numerical instabilities were found in physical problems that involve a large gradient in terms 

of specific heat ratio [164]. The conservative scheme may cause the instabilities on the contact 

surface. This issue has gained more attention in the multi-phase simulation field than in single-phase 

multi-component flow simulations. However, the latter scenario also presents a large gradient in 

specific heat ratio. 

A non-reacting jet test is conducted as shown in Figure 3.1. A pure ethylene jet is injected into the 

chamber filled with oxygen at 300 K. The results show that the unphysical low-temperature region 

is the source of the computational crash when using the Roe/HLL scheme to simulate the multi-

species flow field with a large specific heat ratio difference. As compared, the HLLC scheme shows 

reasonable results even though the oscillation still exists when the fully conservative scheme is 

maintained. 

 
Figure 3.1 Pseudo-colour images of temperature (top) and specific heat ratio (bottom) distribution. 
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Breaking the conservation is a possible way to avoid the numerical oscillations [164,165]. The so 

called “double-flux scheme” [165] is a kind of method that computes the fluxes on the interface twice 

with the assumption that the specific heat ratio is maintained across the interface. The numerical 

pressure and velocity oscillations can be supressed with a compromise of conservation losses. One 

approach to decreasing the conservation error is combining the double-flux scheme with a high order 

numerical method, i.e., WENO [166] and high order DG [167]. 

 
Figure 3.2 Flowchart of the implemented first-order hybrid-flux scheme in AMROC. 

 
Figure 3.3 Flowchart of the implemented second-order hybrid-flux scheme in AMROC. 
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Another method, namely the hybrid-flux scheme [168,169], is a combination of the non-conservative 

double-flux scheme and the fully conservative scheme. As shown in Figure 3.2, the scaled pressure 

gradient 1i ip p ±∆ −  is used to flag the region where the fully conservative (FC) scheme is used 

(flag = 1), otherwise the double-flux (DF) scheme (flag = 0) is employed. This method is used to flag 

the shock wave in the flow field. This hybrid scheme can be extended to second-order accuracy 

combined with the MUSCL-Hancock method. As depicted in Figure 3.3, the reconstruction is based 

on the flagging results and then the first half time step advancement is conducted. Then, the 

respective schemes on both sides of the interface are employed in the Riemann solver according to 

the flag value. Finally, the second half time step advancement is conducted. However, the non-

conservative method brings errors when approximating the strong discontinuity. Hence, the fully 

conservative scheme is employed especially near the shock wave, which is flagged by the scaled 

pressure gradient and the given threshold εp. 

Figure 3.4 shows the comparison of the jet test with different schemes. The results show that the 

numerical oscillations are suppressed even when using the fully conservative HLLC scheme, 

resulting in a reasonable temperature field compared to that using fully the conservative Roe/HLL 

scheme. The conservation errors in shock tube problems are compared in Figure 3.5 using fully 

conservative (FC), double-flux (DF), and hybrid-flux (HF) schemes. The use of a hybrid-flux scheme 

(εp = 1 kPa) can reduce the conservation errors in terms of mass and energy compared with the 

double-flux scheme. This reduction is observed in cases employing both the first-order and second-

order methods. However, it still introduces some mass losses, which leads to a numerical crash in 

reacting flow simulations, i.e., RDE simulations. As discussed above, for all the non-premixed RDE 

simulations, the fully conservative HLLC scheme is used in this thesis. 

 
Figure 3.4 Pseudo-colour images of species of C2H4 (top) and temperature (bottom) distribution. 
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Figure 3.5 Conservation errors of mass and energy with different schemes. 

3.6 Viscous fluxes 

The viscous fluxes FV and GV in Equation (3.8) on mapped structured meshes must be calculated at 

each face in physical space. Considering the rotating method used for the inviscid fluxes, the 

velocities could be aligned with the physical interface in each cell. However, the derivatives of the 

velocities with respect to the x- and y-directions are calculated by the velocities at each face, which 

are not always in the same direction in the physical space. To calculate the derivatives of a variable, 

φ, in physical space, a coordinate transformation [157] is used as 
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 (3.57) 

The derivatives of the computational coordinates with respect to the physical coordinates ( / xξ∂ ∂ , 

/ xη∂ ∂ , / xζ∂ ∂ , etc.) are obtained either from the analytic mapping functions or using second-order 

accurate numerical derivatives. The derivatives of the flow variables ( / ξϕ∂ ∂ , /ϕ η∂ ∂ , /ϕ ζ∂ ∂ , 

etc.) are calculated on the computational meshes, and the derivatives at the interface (i-1/2, j, k) are 

given by 
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The derivatives of ϕ  in computational space at the interface (i, j-1/2, k) and (i, j, k-1/2) can be derived 

in a similar way. In addition, the effects of viscous fluxes should be considered when calculating the 

CFL condition [170], 

 D C
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v

8 2max , , , , , ,
3x x i Nsp

t kCFL CFL D D D
x C

µ
ρ ρ

 ∆
= +        ∆  

  , (3.61) 

where C
xCFL  is the CFL number calculated in the schemes of inviscid fluxes presented in Section 3.3. 

The diffusion coefficient Di of species i, the mixture viscosity μ, and the thermal conductivity k are 

calculated by the methods introduced in Section 3.1.2. The global CFL number is defined by the 

maximum value in all directions. The next global time step is calculated from the CFL number of the 

previous time step and a user-specified target CFL number. Since the method is strictly explicit, a 

target CFL number less than one is used in all the cases. Decreasing the CFL number can improve 

the stability of a computation, but it is more expensive. 

3.7 Adaptive mesh refinement 

AMROC currently adopts the block-structured adaptive mesh refinement technology (SAMR), 

which was first proposed by Berger and Oliger and was used to solve hyperbolic partial differential 

equations [28]. This method employs a patch-wise refinement approach. The meshes are dynamically 

flagged by using specified refinement criteria [30,36]. These flagged cells are then grouped into a 

region of various-sized rectangular blocks. By successively creating refined meshes from 

respectively coarser parents, a multi-level hierarchy of embedded grid patches is created, as shown 

in Figure 3.6. 

 
Figure 3.6 The block-structured refinement grids of the AMR method [30]. 

Using the Berger-Colella AMR method, the main finite volume integrator is effectively separated 

from the adaptive strategy. The numerical schemes are employed simultaneously on grids at different 

levels. The curvilinear structured mesh [171] can be applied to the entire AMR technique since the 

AMROC structured data layout is preserved in the present solver. For instance, to generate the 
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coordinates of grids at a higher level (l+1) or a lower level (l−1), the coordinates of the flagged 

uniform Cartesian grids in computational space at level l are refined or coarsened, respectively. By 

using the specific mapping strategy on each level, the new coordinates in computational space (ξl±1, 

ηl±1, ζl±1) are used to generate curvilinear structured grids in physical space (xl±1, yl±1, zl±1) at the new 

level. 

For parallelisation, the hierarchical mesh is distributed to processors based on a space-filling curve 

[30] in computational space. The domain decomposition aims to improve the efficiency and 

scalability of the simulation by distributing the computation in parallel across multiple processors or 

computational nodes. In this process, the computational domain is divided based on the amount of 

computational work required in each region. Continuous redistribution, while the mesh is changing, 

ensures a balanced workload at run time. The redistribute process is given at a specified frequency 

on the base level to ensure that the region of interest is dynamically captured by the highest-level 

mesh. 

3.7.1 Refinement criteria 

In AMROC, two different types of criteria are used to flag the grids [30]. The first one is evaluating 

the differences between the adjacent cells. It can be considered as gradients multiplied by the step 

size (named scaled gradients) in all directions. Cell (i, j) is flagged if one of the inequalities 
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is satisfied for an arbitrary scalar quantity w, which is derived from the vector of state Q. The constant 

εw denotes a prescribed threshold value. Similarly, the scaled gradients between the adjacent 3D cells 

involve seven inequalities. A cell is flagged for further refinement when one of its scaled gradients 

is beyond the given threshold in any direction. 

The local truncation error is estimated by Richardson extrapolation [35,36] as another adaptation 

criterion. For simplicity, let HΔt be a one-step explicit difference operator with time step Δt. The local 

truncation error of order o satisfies 

 ( ) ( )( ) ( )1 2, ,t o oQ x t t Q x t t O t∆ + ++ ∆ − Η = ∆ + ∆ . (3.63) 

  is a constant in the leading-order term of the right-hand side (RHS). The second term of RHS 

( )2oO t +∆  represents an error of the o+2 th order of magnitude. If Q is sufficiently smooth, the local 

error at t+Δt after two time steps with Δt is 
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 ( ) ( )( ) ( )1 2
2, , 2t o oQ x t t Q x t t t O t∆ + ++ ∆ − Η − ∆ = ∆ + ∆ , (3.64) 

and the local error at t+Δt after one time step with 2Δt is 

 ( ) ( )( ) ( )2 1 1 2, , 2t o o oQ x t t Q x t t t O t∆ + + ++ ∆ − Η − ∆ = ∆ + ∆ . (3.65) 

Subtracting (3.64) from (3.65) we obtain the relation 

 ( )( ) ( )( ) ( ) ( )2 1 1 2
2 , , 2 2t t o o oQ x t t Q x t t t O t∆ ∆ + + +Η − ∆ − Η − ∆ = − ∆ + ∆ . (3.66) 

Equation (3.66) is applied to estimate the leading-order term 1ot +∆  of the local error at t+Δt. The 

criterion based on this form requires a discrete solution ( ),x t t− ∆  on a cell two times coarser than 

the current cell at level l. The restriction of ( ),Q x t t− ∆  is used to approximate the initial data on the 

coarser cell. Then ( ),Q x t  and ( ),x t t− ∆  are updated as usual. Finally, a second coarsened 

solution ( ),x t t+ ∆  is derived by prolongation of ( ),Q x t t+ ∆ . More details of the restriction and 

prolongation operators are given in Section 3.7.2 and Section 3.7.3. The leading-order term of the 

local error of quantity w is approximated by neglecting the high order terms in Equation (3.66), 
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The practical usage of wτ  is a combination with relative and absolute error, 
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Sw is the scaling factor for relative error of quantity w, which is an empirical parameter. In this paper, 

the relation (3.68) is used as a refinement criterion in terms of the mass fractions Yi for the reactive 

problems. The scaling limit SYi is set as the 1% of the maximal value of the mass fractions Yi in the 

C-J equilibrium state. If the relation (3.68) is satisfied, all four cells below the coarsened cell (i, j) 

are flagged for refinement. 

Although the relative error criteria of multiple species are used for some of the reactive problems in 

this paper, it is recommended for users of AMROC to choose the mass fraction of the most relevant 

chemical species. The number of species criteria can be reduced if a strict temperature scaled gradient 

criterion is used. Based on the specific problems, there are different possible choices for the 

threshold. The user-specified threshold can be determined by running some test computations on a 

coarse mesh. More universal, sophisticated and efficient refinement criteria will be a potential 

improvement of the current strategy. 
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3.7.2 Restriction 

Transferring values from fine to coarse cells is called restriction in AMR algorithms. The restriction 

strategy in AMROC for the Cartesian mesh is that the value of the coarse cell is the average of its 

refined cells, as displayed in Figure 3.7 (a). 

 
Figure 3.7 The restriction operation on a 2D (a) Cartesian mesh, (b) Mapped structured mesh. 

The average can be a conservative arithmetic mean as the four fine cells have equal area, 
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where subscript c denotes the coarse cell and the subscript f denotes the fine cell. The n is the 

refinement factor between these two levels. For the mapped mesh as shown in Figure 3.7 (b), the 

area weights of each fine cell should be counted to satisfy the conservation, 
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where A is the area of each quadrilateral cell. An equivalent method is used in Ref. [172], in which 

the weights of a capacity function are used in the restriction. It is noted that this restriction is 

conservative even though the overlapped refined cells are not exactly aligned with their coarse grid 

cells, but it may cause accuracy losses when the total area of refined cells is not equal to the area of 

their coarse grid cells. 

For 3D restriction, the weight of the area is replaced by the weight of the volume. Figure 3.8 shows 

an example of the restriction operation on 3D meshes with a refinement factor of 2. The restriction 

strategy is such that the value of the coarse element (displayed by the blue dot) is determined by its 

n3 fine sub-elements (displayed by the red dots) through 
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Figure 3.8 The restriction operation on a 3D (a) Cartesian mesh, (b) Mapped structured mesh. 

3.7.3 Prolongation 

Another important change for an AMR scheme on a mapped mesh is the prolongation operation from 

coarse to fine cells. For the Cartesian mesh, a bilinear space-interpolation is used in AMROC to pass 

the information from coarse to fine cells. The value of a newly refined cell is determined by the 

nearest four coarse cells, as shown in the same colour in Figure 3.9 (a). 

 
Figure 3.9 The prolongation operation on a 2D (a) Cartesian mesh, (b) Mapped structured mesh. 

For example, the value of the fine cell with the red solid triangle in its centre can be solved as 

 ( )f 1 2 c,1 1 2 c,2 2 1 c,3 1 2 c,4= 1 (1 ) (1 ) (1 )Q f f Q f f Q f f Q f f Q− − + − + − + . (3.72) 

The refinement factor in this figure is 2, so both the factors of f1 and f2 in the figure are 0.75. For the 

mapped mesh displayed in Figure 3.9 (b), the factors cannot be determined directly from the 

geometry. The physical coordinates of each cell centre are adopted to calculate factors f1 and f2 by 

solving the nonlinear equations numerically, 
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Then, Equation (3.72) is used to complete the prolongation. Similarly, the value of a 3D refined cell 

can be computed by the nearest n3 coarse cells, as shown in Figure 3.10 (a). A trilinear interpolation 

is used for the value transfer. Figure 3.10 gives an example of the prolongation operation with a 

refinement factor of 2. The value of a newly refined cell (displayed by the red colour) is determined 

by the nearest eight coarse cells (displayed by the blue colour). To illustrate the prolongation 

operation, the locations of the centroid of each cell are extracted in Figure 3.11. 

 
Figure 3.10 The prolongation operation on a 3D (a) Cartesian mesh, (b) Mapped structured mesh. 

 
Figure 3.11 Schematic diagram of the centroid locations on (a) Cartesian mesh, (b) Mapped 

structured mesh. 

A new element is generated by connecting the centroids of each coarse cell. The value in the refined 

cell can be computed by 
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For the Cartesian meshes, coefficients f1, f2, and f3 can be easily computed from the indices because 

the element is a cube. For the mapped meshes, the element is an irregular hexahedron. The 

coefficients can be obtained by numerically solving the nonlinear equations with the relations of the 

physical coordinates, 
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The Newton-Raphson method [173] is used to solve the nonlinear equations. If this method is not 

convergent within given iteration steps, the gradient descent algorithm would be used. 

3.7.4 Refinement parameters 

A number of general parameters are prescribed in the AMR algorithm. Unless otherwise mentioned, 

the following adaptive refinement settings are used in all of the computations in this work. The 

refinement flags are always set, and the grid hierarchy is recomposed at each coarser level time step. 

The buffer width is set to 2 in order to mark two more cells around the flagged cells. The clustering 

algorithm’s threshold is set to 0.7, which indicates that the programme generates successively smaller 

grids until the ratio between flagged and all cells in each new grid exceeds this given threshold. 

3.7.5 Fluxes correction 

It is well known that the flux across coarse-fine interfaces in the Berger-Colella algorithm is not 

automatically strictly conservative. Hence, a flux correction or namely a flux fix-up is used before 

updating the states. In the updated formula of all cells, the coarse flux is approximated with all 

modified neighbouring cells by the sum of all overlying fine-level fluxes. For simplicity, only the 

2D fix-up process is described here, as depicted in Figure 3.12, and the 3D method can be deduced 

naturally by canonical extension. 

As an example on Cartesian meshes [30], the correct update for Q in cell (j, k) on level i is given as 
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Figure 3.12 Schematic of the flux correction on a Cartesian mesh (left) and on a mapped mesh 

(right). 

As shown in Figure 3.12, the shaded cells at the coarse level are fixed up with the correction term δF 

on the interface. An analogous correction method is used to update the Q on a mapped mesh. The 

flux difference on a mapped mesh is computed as 
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If the refinement factor ri+1 is set to 2 between level i and level i+1, this term , 1
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The difference on the coarse-fine interface is finally integrated into the state vectors by using the 

capacity function in the respective coarse grid cell by applying 
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The conservation of the entire scheme is hence maintained. 

3.8 Boundary conditions 

In AMROC, the boundary conditions are specified by using ghost cells around a Cartesian mesh (see 

Ref. [30]). In the present solver, the state vectors are initialised in the physical space, where the 

velocities are orthonormal to the Cartesian coordinate system. As a result, the inflow and outflow 
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boundary conditions are the same as those based on the Cartesian mesh. However, the symmetry and 

reflected wall boundary conditions need to be modified. For a symmetry or reflecting wall boundary 

condition, the normal velocity on the physical boundary should be zero and there is no flow across 

the boundary. The transformation matrix is used to rotate the velocity of inner domain cells to align 

with the physical boundary. Then, the normal and tangential velocities on the boundary are 

eliminated by setting the value of the velocity in the ghost cell to be equal and opposite to the velocity 

in the domain cell. After that, the velocity in ghost cells is transformed back to the orthonormal 

direction of the Cartesian coordinate, respectively. 

3.9 Geometric information 

For the mapped structured mesh, some subroutines are constructed in AMROC to compute the 

geometric information of quadrilateral and hexahedron meshes, such as the area of faces, the volume 

of elements, the centroids of faces, the centroids of elements and the rotation matrices. In the 2D 

solvers, the area, the centroid of the quadrilateral and 2D rotation matrix Ts are calculated by the 

method in Ref. [162]. The details will not be described here. 

In the 3D solvers, the volume of the hexahedron is calculated by decomposing it into three polygonal 

pyramids as illustrated in Figure 3.13. 

 
Figure 3.13 Schematic diagram of decomposing the 3D cell into polygonal pyramids. 

The method used for calculating the volume is similar to the method in Ref. [174] but with some 

variations. Here are some descriptions about the computation process. As every face is shared by two 
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adjacent elements, only one side along each direction is computed for one element. The subroutine 

starts by computing the inwards unit normal vectors of the left side, bottom side and back side 

sequentially for each element. 

The normal vectors can be calculated by the cross product of any two vectors in the face with the 

right-hand rule. For example, the inwards normal vector of the left side (A-B-C-D-A) can be 

computed by the cross product of the vector A-B and the vector A-D. The half modulus of the normal 

vector is the area of the triangle (A-B-D-A). The unit normal vector n  is also obtained after 

normalization. The area of the triangle (C-D-B-C) can be computed in the same way. The centroid 

of the quadrilateral (A-B-C-D-A) is calculated by 

 triangle1 triangle2
quadrilateral

quadrilate

triangle

l

1 trian 2

ra

gleX A X A
X

A
+

= , (3.80) 

where X is the x, y, and z coordinates of the centroid and A is the area. The centroid of a triangle is 

overlapped with its geometric centre. 

The volume of each pyramid is given as 

 ( )pyramid quadrilateral
1 AG
3

V A n= × × ⋅


 . (3.81) 

The volume of the hexahedron is the sum of the three pyramids. The centroid of each pyramid is 

given as 

 pyramid quad Grilateral0.75 +0.25X X X= , (3.82) 

where XG is the x, y, and z coordinates of the vertex G. The centroid of the hexahedron is computed 

by 

 pyramid- pyramid-

hexahedron
hexahedron

3

1
n

n
nV X

X
V

==
∑

, (3.83) 

The 3D rotation matrix Ts on each interface can be derived from the unit normal vector [175]. ax, ay 

and az correspond to each of these components of the unit normal vector n , as shown in Figure 3.14. 

If the absolute value of ay is greater than the absolute value of az, other unknown components of the 

matrix can be calculated by Equation (3.84). Otherwise, the unknown components of the matrix are 

computed by Equation (3.85). All the mesh information is stored in auxiliary arrays with an interface 

provided by the original Clawpack codes. The information is updated at the beginning of each time 

step because the meshes are dynamically changing. These arrays are used for the mapping and other 

calculations as mentioned in previous sections. Especially for the AMR operations, this process is 

slightly expensive under current configurations. Some classes will be developed in the future to keep 

the mesh information in memory to make the AMR more efficient at the next stage. 
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Figure 3.14 Schematic diagram of the normal and tangential vectors on the left side. 
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3.10 Chapter summary 

In this chapter, the numerical methods implemented into AMROC have been presented. As the data 

structure remains unchanged when applying these methods on structured mesh, this chapter only 

covers the amendments based on the Cartesian AMROC framework. A second-order accurate finite 

volume method has been used with grid-aligned Riemann solvers for thermally perfect gas mixtures. 

Detailed, multi-step chemical kinetic mechanisms were employed and numerically incorporated with 

a splitting approach. The adaptive mesh refinement technique used modified prolongation and 

restriction operators. The flux along the coarse-fine interface was considered in a correction 

procedure to ensure the conservation of the whole solver. These methods provided guides for users 

who have a similar block-structured AMR solver and can extend their own code in a similar way. 
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Chapter 4 Verification and validation 

4.1 Verification 

4.1.1 Method of manufactured solutions 

In this subsection, the method of manufactured solutions (MMS) is employed to verify the solver on 

different mapped meshes. The MMS has been used in many published studies to verify CFD codes 

and test the accuracy of the scheme [176,177]. In the present solver, the chemical source terms are 

replaced by some analytical source terms to construct the Euler equations and Navier-Stokes 

equations with manufactured solutions. In this section, the specific heat ratio is assumed to be a 

constant to simplify the derivation in terms of enthalpy in the analytical source terms. 

An error analysis is conducted to make a comparison between the analytical solutions and the 

numerical results. The global L2 norm of the error function is given by 

 ( )2max
numerical exact

2
1 total

L
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l

q q A
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−
= ∑ . (4.1) 

In order to test the accuracy of the adaptive mapped method, three types of meshes are used in this 

section. The first one is a stretched mesh mapped by a clustering function [178] that reads 
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where the clustering factor β is 5 and the factor rd is 0.5 for the mesh stretched in the centre. Lx and 

Ly are the total length of the domain in the x- and y-direction, respectively. The following function is 

used to generate a skewed mesh, where the angle of inclination is 15 degrees in each direction: 
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In addition, a distorted mesh [179] is generated by applying 
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where the subscripts x and y denote the direction. L is the total length of the domain and S is the 

scaling factor in the respective direction. The scaling factor S is set as 0.075 for each direction. Both 
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of these factors satisfy the constraint 0 ≤ 2πS ≤ 1 to ensure that the mesh does not tangle. These three 

types of meshes are shown in Figure 4.1. 

 
Figure 4.1 Schematic diagram of (a) a stretched mesh, (b) a skewed mesh and (c) a distorted mesh. 

4.1.2 2D inviscid MMS 

The general form of the solutions is given as 

 ( ) 0 , ,, = ( ) ( )
x yx s x y s yx y f a x f a yφ φφ φ φ π φ π+ + . (4.5) 

ϕ denotes the variables and it could be density, velocity and temperature, etc. ϕ0, ϕx, ϕy, ax and ay are 

constants. fs,x and fs,y, are trigonometric functions of sines and cosines. The detailed functions and 

coefficients are given in Table 4.1. 

Table 4.1 Constants for 2D Euler supersonic manufactured solutions. 

φ  0φ  xφ  ,s xf  
x

aφ  yφ  ,s yf  
y

aφ  

ρY-O2 (kg/m3) 0.75 0.1 sin 1.0 0.2 cos 0.75 

ρY-N2 (kg/m3) 1.0 -0.15 cos 0.5 0.1 cos 1.0 

u (m/s) 800 60 sin 1.5 30 sin 0.75 

v (m/s) 850 40 cos 1.0 50 sin 1.25 

T (K) 1000 100 cos 1.0 75 cos 0.5 

The solutions are smoothly varying in the physical space. One feature of the MMS is that the 

analytical solutions exist on arbitrary domains, so all the meshes introduced previously can be tested 

in this case. 

The domain is set as [-150 cm, -30 cm] × [30 cm, 150 cm] in the computational space. Three 

refinement levels are utilized with refinement factor 2 for each level. The AUSM scheme is used in 

this part. The CFL number in this case is set to 0.1. The whole domain is initialized with a mixture 
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of oxygen and nitrogen. A Dirichlet boundary condition is used for the inflow boundary and 

extrapolation is used for the supersonic outflow boundary. 

Figure 4.2 gives examples where the mapped mesh is a-priori refined at a specific region. The 

dynamic refinement is deactivated in this case to enable the comparison between analytical value 

and numerical solutions in the same cells. The fixed refinement also tests the operations for 

information transfer between the fine mesh and coarse mesh. 

 

Figure 4.2 Statically refined meshes and corresponding density distribution at t = 0.02 s. 

The numerical solutions including density, mass fraction of oxygen, momentum and energy density 

are compared with analytical manufactured solutions. The errors in terms of the L2 norm are shown 

in Figure 4.3. It can be observed that the numerical error decreases with the increasing number of 

base cells for each of the variables. This confirms that the present solver can achieve second order of 

accuracy when simulating the smoothly varying flow field on a hierarchically refined mapped mesh. 
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Figure 4.3 L2 norm of (a) density, (b) mass fraction of oxygen, (c) x-momentum, (d) total energy 

density when using the MMS on different mapped meshes for 2D Euler equations. 

4.1.3 2D viscous MMS 

For the 2D viscous solver, the viscosity of the mixture, the thermal conductivity of the mixture and 

the diffusion coefficients for each species are added to the solutions shown in Table 4.1. The 

additional functions and coefficients are given in Table 4.2. It is noted that the order of magnitude of 

the viscous terms is artificially raised to increase the influence of diffusions. It is not physically 

correct, but it is useful to verify the solver in a supersonic case, where the convection is dominant 

[177]. The Roe-HLL hybrid scheme is employed in this part, and other numerical methods are the 

same as those used in the inviscid cases. 

The three types of meshes shown in Figure 4.2 are also used for the viscous solver. The numerical 

solutions including density, mass fraction of oxygen, momentum and energy density are compared 

with analytical manufactured solutions. The errors in terms of the L2 norm are shown in Figure 4.4. 

It is observed that the present solver can achieve second order of accuracy when simulating a viscous 

problem. 
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Table 4.2 Constants for 2D Navier-Stokes supersonic manufactured solutions. 

φ  0φ  xφ  ,s xf  
x

aφ  yφ  ,s yf  
y

aφ  

μ (kg/(m·s)) 1.0 0.5 sin 0.5 0.3 cos 1.0 

k (W/(m·K)) 1.0 0.5 cos 1.5 0.3 sin 0.75 

D-O2 (m2/s) 1.0 0.5 sin 0.5 0.3 cos 1.0 

D-N2 (m2/s) 1.0 0.5 cos 1.5 0.3 sin 0.75 

 
Figure 4.4 L2 norm of (a) density, (b) mass fraction of oxygen, (c) y-momentum, (d) total energy 

density when using the MMS on different mapped meshes for 2D Navier-Stokes equations. 

4.1.4 3D inviscid MMS 

To verify the 3D inviscid solver, the Equation (4.5) turns into a 3D form that reads 

 ( ) 0 , , ,, , = ( ) ( ) ( )
x y zx s x y s y z s zx y z f a x f a y f a zφ φ φφ φ φ π φ π φ π+ + + . (4.6) 

The parameters for 3D manufactured solution are given in Table 4.3. 
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Table 4.3 Constants for 3D Euler supersonic manufactured solutions. 

φ  0φ  xφ  ,s xf  
x

aφ  yφ  ,s yf  
y

aφ  zφ  ,s zf  
z

aφ  

ρY-O2 (kg/m3) 0.75 0.1 sin 1.0 0.2 cos 0.75 0.1 sin 0.5 

ρY-N2 (kg/m3) 1.0 -0.15 cos 0.5 0.1 cos 1.0 0.2 cos 0.75 

u (m/s) 800 60 sin 1.5 30 sin 0.75 40 sin 0.5 

v (m/s) 850 40 cos 1.0 50 sin 1.25 60 sin 0.5 

w (m/s) 800 50 cos 1.25 60 sin 0.75 40 sin 1.0 

T (K) 1000 100 cos 1.0 75 cos 0.5 50 cos 0.75 

The whole domain is initialized with a mixture of oxygen and nitrogen. A Dirichlet boundary 

condition is used for the inflow boundary and extrapolation is used for the supersonic outflow 

boundary. The CFL number in this case is set to 0.2. The domain is set as [-150 cm, -30 cm] × [30 

cm, 150 cm] × [50 cm, 170 cm] in the computational space. Similarly, the three different types of 

meshes are used. The meshes used in the following chapters are presented in 0, as shown in Figure 

4.5. 

 
Figure 4.5 The meshes used for 3D inviscid MMS and corresponding density distribution 

at t = 0.02 s. 
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The extension of the stretched mesh is given in Equation (A.1) in the three-dimensional form. The 

skewed mesh is extended to the form in Equation (A.2). Equation (A.3) is adopted to generate the 

3D distorted mesh. The density distribution on these three types of meshes at t = 0.02 s is shown in 

Figure 4.5. The global L2 norms in terms of density, density of oxygen, momentum, and energy 

density on different mapped meshes are drawn in Figure 4.6. The order of accuracy is also shown 

graphically in this figure, confirming that the inviscid 3D solver approaches second-order accuracy 

when the mesh is refined. 

 
Figure 4.6 L2 norm of (a) density, (b) density of oxygen, (c) x-momentum, (d) total energy density 

when using the MMS on different mapped meshes for 3D Euler equations. 

4.1.5 3D viscous MMS 

The 3D viscous flow is also tested by using the MMS. The HLLC scheme is used, and the CFL 

number in this case is set to 0.2. The whole domain is initialised with a mixture of oxygen and 

nitrogen. A Dirichlet boundary condition is used for the inflow boundary, and extrapolation is used 

for the supersonic outflow boundary. The domain is set as [-150 cm, -30 cm] × [30 cm, 150 cm] × 

[50 cm, 170 cm] in the computational space. The mapping functions for the stretched mesh, the 

skewed mesh and the distorted mesh are given in Equation (A.1), Equation (A.4) and Equation (A.3), 

respectively. A three-level refinement is used with a refinement factor of two for each level as shown 

in Figure 4.7. 
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Figure 4.7 The meshes used for 3D viscous MMS and corresponding density distribution 

at t = 0.01 s. 

The initial parameters are used the same as in Table 4.3. In addition, the transport data are given in 

Table 4.4. The diffusive parameters are increased artificially to produce viscous fluxes of comparable 

magnitude to the inviscid fluxes. 

Table 4.4 Constants for 3D Navier-Stokes supersonic manufactured solutions. 

φ  0φ  xφ  ,s xf  
x

aφ  yφ  ,s yf  
y

aφ  zφ  ,s zf  
z

aφ  

μ (kg/(m·s)) 1.0 0.5 sin 0.5 0.3 cos 1.0 0.2 sin 0.75 

k (W/(m·K)) 1.0 0.3 cos 1.0 0.5 sin 1.0 0.4 cos 0.45 

D-O2 (m2/s) 1.0 0.25 sin 0.5 0.4 cos 0.75 0.3 cos 1.0 

D-N2 (m2/s) 1.0 -0.25 cos 0.75 0.5 sin 0.5 0.2 sin 0.75 
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Figure 4.8 L2 norm of (a) density of oxygen, (b) density of nitrogen, (c) x-momentum, (d) y-

momentum, (e) z-momentum, (f) total energy density when using the MMS on different mapped 

meshes. 

Figure 4.8 shows the global L2 norms in terms of density, momentum, and energy density on various 

mapped meshes. This figure also depicts the order of accuracy, confirming that the current solver can 

achieve second-order accuracy when simulating a 3D smoothly varying viscous flow field on a 

hierarchically refined mapped mesh. 

4.1.6 Conservation test 

A conservation test is carried out to verify the flux fix-up procedures. A uniform inviscid flow goes 

through a cube domain with an edge length of 0.2 m. The velocity is 200 m/s in each direction. A 

distorted mesh is generated through the function given in Equation (A.3). The base mesh of 100 × 

100 × 100 cells is centrally distorted with three levels of refinement. Periodic boundary conditions 

are used for all the boundaries. The target CFL number is 0.8 in this case, and it is run up to 0.1 ms, 

corresponding to 10 cycles. The total conservative error at time t is computed as 
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The volume Vi of the cell i is taken into account when computing the difference between the state 

( )iQ t  at t and the initial state ( )0iQ . Nmax is the total number of cells. As shown in Figure 4.9, in 

the case without a fix-up on fluxes, the errors in terms of conservative variables start at 10−8 and 

reach 10−3 at the end of the calculation. An accumulated conservation error is observed when the fix-

up is not used. In the case with a fix-up on fluxes, the conservation errors are negligible and are close 
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to the machine error. This case tests the conservation of the inter-level operations, the flux fix-up 

method and confirms that the present solver is globally conservative on a multi-level mapped mesh. 

 

Figure 4.9 Conservation errors in terms of conservative variables versus time. 

4.2 Validation 

4.2.1 Multispecies shock tube 

This benchmark is a modified version of Sod’s shock tube considering a multi-species mixture. It 

has been used to verify the robustness of numerical schemes in previous work [180,181]. In this case, 

a mixture of hydrogen-oxygen-argon at molar ratios 2:1:7 is initialized in the shock tube. A 

computational domain of 100 mm in length and of 50 mm in height is simulated with slip wall 

boundary conditions in all directions. The Cartesian mesh, the stretched mesh in Equation (4.2) and 

the distorted mesh in Equation (4.4) are used for the 2D simulations. The Cartesian mesh is used as 

a comparison to exclude the influence of the mapping. For the adaptive cases, the base mesh contains 

100 cells in the x-direction. The maximal refinement level is set as three with a uniform refinement 

factor of 2 on each level. The respective minimum mesh size is 0.25 mm in each direction. 

Correspondingly, in the cases without adaptive refinement, the same mesh resolution is used. The 

Roe/HLL scheme is used in this case and the CFL number is set to 0.5. 

The initial conditions give a discontinuity of density and pressure in the middle of the tube 

(x = 50 mm). The initial temperature and pressure are given by 

 L L

R R

=400 K, 8 kPa, if 50mm
=1200 K, 80 kPa,  otherwise

T P x
T P

= ≤
 =

. (4.8) 
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Figure 4.10 shows the density, horizontal velocity, temperature, and the ratio of specific heats 

profiles along the centre line in the tube at 40 μs. The numerical results on different meshes are in 

good agreement with the results in Ref. [180,181]. 

 
Figure 4.10 Numerical solutions of multispecies shock tube problem. 

In addition to the 2D case, a 3D shock tube simulation is also conducted. To decrease the 

computational costs, the length and time scale in the 3D case are set to a quarter of those in the 2D 

case. The size of the computation domain is 25 mm × 12.5 mm × 12.5 mm. The base mesh size is set 

as the same as that in the 2D case. A distorted mesh in Equation (A.3) is used with three refinement 

levels and the refinement factor is 2 for each level. The refinement indicator threshold values for 

density and pressure are ερ=0.002 kg/m3 and εp=4 kPa. The adaptive computation uses approximately 

2.6 M to 5.8 M cells in total instead of 16 M cells in the uniform case. Figure 4.11 displays that the 

shock wave, the contact discontinuity and the rarefaction wave are all captured by the refined meshes. 

The data on the line plotted with red dots in this figure is extracted. 

Figure 4.12 shows the comparison of the density, horizontal velocity, temperature, and the ratio of 

specific heats profiles on the extracted line. The numerical results on the 3D distorted mesh are in 

good agreement with the results in 2D simulation and Ref. [180,181]. In addition to the Roe/HLL 

scheme, the HLLC scheme is also tested as shown in Figure 4.13. The result shows that the difference 

is not noticeable between these two schemes. More cells are flagged to be refined on level 2 in the 

rarefaction wave when the HLLC scheme is adopted. The locations of the shock wave, the contact 
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discontinuity and the rarefaction wave are correctly captured by the present 3D solver using the finest 

meshes. 

 
Figure 4.11 Pseudo-colour image of the refinement levels and the density distribution. 

 
Figure 4.12 Comparison of numerical solutions of multispecies shock tube problem. 
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Figure 4.13 Density and refinement level profiles on the extracted line. 

4.2.2 Multispecies shock box 

This benchmark is a modified two-dimensional Riemann problem in a shock box, which involves 

the interaction of multispecies shocks with slip walls [182]. The size of the shock box is 1000 mm × 

1000 mm. The distorted mesh in Equation (4.4) is tested in this case. The number of cells in the base 

mesh is 128 in each direction and three refinement levels are used with a uniform refinement factor 

of 2. The refinement indicator threshold ερ is 0.05 kg/m3 and εp is 16 kPa. The CFL number in this 

case is set to 0.8. The whole domain is initialized with a mixture of oxygen and nitrogen at molar 

ratios of 1:3.76. The initial condition is 

 
3

L L
3

R R

= 1.225 kg/m , 101.325 kPa,  if 250mm and 250
= 4.9 kg/m , 405.300 kPa,    otherwise

P x y mm
P

ρ

ρ

 = ≤ ≤


=
. (4.9) 

This condition gives two shock waves in each direction at the beginning, and then the shock waves 

propagate towards the slip walls. Figure 4.14 displays the results at 2 ms in computational space and 

physical space, respectively. This figure is overlapped by the base meshes with every 8th cell point 

for a better display and comparison. 

The convergent shocks are reflected by the lower-left corner. The pressure and Mach number 

distributions are in good agreement with the results in Ref. [182]. The reflected shock wave is 

captured by the finest mesh as shown in Figure 4.15. The locally enlarged image shows how the 

distorted mesh is refined in this case. 
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Figure 4.14 Numerical solutions of multispecies shock box problem. 

 
Figure 4.15 Pseudo-colour image of the refinement levels and the image of the distorted refined 

mesh. 

Figure 4.16 shows the results computed through different Riemann solvers. The implemented 

AUSM, Roe/HLL and HLLC schemes can simulate the correct location of the reflected shock waves 

and expansion waves in the shock box problem. A numerical oscillation is observed behind the 

leading curved shock when the AUSM scheme is used, whereas this oscillation is eliminated by using 

the Roe/HLL or HLLC scheme. 
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Figure 4.16 Numerical solutions of multispecies shock box problem with different schemes. 

4.2.3 Lid-driven cavity 

The simulation of flow in a lid-driven cavity is a classical benchmark for viscous solvers [183]. The 

complex structure in the lid-driven cavity consists of multiple rotating recirculating regions on the 

corners of the cavity. Although it is an essentially incompressible problem, it has been also used to 

validate the compressible viscous solver. To eliminate the influences of the compressibility, the Mach 

number of the driven flow is set as 0.08 for all the cases in this section. 

The height of the square box is 1000 mm. The domain is filled with air at 100 kPa and 348 K. The 

Reynolds number based on lid velocity is set to 1000 in this case. A stretched mesh is utilised as 

presented in Equation (A.5), and the number of base cells is 256 in each direction. This case is 

simulated both on a uniformly stretched mesh and on a stretched mesh with three refinement levels 

(refinement factor of 2) fixed on the corners. The top wall moves with a velocity calculated from the 

Mach number. All the other walls are no-slip walls. The target CFL number in this case is set to 0.9. 

The viscosity is computed by the given Reynolds number and the box length. The specific heat ratio 

is set as a constant of 1.4 and the Prandtl number is 0.75. 

Figure 4.17 displays the streamlines of the flow field in the cavity. It shows that the viscous solver 

can reproduce correct flow features in the whole domain. The primary vortex and the vortexes on the 

corner are all captured. Besides, the horizontal velocity and the vertical velocity along the centre 

lines are compared with the results by Ghia et al. [183]. The results are in good agreement with their 

results as shown in Figure 4.18. 
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Figure 4.17 Flow field shown by streamlines on a stretched mesh (left) and on an adaptive refined 

stretched mesh (right). 

 
Figure 4.18 Velocity profiles: Normalised u-velocity along the vertical centreline (left) and 

normalised v-velocity along the horizontal centreline (right). 

4.2.4 Laminar boundary layer flow over a flat plate 

The accuracy of the current viscous solver is tested using a simulation of the laminar flow across a 

flat plate at zero incidence. The domain has a geometry of 20 cm ×3 cm ×2 cm, with a 50 ×40 ×5 

cell base mesh. The boundary layer is effectively resolved using a stretched mesh with a three-level 

refinement as shown in Figure 4.19. The mapping for the stretched mesh is given in Equation (A.6). 

In this case, the freestream Mach number is set as 0.2 and the Reynolds number is 10000 based on 

the plate length. As depicted in Figure 4.19, a 5 cm slip wall is included prior to the start of the non-

slip wall boundary condition on the bottom. The subsonic inlet boundary condition is used for the 

left boundary. The subsonic outlet boundary condition is used for the top and right boundary. A slip 

wall boundary condition is applied to the sides. The Roe/HLL scheme is used and the CFL number 

is set to 0.5. 
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Figure 4.19 Mesh and velocity fields of the laminar flat plate boundary layer case. 

The first 10 cells off the bottom boundary are refined to level 3, and the 11th to 20th cells in the 40 

cells are refined to level 2. The height of the first cell off the bottom wall is 3.43641×10-5 m. The 

non-dimensional horizontal velocity and the skin friction coefficient are compared with the Blasius 

solution. Figure 4.20 shows that the 3D numerical results are in good agreement with the Blasius 

solution. 

 

Figure 4.20 Laminar flat plate boundary layer: non-dimensional velocity components at Re = 8000 

(left) and estimation of the skin friction coefficient (right). 

4.2.5 Non-premixed planar co-flow flame 

The 2D non-premixed co-flow flame is tested to validate the accuracy of the diffusion in reacting 

flows. Although the solver is developed for compressible high-speed reacting flows, it is expected to 

perform well enough in the low-speed flame regime. The computational configurations are referred 
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to Ref. [184] as shown in Figure 4.21. The computational domain is extended in the horizontal 

direction to exclude the potential influences from the boundaries. The whole bottom boundary is set 

to inlet and equally distributed with fuel and co-flow on each side. The fuel consists of 50% CH4 and 

50% H2 at 305 K (volume percentage), and the co-flow consists of 3% O2, 85% N2, 6.5% CO2, and 

5.5% H2O at 1300 K (mass percentage). The initial static pressure for the inlet is set to 100 kPa and 

the inlet velocity is 1 m/s. The subsonic outlet boundary condition is set for the top and sides. The 

ambient pressure is given as 100 kPa. 

 
Figure 4.21 Computational domain and mesh for the co-flow flame simulation. 

The domain length is 320 mm with a total height of 70 mm. The base Cartesian mesh is set to 160 × 

35 cells with three refinement levels fixed in the centre, and the refinement factor is 2 for each level. 

The Cartesian mesh is employed to exclude the influence of the mapping. As shown in Figure 4.21, 

the region between 140 mm and 180 mm is always flagged to be refined to the highest level. The 

target CFL number in this case is set to 0.9. The detailed GRI 3.0 mechanism is used [185] for 

combustion, which consists of 53 species and 325 reactions. 

As the explicit method is used in the present solver, the computation of the low-speed flame requires 

millions of time steps to achieve a steady state. To reduce the computational cost, the chemical 

reaction is first deactivated to get a steady cold flow field as shown in Figure 4.22. The non-premixed 

gases flowing through the entire domain take 0.07 s. After t = 0.28 s, the flow structure remains 

unchanged and the flow field is regarded as having reached a steady state at this time as shown in 

Figure 4.23. The diffusion on the interface yields a smooth variation of the temperature and species. 

The data are extracted from the horizontal line at y=30 mm downstream of the inlet. The fuel and co-

flow result in a non-uniform equivalence ratio across the domain. The flow field changes from a fuel-

rich to a fuel-lean state in the centre. 

Another simulation is conducted based on the cold flow field at t = 0.28 s, in which the chemical 

reactions are activated. As shown in Figure 4.24, the time-averaged OH distribution is qualitatively 

compared with the numerical results in [184]. The non-premixed flame is observed but with a 
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difference in the shape of the flame. In the present simulation, the flame is closer to the hot co-flow 

side and a curved surface is observed near the inlet plane. A possible explanation is that the 

fluctuating velocity field has an influence on the properties transport. 

 
Figure 4.22 Pseudo-colour image of the temperature at different times. 

 
Figure 4.23 Profiles of temperature and CH4 mass fraction at y=30 mm. 

 
Figure 4.24 Distributions of OH mass fraction in the 2D methane co-flow flame, results from [184] 

(left) and present results (right). 
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As introduced in Section 3.5, using the conservative scheme to solve contact discontinuities may lead 

to pressure and velocity oscillation when the local gradient of specific heat ratio is large. In this case, 

the small oscillation plays an obvious role on the low-speed flow field. Figure 4.25 shows the 

pressure and velocity profiles at 30 mm downstream of the inlet. Despite that the fluctuation of 

pressure remains below 0.01%, the small fluctuating horizontal velocity leads to the difference in the 

species distribution. As a result, the shape of the present flame differs from the numerical results 

in [184]. 

 

Figure 4.25 Profiles of pressure and velocity at y=30 mm. 

It is noted that employing the explicit method to address low-speed flame problems is notably 

inefficient compared to the implicit method. As the explicit time integration in AMROC is developed 

for high-speed compressible flows, the time step is limited by the CFL number and the speed of 

sound in the Riemann problem. The explicit method takes millions of small time steps before 

reaching the steady state. In contrast, the stable CFL number can often be far greater than one in the 

implicit approach and the computations can rapidly converge to a steady state. However, this case 

shows a comparative result using the present solver in non-premixed reacting flows simulations. It 

also validates the solver’s capabilities in solving detailed chemical mechanisms. 

4.2.6 Shock bubble combustion 

The shock-driven combustion problem [186] of a 2D hydrogen bubble is tested to validate the viscous 

solver with chemical source terms. This validation case demonstrates the evolution of a hydrogen 

bubble and its interaction with a shock wave at Mach 2. The numerical configuration is shown in 

Figure 4.26. A hydrogen sphere is initialised in the region on the left-hand side of the domain 

consisting of air. The temperature, pressure and velocity in different regions are also shown in the 

figure. 

The distorted mesh in Equation (4.4) is used in this case. The base mesh is set to 1024 × 512 cells 

with three refinement levels, and the refinement factor is 2 for each level. The refinement indicator 



Chapter 4 Verification and validation 

81 

thresholds are given in terms of the temperature, density and pressure as εT = 500 K, ερ = 0.05 kg/m3 

and εp = 16 kPa. The Jachimowski hydrogen/air mechanism [187] is used, which consists of 9 species 

and 19 reactions. The target CFL number in this case is set to 0.9. 

 
Figure 4.26 Computational domain and numerical configurations of the shock bubble combustion 

problem. 

Figure 4.27 is the pseudo-colour image of the hydrogen mass fractions distribution (grey scale) 

superimposed on the pressure contours with black lines. At t = 1.5 μs, the hydrogen bubble collides 

with the stationary shock wave. The refracted, transmitted, reflected and incident pressure waves are 

all captured by the finest cells as shown in the figure. At t = 3.5μs, two reflected waves form on both 

sides of the bubble, and a secondary transmitted wave can be observed upstream of the bubble. 

Besides, a vortex is generated inside the hydrogen bubble. These features are in good agreement with 

the results in previous studies [186,188,189]. 

 
Figure 4.27 Pseudo-colour image of the hydrogen mass fraction (grayscale) superposed on line 

contours of pressure (1–7.4 bar) at 1.5 μs and 3.5 μs. 

Figure 4.28 shows a comparison of the pressure profile on the vertical central line between the present 

result and published numerical results. The present solver’s numerical result, plotted with a purple 

dot line and an orange solid line respectively, agrees well with Ref [189] when using a similar 
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distorted mesh at the same mesh resolution. There are some differences between the results obtained 

by AMROC and literature solutions predicted by Billet et al. [186] and Attal et al. [188] in terms of 

the strength and locations of the waves. In the solution predicted by Attal et al., the position of the 

secondary transmitted wave differs from the results in the other three cases. In the work conducted 

by Billet et al., a higher pressure is predicted from x=0.55 cm to x=0.66 cm. In the present simulation, 

the strength of the right reflected wave is observed to decrease with a coarser mesh and is close to 

their predictions. However, the location of the location of the secondary transmitted wave and left 

reflected wave still differs from their results. 

 
Figure 4.28 Pressure on the vertical central line. 

Table 4.5 shows the difference between the numerical methods used in the literature and the present 

solver. The different approach to computing diffusion coefficients has an influence on the hydrogen 

bubble size and the distance between the two reflected waves. The use of a quasi-conservative 

method can also lead to a different shock location. These discrepancies in numerical methods may 

result in the differences of the solutions. 

Table 4.5 Comparison of the numerical methods used for shock bubble combustion. 

 
Billet et al. 

(2008) [186] 

Attal et al. 

(2015) [188] 

Owen (2019) 

[189] 
AMROC 

AMR used No Yes Yes Yes 

Discretisation FDM FVM FVM FVM 

Inviscid fluxes 
MUSCL, 

AUSM+ 
PPM PPM 

MUSCL-

Hancock 

Roe/HLL 
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Billet et al. 

(2008) [186] 

Attal et al. 

(2015) [188] 

Owen (2019) 

[189] 
AMROC 

Viscous fluxes 

(transport 

parameters: the 

dynamic 

viscosity μ, the 

thermal 

conductivity k 

and diffusion 

coefficients D) 

μ, k and D are 

computed using 

‘eglib’ library 

additionally 

considering the 

Soret effect and 

volume 

viscosity 

μ and k are 

computed by 

mixture 

averaging 

formulas and D 

is the binary 

diffusion 

coefficients 

μ and k are 

estimated by 

using mixture 

averaging 

formulas and D 

is computed by 

a given Lewis 

number 

μ and D are 

computed by 

mixture 

averaging 

formulas and k 

is computed by 

a species-

dependent 

thermal 

diffusion ratio. 

Minimum mesh 

size 
25 μm ~23.4 μm 7 μm 7 and 25 μm 

Domain size Half domain Full domain Full domain Full domain 

Outflow 

boundary 

conditions 

Subsonic 

characteristic 

outflow 

Extrapolated 

outflow 

Extrapolated 

outflow 

Extrapolated 

outflow 

Conservation of 

hyperbolic terms 

Quasi-

conservative 

double-flux 

Conservative Conservative Conservative 

4.3 Chapter summary 

In this chapter, the developed solver was comprehensively verified and validated with different 

benchmark tests. These tests confirmed that the current solver could achieve second-order accuracy 

and was globally conservative on a hierarchically refined structured mesh. The solver was then 

validated by solving multi-dimensional Riemann problems accurately. Although the solver was 

originally developed for high-speed reacting flows, i.e., supersonic combustion and detonation, 

namely convection-dominated problems, the diffusion terms were also validated by low-speed 

benchmarks. The solver was also tested to reproduce the flow features in a high-speed reacting 

viscous flow, in which the shock interacted with a flame. In the next chapter, the extended solver is 

used to simulate more complex high-speed reacting flows. 
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Chapter 5 Simulations of high-speed reacting flows 

After being verified and validated with some benchmark tests, the present solvers are further tested 

to simulate more complex high-speed reacting flows, such as unsteady shock-induced combustion, 

2D cellular detonation structure, 3D detonation in a pipe and detonation wave/boundary layer 

interaction. The purpose of this chapter is to demonstrate the accuracy and robustness of the 

developed solver in solving high-speed reacting flows. 

5.1 Unsteady shock-induced combustion 

Unsteady Shock-induced combustion (SIC) is usually used to validate the code for supersonic 

combustion [190,191]. In this section, Lehr’s SIC experiments [192] at Mach 4.18 and Mach 4.48 

are simulated. The 2D axisymmetric Euler equations with detailed chemical kinetics are solved as 
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 (5.1) 

where an additional axisymmetric source term H is added to simulate the 2D axisymmetric flow 

[193]. The second-order accurate MUSCL-Hancock scheme with Minmod limiter is used for the 

reconstruction. The inviscid flux on mapped meshes is evaluated by a grid-aligned AUSM method. 

The Strang splitting is adopted for the reactive source term and the modified Jachimowski 

hydrogen/air reaction mechanism [187] is employed. This mechanism contains 9 species and 19 

elementary reactions and has been used in the hydrogen-air shock bubble combustion case. 

The region behind the blunt body in Lehr’s experiments is modelled as displayed in Figure 5.1, where 

the diameter of the hemispherical head is 15 mm. For the axisymmetric problem, one half of this 

region is simulated by setting the bottom as a symmetry boundary, as shown in Figure 5.1. The base 

mesh is generated through the functions described in Equation (A.7). The supersonic flow consisting 

of a stoichiometric hydrogen-air mixture travels from left to right, which is equivalent to the blunt 

body moving with a supersonic speed. The initial temperature of the mixture is 293 K and the 

pressure is set as 42.66304 kPa. 

For the calculations, there are 250 base cells in the radial direction and 200 base cells in the 

circumferential direction, with 3 levels (refinement factors are 2, 2) adaptively refined on the fly. 

The minimum radial mesh is about 3.5 μm and the minimum circumferential mesh is around 4.375 

μm. For comparison, meshes with 2 levels and 4 levels of refinement are tested to study the effect of 

mesh size on this problem. The case without refinement is also tested. 
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Figure 5.1 The physical model (left) and computational domain (right) of SIC. 

The calculations in this section are performed on the high-performance computing cluster Iridis 5 at 

the University of Southampton, where 40 cores (Intel Xeon E5-2670 2.0GHz) were used for cases 

with 1 to 3 refinement levels and 80 cores were used for cases with 4 refinement levels. The 

refinement criteria are given in Table 5.1. The scaled gradients are given as, =500 KTε , 

3=0.02 kg/mρε , =16 kPapε . 

Table 5.1 Refinement indicators used for simulating shock-induced combustion. 

Refinement 

indicators 

Species 

H H2 O O2 OH H2O 

SY (×10-4) 0.03 0.3 0.2 1.5 1.6 21.8 

ηY (×10-4) 10 4 10 4 10 3 

The regular oscillation of the bow shock wave and reaction front is one of the crucial parameters in 

unsteady shock-induced combustion. To illustrate the oscillation in the unsteady process, the 

temperatures and densities on the stagnation streamline are extracted at different times as shown in 

Figure 5.2. When the base mesh is used without AMR, the minimum cell is 14 μm. Under this mesh 

resolution, the reaction front oscillates at a lower frequency and the oscillation of the bow shock 

cannot be captured. When the mesh is refined, the locations of bow shock and reaction front oscillate 

regularly at a higher frequency, and the wave’s stand-off distance is closer. 

In addition to the temperature distribution, the x-t diagram of the refinement level is also displayed 

in Figure 5.3. With the aid of Figure 5.2, it can be observed that all the oscillating bow shocks and 

reaction waves are dynamically captured by the highest-level mesh. 
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Figure 5.2 x-t diagram of temperature on the stagnation streamline under different mesh resolution. 

 
Figure 5.3 x-t diagram of the domain of refinement levels (indicated by colour) on the stagnation 

streamline under different mesh resolution. 
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In order to analyse the oscillation characteristics, the Fast Fourier Transform (FFT) is utilized. Due 

to the adaptive time step in the AMR solver, the time intervals for data processing are non-uniform. 

A linear interpolation is used to determine the mass fraction profiles from 0.2 ms to 0.4 ms with 

uniform time intervals. As a result, the frequency resolution is 5 kHz for all the cases. Figure 5.4 

displays the frequencies of the water mass fraction oscillation at the stagnation point under different 

refinement levels. Similar to the results shown in Figure 5.3, only the coarsest mesh provides an 

incorrectly low frequency of 40 kHz. The frequency is convergent on a finer mesh. The frequency in 

the numerical solution is 160 kHz on a two-level or three-level refined mesh, which is close to the 

frequency, 148 kHz, obtained in Lehr’s experiment. Although a closer frequency 155 kHz can be 

obtained by increasing the mesh refinement level up to 4, the three-level refinement is considered a 

good trade-off between the computational efficiency and cost. Therefore, all the meshes are refined 

with three levels in the following SIC calculations. 

 
Figure 5.4 Frequencies of mass fraction of H2O oscillation at the stagnation point under different 

mesh resolution. 

Table 5.2 Comparison of uniformly refined and dynamically adaptive simulations for the shock-

induced combustion problem at Mach 4.18 from t = 0 ms to t = 0.2 ms. 

Ma = 4.18 Uniform Adaptive 

Δxmin (μm) Cells  Run time (cpu·h) Level Run time (cpu·h) 

14 50,000 36.7   

7 200,000 240.0 2 308.6 

3.5 800,000 1286.7 3 1193.5 

1.75 3,200,000 9590.6 4 5521.6 
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Table 5.2 gives timing data from present dynamically adaptive simulations versus uniform 

computations under the same mesh size. The benefit in computational costs from dynamic mesh 

adaptation is apparent when the mesh resolution is high. It should be pointed out that for such a 

classical problem, the chosen computational domain is already reduced to include all the potential 

physical features. The advantage of adaptive simulations is not remarkable when the number of cells 

is small. 

A detailed two-dimensional structure can be seen in Figure 5.5. The combustion is induced by the 

bow shock wave in front of the blunt body. Several typical characteristics can be inferred from the 

results. Firstly, the reaction wave is separated from the bow shock wave, while the reaction front is 

corrugated and unstable. Another feature is the existence of waves, i.e., the compression wave, 

reflected wave and contact discontinuity, between the bow shock wave and the reaction front. The 

interaction of waves and the stagnation surface of the blunt body has been considered as the source 

of the pressure and combustion oscillations. 

The adaptively refined mapped mesh is also shown in Figure 5.5. All wave structures mentioned 

above are captured and refined by the finest mesh (Level 3 mesh). The enlarged region shows how 

the body-fitted mesh is refined near the bow shock and the reaction front. The region without shock 

waves and reactions uses the coarsest mesh, which effectively reduces the computational cost in the 

high-resolution simulations. 

 
Figure 5.5 The density gradients and corresponding refinement levels distribution. 

In order to study the effects of refinement criteria on the simulations, the Mach 4.18 case is simulated 

on a three-level mesh with Roe/HLL scheme. In addition to the refinement criterion used in Table 

5.1 (Criterion-2), a looser (Criterion-1) and a stricter criterion (Criterion-3) are tested with different 

refinement indicators given in Table 5.3. The scaling factors SY for all the three criteria are identically 
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given as the same as in Table 5.1, which is set as the 1% of the maximal value of the mass fractions 

Yi in the C-J equilibrium state. 

Table 5.3 Refinement indicator values used for simulating shock-induced steady combustion. 

Criterion 
Computational 

cost (cpu·h) 

Scaled gradient ε  Local truncation error ηY (×10-4)  

T (K) ρ (kg/m3) p (kPa) H H2 O O2 OH H2O 

1 974.2 1000 0.04 32 20 8 20 8 20 6 

2 1622.8 500 0.02 16 10 4 10 4 10 3 

3 2424.0 250 0.01 8 5 2 5 2 5 1.5 

The iso-contours of these indicators on level 2 and corresponding density gradient distribution are 

depicted in Figure 5.6. The Criterion-1 case uses a relatively loose criterion, where the bow shock 

wave and reaction front are captured by the finest mesh. The indicators of scaled gradient of density 

and pressure are used to achieve adaptation to the shocks. The indicators of the scaled gradient of 

temperature and the errors of mass fractions are employed to flag the reaction front and the 

compression waves near the stagnation line. In a stricter case (Criterion-2), the contact discontinuities 

are flagged to refine to the finest meshes. The Criterion-3 case uses the strictest refinement indicators, 

and a large part of the region behind the bow shock is unnecessarily refined to the highest level. 

The scaled gradient of density has a vital influence on flagging the region without shock and flame 

but with contact discontinuities. A suitable criterion should ensure that all the main physical features 

are captured by the finest mesh, meanwhile, the flagged cells should be as few as possible. Table 5.3 

also shows that the computational cost increases obviously when more cells are refined. Considering 

the balance of accuracy and computational cost, the set of refinement indicators in Table 5.1 

(Criterion-2) is appropriate, and all the following SIC cases adopt this criterion. 

Figure 5.7 shows a comparison between the numerical results calculated by the solver based on the 

AMR mapped mesh and Lehr’s experiments. The numerical solutions are in good agreement with 

the experimental results. The shock-induced combustion is observed in front of the blunt body and 

the bow shock stand-off distance is nearly the same as that in the experiments. The flame surface is 

also corrugated, due to the interaction of the waves in the flow field. It is noted that the experimental 

schlieren image at Mach 4.48 is taken at a 12° angle from the perpendicular direction, which provides 

a possible explanation why the reaction front location is slightly different to the experimental result. 



Chapter 5 Simulations of high-speed reacting flows 

91 

 
Figure 5.6 Active refinement indicators on level 2 and the density gradients distribution under 

different refinement criteria for a 3-level computation. 

 
Figure 5.7 A comparison between the numerical temperature distribution from the AMR mapped 

mesh solver and the experimental schlieren images [192]. 
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In addition to using the Jachimowski mechanism, the UCSD hydrogen/air mechanism [194] is also 

used in the tests on a mapped mesh with 3 levels of refinement. As seen in Figure 5.8, both reaction 

models predict a regular oscillation at Mach 4.18. An instability mode is observed in the case with 

the UCSD model when the inflow Mach is 4.48. The high-frequency oscillation is coupled with a 

relatively low frequency in this mode, whereas the Jachimowski model still gives a stable high-

frequency oscillation. Some previous work [195][196] has reported this unstable phenomenon with 

different chemical mechanisms. 

 
Figure 5.8 x-t diagram of temperature along the stagnation streamline at Mach 4.18 and Mach 4.48 

on a three-level refined mapped mesh. 

As shown in Table 5.4, the Jachimowski model predicts that the frequency of oscillation is 160 kHz, 

determined by the FFT method as mentioned previously. The UCSD model gives a frequency of 145 

kHz, but slightly less than the experimental frequency of 148 kHz. For the Mach 4.48 case, a 

relatively low frequency is observed when using the UCSD model, whereas the Jachimowski model 

gives a stable high-frequency oscillation at 425 kHz. In contrast to the Mach 4.18 case, the 

Jachimowski model gives a better agreement with the experimental frequency at Mach 4.48. 

Table 5.4 Comparison of the oscillation frequency. 

Frequency (kHz) Ma = 4.18 Ma = 4.48 

Experiment [192] 148 425 

Jachimowski 160 425 

UCSD-2016 145 395 
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The test cases have shown that the mapped mesh solver developed in this work can predict the 

oscillation of unsteady shock-induced combustion. The numerical results are in good agreement with 

the experiments when a suitable reaction model is used. As described, the chemical mechanism plays 

a vital role in predicting the correct oscillation. 

5.2 2D cellular detonation structure 

Simulations of cellular detonation structure are conducted to test the accuracy of the reactive solver 

on a mapped mesh when chemically reactive source terms are present. The computational domain is 

a rectangular channel with a length of 1000 mm and a height of 32 mm. A mixture of hydrogen-

oxygen-argon at molar ratios 2:1:7 is initialized in the channel. The initial temperature is 298 K and 

the pressure is 10 kPa. The one-dimensional detonation ZND solution for these parameters is used 

as planar initial conditions to establish a detonation wave in the left of the tube at location x=46 mm. 

An unreacted pocket is set behind the detonation front to generate an initial perturbation. 

The detailed Westbrook hydrogen mechanism [197] is used in this case, which contains 9 species 

and 34 elementary reactions. Both a Cartesian mesh and a stretched mesh are used in this case. The 

stretched mesh is generated by Equation (4.2). The base mesh in this case is 2000×128 cells with 

five refinement levels. The refinement factor is 2 for each level. The induction length of the 

detonation is about 0.878 mm under the initial condition. Thus, the maximum resolution can be up 

to 56.2 Pts/Lin (points per induction length) with the adaptive mesh. The refinement criteria are given 

in Table 5.5 and the scaled gradient thresholds are given as, εT = 500 K, ερ = 0.03 kg /m3, εp = 40 kPa. 

Table 5.5 Refinement indicators used for simulating 2D cellular detonation structure. 

Refinement 

indicators 

Species 

H H2 O O2 OH H2O 

SY (×10-4) 0.2 1.2 1 10 1.3 8.5 

ηY (×10-4) 5 2 5 2 5 1 

Figure 5.9 displays the detonation propagation on a Cartesian mesh and a stretched mesh. The 

detonation propagation velocity can be calculated through tracking the location of the maximum 

pressure gradient in the flow field. The numerical results show that the detonation velocity is around 

1645.24 m/s on the Cartesian mesh and 1641.82 m/s on the stretched mesh, which is close to the C-

J velocity of 1629.34 m/s obtained by Cantera [198] and with the detonation toolbox [199]. The triple 

points are clearly resolved at the detonation front, where the transverse wave, Mach stem and the 

incident shock merge. A similar cellular structure is captured by the stretched mesh. 
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Figure 5.9 Numerical solutions of 2D detonation propagation on a Cartesian mesh (left) and a 

stretched mapped mesh (right). 

More detailed images of the stretched mesh are shown in Figure 5.10. The mesh is clustered at the 

centre of the tube. The whole detonation front and the slip lines behind are captured by the highest-

level meshes. A locally enlarged image shows the triple point structure at the detonation front 

overlapped by non-uniform refined meshes. The opacity of the mesh is set as 50% to the visualization 

when the mesh is extremely dense. 

 
Figure 5.10 Pseudo-colour image of the refinement levels and the image of the stretched refined 

mesh. 

The numerical detonation cells are illustrated by the trajectories of triple points in the flow field, 

which is captured by tracking the maximum of the vorticity in the whole domain on the base mesh. 

A detonation cell is a closed “fish-scale” pattern formed between two trajectories of triple points 

(seen in Figure 5.11). The numerical detonation cell size ranges from 8 to 10 mm, which is close to 

the value of 11.4 mm predicted by Cantera with a correlation function [200]. However, the numerical 

cell size is much smaller than the experimental extrapolation value of around 40 mm [201] under the 

same initial condition. A similar lower prediction of detonation cell size in previously published 

simulations [202,203] is explained by the considerable heat loss at the channel walls in standard 

experiments [204]. 
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Figure 5.11 Trajectory of triple points on Cartesian mesh (top) and mapped mesh (bottom). 

5.3 3D detonation in a smooth pipe bend 

Simulations of detonation propagation in a smooth pipe bend are conducted to test the accuracy of 

the reactive solver on a mapped mesh. For small radii and large bending angles, i.e., pipe bends of a 

90-degree angle, the detonation wave structure is not maintained and triple point quenching can be 

observed at the outer side, while the detonation fails with the originally regular cellular structure. 

The computational domain and initial conditions are set according to an experimental configuration 

[205]. In the present configuration, the channel width (4 cm) is at the length of 2.5 cells size and the 

channel height (1.6 cm) is at the length of 1 cell size. The computational domain and the numerical 

configuration are illustrated in Figure 5.12. 

 
Figure 5.12 Computational domain and numerical configuration of the detonation in a smooth pipe 

bend. 

The pipe is filled with a perfectly stirred stoichiometric hydrogen and oxygen mixture with 70% 

argon as dilution. The initial temperature is 298 K and the static pressure is 10 kPa. In order to speed 

up the calculation, the 2D numerical results of detonation cells under the same conditions are 

initialised at the start of the pipe. Two unreacted sheets at 2086 K and 70 kPa are placed behind the 
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detonation front as initial perturbations. The induction length Lin of the detonation is computed as 

0.875 mm given the initial condition. 

The base mesh is generated through Equation (A.8). A four-level mesh is used in this case and the 

refinement factor for each level is 2. The base mesh size is 0.25 mm (3.5 pts/Lin) in the η- and ζ-

direction using 160 ×960 ×64 cells. In the ξ-direction, the base mesh size is around 0.242 mm along 

the central line, 0.363 mm on the outer wall, and 0.121 mm on the inner wall of the pipe bend. The 

mesh size at the finest level is 0.03025 mm (29 pts/Lin) on the central plane and changes from 0.015 

mm (58 pts/Lin) to 0.045 mm (19.4 pts/Lin) in the bend. The refinement criteria for temperature, 

density and pressure are given as εT = 500 K, ερ = 0.05 kg/m3 and εp = 40 kPa, respectively. The 

adaptive computation uses approximately 86.1 M to 118.5 M instead of 5033.16 M cells in a uniform 

case. The calculations are performed on 480 cores (Intel Xeon E5-2670 2.0GHz). Typical run times 

for a simulated time of 120 μs were approximately 6.5 days wall clock time. 

Figure 5.13 shows the accumulative results of the maximum pressure in the flow field on the base 

mesh. The triple point is formed in the third direction after a short time and the 3D cellular structure 

can be observed. When the detonation travels through the 90-degree bend, the cellular structure 

disappears near the inner wall, indicating that the detonation fails to be self-sustained. On the outer 

wall, the detonation is highly overdriven and transverse waves are generated after being reflected by 

the wall. 

 
Figure 5.13 Image of the detonation cellular structure on the base. 

The detonation cellular front is visualised by the iso-volume of the OH mass fraction and the iso-

surfaces of the pressure as shown in Figure 5.14. The temporal development of the triple point line 

(TPL) structure is given in the schematic diagram. The front of the cellular structure can be divided 

into three different types of regions [206]. The M-M region is constructed by both sets of Mach stems. 

The I-I region is constructed by both sets of incident shock waves and the M-I region is mixed, 

showing both types of waves. The cellular structure of the front was not recorded in the experiment 

[206], but the straight part of the pipe can be considered a rectangular channel. In Figure 5.14, the 
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TPLs on the detonation front in both dimensions do not collide with each other simultaneously, 

presenting a rectangular type out of phase [207-209]. 

 
Figure 5.14 Snapshots of the iso-volume of the OH mass fraction, overlapped by the pressure iso-

surfaces at 20 kPa in 80% opacity blue (left) in the pipe and schematic front view of the periodic 

triple point line structure (right); Mach stem-Mach stem (MM), Mach stem–incident shock (MI), 

and incident shock–incident shock (II). 

Figure 5.15 presents the decoupled phenomena of the leading shock wave and the reaction front in 

the bend. The TPLs are not parallel to the wall because of the different local velocities at different 

radii, and the reaction front detaches from the shock near the inner wall. At 90 μs, the cellular 

structure finally disappears. Two formed transverse waves move along the radial direction. A large 

unburned and preheated region is observed at 105 μs. The detonation is only sustained near the outer 

wall in an over-driven state. 
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Figure 5.15 Snapshots of the iso-volume of the OH mass fraction, overlapped by the pressure iso-

surfaces at 20 kPa in 80% opacity blue (left) in the pipe bend and schematic front view of the 

periodic triple point line structure (right); Mach stem-Mach stem (MM), Mach stem–incident shock 

(MI), and incident shock– incident shock (II). 

The slices on the bottom wall are extracted to make a comparison with the experimental results. As 

depicted in Figure 5.16, the locations of the decoupled leading shock wave and the reaction front are 

in good agreement with the experimental schlieren images. The figures also show that the main 

features, including the leading shock waves and the flame front, are dynamically captured by the 

finest meshes. 
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Figure 5.16 Pseudo-colour image of refinement levels, temperature and experimental schlieren in 

Ref. [205]. 

5.4 3D detonation in round tubes 

In addition to the rectangular channel, the 3D detonation structure is also simulated in a round tube 

to test the capability of the present solver. Experimental studies [210] and numerical simulations 

[211] both show that the cross-section shape and geometry confinement have effects on the 

detonation propagation mode and characteristics. Besides, the experimental observed spinning 

detonation [212] is a unique phenomenon in the round tube and it still has attracted researchers’ 

attention in recent years [213,214]. 

However, there have been only a limited number of 3D numerical studies on these problems over the 

past decades [211,215-218], because the combination of detailed chemistry models and high-

resolution simulation is computationally quite expensive. The use of the adaptive mesh refinement 

technique can be particularly beneficial for this problem. In this section, the detonation is numerically 
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studied in round tubes with two different diameters. These 3D simulations are aimed at estimating 

the performance of the AMR technique for simulations of detonations in round tube problems. 

To establish a cylindrical body-fitted mesh without singularity in the centre, a convex combination 

mapping strategy [219] based on a single block hierarchy is used in the present work as shown in 

Equation (A.9). The premixed stoichiometric hydrogen and oxygen mixture with 70% argon are 

filled in a round tube. The diameter of the tube D is 16 mm, corresponding to one detonation cell 

size λ. In order to decrease the computational cost, a nearly stationary reaction front under Galilean 

transformation is studied by setting the inflow velocity of the unburned gas as C-J velocity. The 

length of the tube is 30 mm and a 1D ZND structure is initialised from 0 to 20 mm. An unreacted 

rectangular pocket is initially placed behind the reaction front at 2086 K and 70 kPa. The slip and 

adiabatic boundary conditions are set for the wall. An extrapolation boundary condition is employed 

for both the inlet and outlet. 

A three-level mesh is used in this case and the refinement factor for each level is 2. The base mesh 

size is 0.125 mm (7 pts/Lin) and the finest mesh size is 0.03125 mm (28 pts/Lin). The refinement 

criteria for temperature, density and pressure are given as, εT = 500 K, ερ = 0.03 kg/m and εP = 4 kPa, 

respectively. The adaptive computation uses approximately 11.0 M to 38.2 M instead of 256.1 M 

cells in a uniform case. The calculations are performed on 480 cores (Intel Xeon E5-2670 2.0GHz). 

Typical run times for a simulated time of 100 µs were approximately 6 days wall clock time. 

Figure 5.17 shows the slices of the temperature gradients in a detonation cell evolution period. 

At 123 µs, the triple points on the y- and z-planes are observed where the Mach stems, incident shock 

wave and transverse wave interact. The slip lines curl into vortices and embedded jets behind the 

incident shock [202]. The triple points on both planes all move towards the centre of the tube. 

At 127 µs, the triple points collide and new triple points are generated, which then move towards the 

wall. The jet behind the detonation front is detached from the leading shock. A new jet is formed 

after the collision in the centre. New triple points are reflected by the wall and finally travel to the 

centre again at 137 µs, resulting in a similar structure compared with that at 123 µs. A whole period 

of the cellular structure evolution is completed and the duration is around 14 µs. 

Figure 5.18 displays the iso-surface in terms of the density at different times. The iso-surface is 

coloured by the temperature contours. Although the small structures in the wake of the shock are still 

not sharply resolved, the 3D figure provides a good impression that the detonation propagates in the 

rectangular mode with a single cellular structure. The TPLs move to the tube centre and interact with 

the forward vortex ring. The vortex rings are detached and propagate downstream. A pair of new 

forward vortexes are formed after the collisions of TPLs, which causes the front to bulge. New TPLs 

are also generated and move to the wall, starting a new period of the cellular structure evolution. 
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Figure 5.17 Snapshots of the slices of the gradient of temperature, overlapped by the meshes at 

80% opacity. 

Figure 5.19 shows that the mesh around the detonation head and at the corners is adaptively refined 

to improve the accuracy of simulations. More processors are used in the refined regions with higher 

workloads. The hierarchical mesh is distributed to processors based on a space-filling curve [30] in 

computational space. Continuous redistribution, while the mesh is changing, is ensuring a balanced 

workload at run time. 

In addition to the round tube with a diameter of one detonation cell, a half detonation cell size tube 

is also simulated with the same initial configurations. As displayed in Figure 5.20, the detonation 

propagates in a rectangular mode at the early stage. Similar evolution of triple points and jets behind 

the incident shock is observed. At t = 120 μs, a single head detonation wave is generated at the front 

and the cellular pattern disappears. The detonation spins in a counterclockwise direction from the 

right-hand side view. A typical spinning detonation is observed and propagates spirally to the outlet 

even in the Galilean frame. Compared with the case with D = 0.5 λ, the transverse wave is constrained 
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when the duct diameter is smaller than the detonation cell size. Only a single transverse wave remains 

and results in the spinning mode [6]. 

 
Figure 5.18 Pseudo-colour image of the temperature based on the iso-surfaces of the density in 

40% opacity, D=λ. 

 
Figure 5.19 Slice of processors distribution and slice of girds with 40% opacity. 
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Figure 5.20 Pseudo-colour image of the temperature based on the iso-surfaces of the density in 

40% opacity, D=0.5λ. 

5.5 Detonation wave/boundary layer interaction 

In the previously studied configurations, the unburned gases are considered stationary with respect 

to the reaction front, and slip boundary conditions are employed for the walls. However, with a high-

speed inflow, the effects of bifurcated shock structures on shock-flame interactions become obvious 

[220]. In addition, the interaction of the boundary layer can impact the timing, location, and manner 

in which detonation occurs [221]. These factors are not negligible and are referred to as detonation 

wave/boundary layer interactions (DWBLI). 

In order to test the capability of the present solver for simulating reactive boundary flow, a DWBLI 

case [31] is simulated using the solver on an adaptive stretched mesh. The computational domain is 

set as a cuboid with a length of 85 mm, a height of 42 mm and a width of 16 mm. A high-speed 

hydrogen-oxygen-nitrogen mixture flows through a channel from the right-hand to the left-hand side. 

The interaction between the detonation and boundary layer is studied. 

The initial temperature of the unburned H2/O2/N2 mixture is 581 K and the pressure is set as 36.1 kPa 

with the molar ratio 0.56:1.0:2.9. The induction length Lin of the detonation is computed as 2.15 mm 

under this condition. The domain is initialised with a 1D ZND solution from x = 0 mm to x = 50 mm. 
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The right-hand boundary is given a Dirichlet boundary condition. The inflow velocity is set as 

1532 m/s. The left-hand boundary is set as an extrapolated outflow boundary. The top and bottom 

boundaries are non-slip adiabatic walls from x = 0 mm to x = 80 mm, otherwise the boundaries are 

slip. The front and back boundaries are slip adiabatic walls. 

A stretched mesh is used as the base mesh in this case, and the mesh stretching ratio is set as 1.05 in 

the boundary layer as presented in Equation (A.6). The initial base mesh resolution is 340 ×400 ×64 

cells. The height of the first layer mesh is 5.61 ×10−6 m and the viscous shear layer thickness is 

estimated as 5.59 ×10−5 m [31]. Hence, around 7 cells are distributed in the viscous length of the 

boundary layer. The respective first 60 layers of cells from the top and bottom boundary are not 

adaptively refined in the computing process. The coarsest base cell in the channel centre is 0.28 mm. 

With a three-level refinement (2, 2), the coarsest cell in the domain is 0.07 mm (30.7 pts/Lin). The 

refinement criteria for temperature, density and pressure are given as εT = 500 K, ερ = 0.03 kg/m3 and 

εp = 40 kPa, respectively. A finer resolution is used in the 2D simulation based on a five-level 

Cartesian mesh in Ref. [31], in which 5 cells are ensured in the viscous scale but a higher resolution 

is used for the detonation structure (137.8 pts/Lin). 

It is noted that the viscous boundary layer and the viscous structure are still not fully resolved even 

under the present resolution. However, the mesh resolution is chosen based on our available 

computing resources for the validation of the prototype solver. Using the stretched mesh provides an 

approach to simulate the detonation problem involving viscous boundary layers efficiently compared 

to using a uniform mesh. In this case, the adaptive computation uses approximately 10.8 M to 88.0 

M instead of 557.1 M cells in a uniform case. The calculations are conducted on 240 cores (Intel 

Xeon E5-2670 2.0GHz). Typical run times for a simulated time of 145 μs were approximately 12 

days wall clock time. 

Figure 5.21 (a) shows the slices of the pseudo-colour image of the temperature gradient on the z = 

0 mm plane. The leading oblique shock, boundary layer flame and detonation front are observed in 

the numerical result. The vortex structures in the shear layer induced by the Kelvin–Helmholtz (KH) 

instability are also captured. Figure 5.21 (b) is the mass fraction of OH superposed on pressure 

contours. The detonation front in the central flow is composed of a stand-off Mach stem and the 

subsequent reaction front. It is described as a Mach stem-induced detonation (MSID). The unburned 

pockets are also observed and further confirm the accuracy of the present solver when simulating 

this problem. 

As shown in Figure 5.21 (c) and (d), the base mesh used in this case is stretched near the non-slip 

boundaries. The boundary flow is solved by the stretched mesh itself, while the AMR is used in the 

domain interior except for the near-boundary region to improve the accuracy for solving the shock 

wave and detonation wave. These figures also show that the main features in the central flow are 

captured by the highest-level mesh. 
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Figure 5.21 Slices of grey scale image of the temperature gradient, mass fraction of OH superposed 

on line contours of pressure and image of meshes at t = 60 μs. 

Figure 5.22 illustrates the slices of the pseudo-colour image of temperature at various times. At t = 

0 μs, the 1D ZND solution is initialised on a Galilean frame. At t = 50 μs, temperature recovery is 

observed near the non-slip part of the top and bottom wall. The oblique shock-induced combustion 

(OSIC) and boundary auto ignition result in a flame in the boundary layer. The Mach stem-induced 

detonation (MSID) front stands in the middle main stream. The slip lines behind the triple points 

develop into unstable shear layers downstream because of the KH instability. A pair of large-scale 

unburned pockets is formed between the MSID and the OSIC. Small unburned pockets are also 

observed in the boundary layer flame and are consumed in the following time sequences. Unstable 

combustion in the boundary layer has been considered as the main source for the oblique shock 

fluctuation. 

The fluctuating oblique shock waves lead to an unsymmetrical structure and also force the triple 

points to move towards the channel centre. As a result, the height of the Mach stem eventually 

decreases and the Mach stem finally vanishes after the two oblique shock waves collide. Figure 5.22 

shows that the reaction front behind the Mach stem is detached from the intersection point and 

propagates downstream at t = 50 μs. The OSIC/MSID pattern turns into a pure OSIC pattern and only 

the OSIC is maintained in the channel. 

Figure 5.23 displays the typical OSIC/MSID pattern in a 3D density iso-surface image coloured by 

the temperature. The small vortexes are resolved in the boundary layer. The present 3D results 

reproduce some typical features, which are also observed in previous experiments and the 2D 

simulations of Ref. [31]. The main difference between our present numerical result and the 2D 
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numerical result is that our 3D simulation predicts a faster formation of the OSIC/MSID pattern. An 

OSIC/MSID mode is observed at t = 70 μs in the 3D simulation, whereas a similar structure is formed 

only at t = 235 μs in the 2D simulation. Besides, a mode change is observed in the 3D results instead 

of dynamically maintaining it as in the 2D results. A possible reason is that the 3D simulation has 

more fluctuations in the z-direction. As shown in Figure 5.22 and Figure 5.23, the non-uniform 

temperature distribution on the bottom wall also indicates the 3D influences. 

 
Figure 5.22 Slices of pseudo-colour image of the temperature at different times. 

Figure 5.24 compares the experimental schlieren images with our simulations. In the OSIC/MSID 

mode, the Mach stem (MS) couples with following the reaction front (RF) in the middle of the 

channel. The slip lines behind the triple points develop into unstable shear layers (SS) downstream 

due to the KH instability. The turbulent boundary layers (TBL) interact with the MSID and result in 

the recirculation zone. In the OSIC mode, the Mach stem disappears and the reaction zones (RZ) are 

expanded. The main difference between the experiments and the present simulation is that the mode 

transition is observed from an OSIC/MSID mode to an OSIC mode in simulation, while in the 
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experiments, the mode transition occurs when the equivalence ratio varies slightly. However, the real 

3D effects on this problem need to be studied by adopting the non-slip wall boundary conditions on 

both the front and back sides [220]. In addition, the temperature of the wall also plays an influential 

role in the OSIC. These factors are beyond the scope of this work and require further study. 

 
Figure 5.23 Pseudo-colour image of the temperature based on the iso-surfaces of the density at 

t = 70 μs for the OSIC/MSID structure. 

 

Figure 5.24 Comparison of front structure, (a) experimental schlieren [31], (b) schematic of 

structure [31], and (c) present numerical temperature fields. 
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5.6 Chapter summary 

In this chapter, the solver was first used to simulate unsteady shock-induced combustion. The 

physically oscillating reaction fronts were dynamically captured by the adaptive curvilinear meshes. 

The numerical frequencies of oscillations were in good agreement with those in experiments. The 

2D cellular detonation structure was then simulated and reported a similar detonation cell size to the 

predicted value. The 3D detonation structure was studied in a pipe bend and a round pipe, 

respectively. The decoupling of detonation in the bend was compared to experimental results. The 

3D cellular structure was also analysed. Besides, the solver was adopted to study the 3D detonation 

wave/boundary layer interaction problem. The simulation qualitatively reproduced the different wave 

patterns observed in experiments. The simulations in this chapter were conducted to demonstrate the 

robustness and capability of the present solver in handling high-speed reacting flows, especially 

large-scale 3D detonation. In the following chapters, the solver is applied to specific rotating 

detonation simulations. 
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Chapter 6 Numerical configurations of RDE 

The two types of RDE experimental configurations are introduced in this chapter. The numerical set-

ups and the simplified numerical model are also provided. The impact of the mesh resolution on RDE 

simulations is then tested via a mesh dependence analysis. To evaluate the accuracy of the simplified 

model, the numerical solutions are compared with the experiment results. The workload balance and 

scalabilities of the present solver are tested at the end of this chapter. 

6.1 Ethylene/oxygen RDE 

The ethylene RDE at the University of Southampton (UoS) [222] is simulated as a first realistic 

configuration. As shown in Figure 6.1, the outside diameter of the chamber is fixed at d = 75 mm. A 

modular design with multiple inserts allows for inner chamber heights ranging from 35 to 50 mm 

and chamber widths ranging from 0.7 to 1.2 mm. In accordance with the modular strategy, injector 

plates with 30, 45, or 60 orifice injectors have been produced, each with a 0.5 mm orifice diameter. 

 

Figure 6.1 Schematic and photograph of the UoS RDE [222]. 

The ethylene plenum is filled by a single central pipe, and the oxygen plenum is filled by four pipes 

that are evenly spaced around the baseplate. The volumetric flow rates for oxygen and ethylene can 

be determined for each injector-oxygen slit chamber arrangement with a specified equivalence ratio, 

and the required mass flow rates can subsequently be estimated from the appropriate injector area. 

The mass flow in the experiment is controlled through the injection pressure, and checked by the 

application of digital mass flow meters. The UoS RDE has a small geometry, which results in a lower 

computational cost and enables batch calculations within a reasonable amount of time. Hence, this 

geometry is initially employed for both 2D and 3D premixed calculations. 

6.1.1 2D unwrapped plane 

A typical 2D unwrapped model for the UoS RDE is introduced first with some simplifications (see 

Figure 6.2). The length of the unwrapped domain is 236 mm, which corresponds to an annulus 
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chamber with a diameter of 75 mm. The left and right sides are periodic boundaries to simulate the 

detonation propagation in an annular chamber. The top side is set as a supersonic outflow boundary 

condition, where the physical variables are extrapolated from the inner domain. The premixed 

ethylene/oxygen mixtures are injected from 2 mm wide slots on the bottom that are spaced 2 mm 

apart. The axial velocity, static pressure and temperature of the inflow are prescribed in the ghost 

cells. The total number of the injectors is 59, which is also close to the experimental value of 60. The 

multi-component 2D Euler equations are solved as governing equations. The Roe/HLL scheme is 

employed in this case. A reduced ethylene/oxygen reaction mechanism [223] is used for the ethylene 

RDE, which contains 10 species and 10 reactions. Nitrogen is considered an inert gas and nitrogen 

chemistry is neglected. 

 
Figure 6.2 Configurations of 2D ethylene RDE simulations (E-2D-75). 

The initial pressure in the whole domain is set as 0.1 MPa and the temperature is 300 K. A small 

region of [10 mm, 20 mm] × [0, 10 mm] is initialized by setting the pressure to 1.5 MPa and 

temperature to 2500 K in order to ignite the detonation directly. A triangular region, filled with a 

stoichiometric ethylene-oxygen mixture, is used to sustain the propagation of the detonation in the 

first cycle. Otherwise, the chamber is filled with pure air to prevent the high-temperature burned gas 

from inducing detonation in the reverse direction. This baseline configuration is named E-2D-75, 

where the E indicates the fuel is ethylene, 2D denotes the simulating dimensions, and 75 is the 

estimated outer diameter of the RDE at a unit of millimetres. A similar naming rule is used in the 

introduction of following cases. 

Some studies report that the initiation of detonation in RDE does not change the number of waves, 

namely the steady state is independent of the initial set-up, whereas some recent studies [224,225] 

show the dependence on initiation. The study on the mechanism of the detonation multiplicity and 

rotating direction is still ongoing. Hence, only one single detonation wave is initiated along one 

direction in all cases in this thesis to exclude the effects of the initial conditions. The detonation 

velocity is a vital parameter in the RDE simulations, which is calculated by the flow velocity and the 

injection velocity, as illustrated in Figure 6.3. The average flow velocity is computed by the 

frequency of pressure profiles using the FFT method. 
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Figure 6.3 Schematic diagram of a rotating detonation wave structure. 

6.1.2 3D annulus 

In addition to the 2D unwrapped model, a 3D annular model is constructed as shown in Figure 6.4. 

A cylindrical mapping is used to generate the domain of the annular chamber as shown in Equation 

(A.10). For the 3D case, a stoichiometric ethylene-oxygen mixture with 20% nitrogen dilution is 

injected from equally distributed 2mm wide slots on the head plane. Nitrogen is considered an inert 

gas. A layer of stoichiometric ethylene-oxygen-nitrogen mixture is initialised with a height of 

10 mm. Patches of pure nitrogen and 1D ZND solutions of the mixture are used to artificially generate 

a single stable detonation wave in the first cycle. A velocity inlet is used for the injection and the top 

side is set as an extrapolation outflow boundary condition. Other boundaries are considered adiabatic 

slip walls. The refinement indicator threshold value for density is 0.2 kg/m3. The CFL number in this 

case is set to 0.8. Similarly, this case is named as E-3D-75. 

 
Figure 6.4 Configurations of 3D ethylene RDE simulations (E-3D-75). 
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6.1.3 Mesh dependency study 

For the 2D ethylene RDE simulations (E-2D-75), three types of meshes are tested to simulate the 

stand-off detonation wave at 0.1 MPa and 300 K. The refinement factor is 2 for each level. The 

minimum mesh size is 0.0625 mm, 0.03125 mm and 0.015625 mm with 3, 4 and 5 refinement level, 

respectively. As shown in Figure 6.5, the detonation wave is located virtually at the same position 

when the mesh is refined. The temperature profiles are also convergent. Although a higher pressure 

peak can be obtained by increasing the mesh refinement level up to 5, the four-level refinement with 

a resolution of 0.03125 mm is considered a good trade-off between computational accuracy and cost. 

 
Figure 6.5 1D temperature and pressure profiles of ethylene/oxygen detonation front. 

For the 3D ethylene RDE simulations (E-3D-75), a similar mesh resolution is challenging to achieve 

with current computational resources. Different coarse meshes are tested to study the effects of mesh 

resolution on 3D RDE simulations. The diluted mixture is injected at 300 K and 0.2 MPa. The inflow 

velocity is given as 200 m/s in this case. The average inlet mass flow rate is computed as 42.1 g/s. 

As shown in Figure 6.6, the ethylene RDE is simulated on three different mesh sizes with AMR and 

without AMR. The coarsest mesh gives three detonation waves at the end of the calculation, while 

the other three cases only have two waves. This means that using an insufficient mesh resolution may 

influence the number of waves in the 3D simulations. 

The finest adaptive computation uses approximately 11.6 M to 12.3 M instead of 94.4 M cells in the 

uniform case. This calculation is performed on 480 cores (Intel Xeon E5-2670 2.0GHz). Typical run 

times for a simulated time of 1 ms were approximately 11 days wall clock time. The medium case 

uses a mesh at the size of 0.1 mm. The C-J velocity is computed based on the mixture state (0.2 MPa 

and 300 K). The difference in detonation velocity is small between the medium cases and the finest 

one. As shown in Table 6.1, the number of cells can be decreased by 76%, and the computational 

cost is reduced by 60% when using AMR. The mesh size of 0.1 mm is used in the following E-3D-

75 cases considering the balance of computing accuracy and costs. The calculations are performed 

on 120 cores. Typical run times for a simulated time of 1 ms were approximately 4 to 5 days wall 

clock time. 
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Figure 6.6 Pseudo-colour images of temperature and meshes of 3D RDEs (E-3D-75). 

Table 6.1 The ethylene detonation velocity within different mesh resolution (E-3D-75). 

Refinement 

level 

∆min 

(mm) 

Number of 

cells (M) 

Run time 

(cpu·h) 

Detonation 

velocity 

(m/s) 

Theoretical 

C-J velocity 

(m/s) 

%DC-J 

1 0.2 1.475 2057 2175.42 

2299.36 

94.61% 

1 0.1 11.8 31720 2187.38 95.13% 

2 0.1 ~2.8 12741 2179.52 94.79% 

3 0.05 ~11.6 138082 2189.41 95.22% 

6.1.4 RDE initiation 

To demonstrate the initiation process under the present configurations, a premixed ethylene RDE (E-

2D-75) is tested with different inlet static pressure. The inflow pressure is given as 0.2 MPa and the 

temperature is 300K. The injection velocity is set to 200 m/s. The base cell size in the 2D calculations 

is 0.25 mm. The maximal refinement level is set to 4 with a uniform refinement factor of 2 on each 

level. The respective minimum cell size is 0.03125 mm in every direction. The refinement indicator 

threshold values for density and pressure are 0.1 kg/m3 and 50 kPa, respectively. The CFL number 

in this case is set to 0.9. 

Figure 6.7 shows the formation of two detonation waves in the chamber. A cycle is defined as the 

period of a detonation successfully propagating from the left boundary to the right boundary. In the 
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first two cycles after the ignition, only one detonation wave forms and travels in one direction. In the 

third cycle, self-ignition occurs behind the first detonation wave. The second ignition source finally 

develops into the second detonation wave in the chamber. After 6 to 7 cycles, a stable two-wave 

mode is observed. The average inlet mass flow rate per unit length is 30.6 kg/(m·s) in this case. To 

estimate the inlet area for the mass flow rate in the 2D simulation, the injection length perpendicular 

to the view plane is defined as 1.2 mm according to the experimental set-up. As a result, the mass 

flow rate is estimated to be 36.7 g/s under this condition. 

 
Figure 6.7 A stable double-wave mode in the 2D unwrapped RDE (E-2D-75) with the inlet mass 

flow rate at 36.7 g/s. 

Some probes are also placed to monitor the pressure variations in the chamber. Figure 6.8 shows the 

pressure history of different locations. The numbers in the figure legend indicate the coordinates of 

the probe locations (unit: mm). The height of the detonation wave is estimated from Figure 6.7, which 

ranges from 7.2 mm to 7.8 mm. Hence, the first three probes, at 2 mm from the bottom wall, measure 

the pressure of detonation waves, and the other three probes measure the pressure of oblique shock 

waves. 

As shown in Figure 6.8 (a), the initial pressure peak can be up to 8 MPa, which is higher than the C-

J pressure, 6.81 MPa, computed by Cantera [198]. It means that the detonation is overdriven and 

unstable at the initial stage. When the detonation propagates at a stable two-wave mode, the observed 

maximum pressure declines to 4 MPa. The average horizontal flow velocity is computed by 
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calculating the interval of the cycle from the frequency of the pressure history. In this case, the 

frequency of the pressure is 19.49 kHz using the FFT analysis, and the velocity is estimated as 

2300 m/s. 

 
Figure 6.8 Static pressure records in the two-wave mode case (DW: detonation wave). 

The position of the probes leads to the pressure peak variations in the chamber as illustrated in Figure 

6.9. When the detonation wave propagates in a discontinuous mixture, the strength of detonation 

changes with the reactive mixture distribution. The detonation is strong on the central line of injectors 

and is weak on the central line of walls. The average peak pressure is also lower than the C-J pressure 

at the equilibrium state. 

 
Figure 6.9 Schematic diagram of the probes at different circumferential locations. 

When increasing the static pressure of the inflow mixture to 0.3 MPa, a three-wave mode is observed. 

The average inlet mass flow rate per unit length increases to 43.4 kg/(m·s), and the mass flow rate is 

estimated to be 52.1 g/s in this case. Figure 6.10 shows the process of the three-wave mode in the 2D 

RDE simulation. The self-ignition is also observed as the source of the subsequent detonation wave. 

The higher static pressure of the mixture leads to a shorter induction time. As a result, the fresh 

mixture is ignited by the burnt gas at a lower injection height. If the circumferential distance between 

any two detonation waves is not enough long, the injected fresh reactants will be not enough to 

sustain the propagation of the detonation behind. The decay is shown in the cycle 5 of Figure 6.10. 

The three-wave mode temporarily degenerates into a two-wave mode. Then, a self-ignition is 

observed resulting in a new detonation wave. Finally, the three detonation waves propagate in a 

stable manner. 
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Figure 6.10 A stable three-wave mode in the 2D unwrapped RDE (E-2D-75) with the inlet mass 

flow rate at 52.1 g/s. 

Figure 6.11 also shows an unstable start stage and a stable propagation stage in the pressure history. 

The same pressure declines are observed at different probes. In a similar way, the average flow 

velocity is computed as 2313.90 m/s. The inclination of detonation fronts is computed as 85.06°, and 

the corresponding detonation velocity is 2322.53 m/s. 

 
Figure 6.11 Static pressure records in the three-wave mode case (DW: detonation wave). 
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6.1.5 Comparison with experimental results 

The detonation velocities under different mass flow rates are presented in Table 6.2. The mass flow 

rate is increased by increasing the injection pressure from 0.2 MPa to 0.3 MPa. There exists a 

difference in the detonation velocity deficit between the experiments and simulations. The deficit of 

detonation velocity is remarkable in the experiments with 26.5% or 37.8%. Similar velocity deficits 

ranging from 13% to 37% are also reported in some published RDE experiments [77,78,226,227], 

whereas the deficits in simulations are normally less than 15% [7,106,107,128]. There are many 

factors leading to the deficit of detonation velocity, such as the degree of mixing, the injection 

conditions and the boundary layer near the wall. The present inviscid simulation neglects those 

factors and estimates a detonation velocity that is close to the theoretical C-J velocity. 

Table 6.2 Comparison of the detonation velocities (E-2D-75) between the experiment [222] and the 

present simulations. 

Case 
Mass flow rate 

(g/s) 

Number 

of waves 

Detonation velocity 

(m/s) 

Theoretical C-J 

velocity (m/s) 
UD/UC-J 

Experiment 6.6 2 1770.00 2409.28 73.5% 

2D Simulation 36.7 2 2308.68 2409.28 95.8% 

3D Simulation 

with N2 dilution 
41.8 2 2179.52 2299.36 94.8% 

Experiment 9.7 3 1510.00 2429.11 62.2% 

2D Simulation 52.1 3 2322.53 2429.11 95.6% 

3D Simulation 

with N2 dilution 
62.7 3 2219.84 2317.40 95.8% 

Another apparent difference is that the experimental RDE operates at a low mass flow rate, whereas 

the simulations can only run at a relatively high mass flow rate. It should be pointed out that nitrogen 

is used to increase the computational stability in the 3D simulations. The dilution of 20% nitrogen in 

3D simulation leads to the discrepancy in detonation velocities and mass flow rates. It is therefore 

difficult to make a quantitative comparison with the experimental results. However, some qualitative 

results are comparable. 

Figure 6.12 displays the images of a comparison between the 3D numerical result and the micro 

ethylene/oxygen RDE experiments. The high-speed camera photographs also show the two-wave 

mode and three-wave mode at different inlet mass flow rates. The number of detonation waves 

increases at a higher mass flow rate, which is observed in both the experiments and simulations. 
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Figure 6.12 Photograph of 3D simulation (E-3D-75) result (left), and high-speed (right) from the 

outlet view. 

When the mass flow rate is reduced to match the experimental value, detonation is not sustained in 

both the 2D and 3D simulations. In this scenario, the injection plane is entirely choked by the high-

pressure burned gases in the chamber as the inlet velocity is relatively low. Despite that using small-

scale geometry reduces the computational cost, the effects of wall fraction and heat loss become 

more obvious. The small mass flow rate brings uncertainties in the experimental mixing and 

detonation performance. As a result, it is challenging to ensure the operability of an ethylene/oxygen 

RDE at such low mass flow rates in the present simulations. As an alternative, subsequent simulations 

are conducted in a large-scale RDE. Numerical configurations of hydrogen RDE are introduced in 

the next sections. 

6.2 Hydrogen/air RDE 

6.2.1 2D unwrapped plane 

A typical 2D unwrapped model for the hydrogen RDE is introduced first as shown in Figure 6.13. 

The length of the unwrapped domain is 280 mm and the axial height is set to 100 mm according to 

the domain size used in Ref. [228]. Dispersed injectors are simulated instead of using continuous 

injection. The injection slot width is 2 mm and the interval between adjacent injectors is 2 mm, 

resulting in 70 discrete injectors in total. A detailed hydrogen mechanism [229] is adopted for the 

hydrogen RDE, which consists of 9 species and 23 reactions. 

 
Figure 6.13 2D computational domain of the hydrogen RDE. 
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In the 2D unwrapped model, the domain is filled with air at 300 K and 0.1 MPa. A layer of 

stoichiometric hydrogen-air mixture is initialised from 0 to 280 mm with a height of 10 mm, which 

sustains the propagation of the detonation in the first cycle. A 10 mm × 10 mm patch of 1D ZND 

solutions is used to ignite the detonation. Another 10 mm × 10 mm patch of pure nitrogen is initialised 

adjacent to the ignition region to avoid the reverse propagation of detonation at the beginning. The 

alias for this baseline case is H-2D-89. 

For the H-2D-89 unwrapped model, the left and right boundaries are periodic to simulate the 

circumferential detonation propagation. The top is set as a hybrid subsonic/supersonic outflow 

boundary condition, where the ambient pressure is 0.1 MPa. In this case, a pressure inlet is used, and 

the pressure Pw on the bottom wall is extrapolated from the interior domain as a reference pressure. 

A bottom boundary condition similar to Ref. [126] is chosen, where three situations are considered 

as follows: 

Firstly, if Pw > Pjet, where Pjet is the stagnation pressure of injection, then the bottom boundary is 

blocked and considered as a reflecting wall. 

Secondly, if Pcr < Pw < Pjet, where Pcr is the critical pressure defined as 

 1
cr jet

2= ( )
1

P P
γ

γ

γ
−

+
, (6.1) 

the pressure on the bottom boundary has P = Pw and the inflow condition is subsonic. The normal 

velocity to the wall is derived as 
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The temperature is updated by 
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where Tjet is the stagnation temperature of injection and the specific heat ratio γ in these equations is 

calculated by 

 u

p u

R= 1
RWC

γ +
−

. (6.4) 

Ru is the universal ideal gas constant. The average specific heat at constant pressure pC  is dependent 

on the temperature and species of the mixture. The average molar mass of the mixture is calculated 

by 
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Thirdly, if Pw < Pcr, the pressure on the bottom boundary is given as P = Pcr, and the inflow is injected 

with a sonic speed. The temperature can also be updated by Equation (6.3). The velocity normal to 

the wall is given by 

 u
jet
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v T
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γ
γ

=
+

. (6.6) 

The implementation of this pressure boundary condition is conducted by adding the mass flux into 

the source term of the first layer interior mesh. In the present cases, the use of source terms is more 

numerically stable than prescribing the states in the ghost cells and then solving the Riemann problem 

on the interfaces. The stagnation pressure of injection is set to 0.4 MPa and the stagnation temperature 

is 300 K in the baseline case. The area ratio between walls and injectors is 0.5. 

6.2.2 3D annulus 

As discussed in Section 2.2, it is essential to be able to observe the detonation process in the channel. 

Most RDE experiments use a stainless steel chamber, which makes it difficult to observe the detailed 

flow structure inside. The experiment at AFRL (Air Force Research Laboratory) [77] uses both the 

optically and non-optically accessible RDE. For the optically accessible RDE, as shown in Figure 

6.14, air is fed from a plenum into an annular detonation channel via a circumferential slot (123 mm 

in diameter). To alter the air injection area (3.46, 6.92, or 13.83 cm2), the height of the air slot (0.89, 

1.78, or 3.56 mm) is changed. A 134 mm-diameter circle, with holes uniformly placed around it, is 

located close to the inner edge of the annular detonation channel, and fuel is injected into it from a 

separate plenum through the holes. 

 
Figure 6.14 Schematic of the optically accessible AFRL rotating detonation engine [77]. 

The fuel injection area (0.48 or 0.75 cm2) is altered by varying the fuel injection holes' diameter 

(0.71 or 0.89 mm) and number (120 or 80). The annular detonation channel has an inner and outer 
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diameter of 138.7 mm and 153.9 mm, respectively. This results in a 7.6 mm channel width. The 

annular detonation channel has a height of 101.6 mm. The outer body is a quartz tube that is 2.54 cm 

thick, allowing for optimal access to the annular detonation channel. 

Figure 6.15 shows the schematic of the AFRL RDE. To simplify the computation, only a group of 

fixed geometry parameters is used. In addition, two similar injection schemes are tested. In simplified 

case 1, hydrogen and air are mixed before being injected into the chamber. The hydrogen and air 

plenums are replaced by using a specific inlet boundary condition applied to the wall. The de Laval 

nozzle is replaced by a nozzle with the same height of the throat. This simplified configuration fails 

in maintaining a continuous supply of mixture during operation. As a result, it is excluded in the 

following simulations. 

In simplified case 2, hydrogen and air are injected using a jet in cross flow pattern. As the radial 

location of the air slot changes, the slot height is also varied for the same injection area. In the 

simulation, the air slot height is given as 1.6 mm instead of 1.5785 mm for simplification. This 

configuration successfully maintains the injection of both the fuel and oxidiser, resulting in 

continuous rotating detonation waves. Hence, the jet in cross flow pattern is used in the following 

3D hydrogen RDE simulations. 

 
Figure 6.15 Schematic of the different injection schemes for the hydrogen RDE. 

The 3D computational domain of hydrogen RDE is shown in Figure 6.16. The chamber is filled with 

air at atmospheric pressure and at a temperature of 295 K. The presence of nitrogen is assumed as 

inert and its chemical reactions are neglected. A layer of stoichiometric hydrogen-air mixture is 

initialised with a height of 10 mm. Patches of pure nitrogen and 1D ZND solutions are used to 

artificially generate a single stable detonation wave in the first cycle. Similarly, nitrogen is used to 

prevent the initial burned gas from inducing detonation in the reverse direction, which may occur in 

realistic ignition scenarios but is not considered in the present work. 
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Figure 6.16 Computational domain of the hydrogen/air annular RDE model. 

Fuel is injected from the head plane through 120 holes with a diameter of 0.89 mm, and air is injected 

through a 1.6 mm tall slit on the inner wall. A mass flow rate inlet is used for the injection. The 3D 

annular model’s top side is set as a hybrid subsonic/supersonic outflow with atmospheric pressure as 

ambient pressure. Outflow variables are extrapolated if the local Mach number is greater than 1, 

otherwise a subsonic outlet is set based on ambient pressure. The mass flow inlet is used for both the 

hydrogen injection holes and the air slit. Other boundaries are considered slip walls, for which either 

adiabatic wall or isothermal wall boundary conditions are applied in various cases. This baseline 

configuration is named H-3D-154. 

6.2.3 Mesh dependency study 

In order to evaluate the required mesh size for hydrogen RDE simulations, different refinement levels 

are adopted with the same initial base mesh. In the 2D hydrogen RDE simulations (H-2D-89), all 

refinement factors are 2 and the respective mesh size is shown in Table 6.3. The detonation velocity 

is also calculated on different meshes. Table 6.3 gives a comparison between the theoretical C-J 

velocity and the numerical results. The C-J velocity is computed based on the mixture state (50 kPa 

and 300 K) ahead of the detonation. A small velocity deficit (up to 6.4%) is observed in all the cases. 

It has also been reported that the detonation velocity deficit is around 5% in hydrogen premixed 

simulations [7]. 

Figure 6.17 shows temperature and respective refinement level distribution on different meshes in 

the steady state. As shown in this figure, the slip line and continuous contact surface disappear when 

the mesh is refined. The use of a coarse mesh leads to more numerical mixing for the injection. The 

detonation propagates in a relatively uniform mixture, yielding an ideal rotating detonation structure. 

As a result, the detonation velocity deficit is the smallest in the coarsest case. When a finer mesh is 
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used, the burned gas in the mixture layer is captured and the cellular structure of detonation is 

observed. The non-uniform mixture layer yields a non-ideal detonation and unburned jets behind the 

detonation. The vortex-like structures on the contact surface also vanish. Instead, some unburned 

pockets exist in the products due to the uncompleted reactions. The results also show that the main 

features in the flow field, i.e., the detonation wave, the oblique shock and the mixture layer, are all 

dynamically captured by the finest meshes. 

Table 6.3 The hydrogen detonation velocity within different mesh resolution (H-2D-89). 

Refinement 

level 

∆min 

(mm) 

Number of 

cells (M) 

Run time 

(cpu·h) 

Detonation 

velocity 

(m/s) 

Theoretical 

C-J velocity 

(m/s) 

%DC-J 

1 0.2 0.7 285.5 1877.46 

1959.44 

95.82% 

2 0.1 ∼1.09 744.5 1854.04 94.62% 

3 0.05 ∼2.19 4105.7 1852.65 94.55% 

4 0.025 ∼4.07 7636.4 1853.55 94.60% 

 
Figure 6.17 Pseudo-colour images of temperature and refinement levels of 2D premixed hydrogen 

RDEs (H-2D-89). 

Three different meshes are tested in the 3D case (H-3D-154) to study the effects of mesh dependency 

as presented in Figure 6.18. The mass flow rates of hydrogen and air are given as 9.3 g/s and 320 g/s, 
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respectively. The slip adiabatic wall boundary condition is adopted in this case. The base mesh 

consists of 20 × 580 × 250 cells, and the first four cells near the walls are always flagged to be refined. 

The refinement criteria are given in terms of the temperature, density and pressure scaled gradient: 

εT = 500 K, ερ = 0.15 kg/m3 and εp = 50 kPa. The results demonstrate that the number of waves is 

independent of the chosen mesh. Table 6.4 shows the cell count, typical run times for 1 ms operation 

time, and the detonation velocity comparison in these cases. The detonation velocity is computed on 

the inner wall through the operation frequency. The results show that the difference in the ratio of 

detonation velocity to the C-J velocity is within 1% when the mesh is refined. The velocity deficit is 

11.4%, 8.7% and 8.1% in these cases, respectively. Despite variations in the flow field when the cell 

is refined, the two-level mesh is considered a suitable balance between computational accuracy and 

cost. Hence, the following simulations based on H-3D-154 are conducted using this two-level mesh. 

 
Figure 6.18 Pseudo-colour images of temperature and refinement levels of 3D non-premixed 

hydrogen RDEs (H-3D-154). 

Table 6.4 The hydrogen detonation velocity within different mesh resolution (H-3D-154). 

Refinement 

Level 

∆min 

(mm) 

Number of 

cells (M) 

Run time 

(cpu·h) 

Detonation 

velocity (m/s) 

Theoretical 

C-J 

velocity 

(m/s) 

%DC-J 

1 0.38 2.9 4260 1751.67 

1976.7 

88.6% 

2 0.19 ~15.1 27648 1803.96 91.3% 

3 0.095 ~78.6 194246 1817.03 91.9% 
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6.2.4 Comparison with experimental results 

Figure 6.19 shows a comparison of the mean static pressure distribution in published experiments 

[77], simulations [148] and the numerical results obtained by the present solver at different axial 

positions on the outer wall of the detonation channel. The numerical predictions are in good 

agreement with the experimental results at a relatively low mass flow rate. The present solver predicts 

a less fluctuating mean static pressure near the outlet. At the high mass flow rate, this discrepancy is 

mainly due to the injection simplification on the injectors. In experiments, a large pressure drop is 

observed in the chamber as an influence of the injector throat. 

 
Figure 6.19 Comparison of measured and predicted mean axial static pressure distribution (H-3D-

159). 

Table 6.5 Comparison of the hydrogen detonation velocities (H-3D-159) between the experiment 

[77] and the present simulations. 

Case 

Air mass 

flow rate 

(g/s) 

Number of 

detonation 

heads, ndet 

Detonation 

head height 

Hdet*ndet (cm) 

Detonation 

velocity 

(m/s) 

Theoretical 

C-J velocity 

(m/s) 

UD/UC-J 

Experiment 150 1 2.0-2.4 1370 
1957.1 

70.0% 

Simulation 150 2 4.0-4.6 1615.72 82.6% 

Experiment 320 1 3.8-4.0 1700 
1976.7 

86.0% 

Simulation 320 3 4.5-5.1 1803.96 91.3% 

Experiment 860 2 5.8-6.2 1690 
1965.1 

86.0% 

Simulation 860 4 6.8-8.0 1647.09 83.8% 
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The respective detonation velocities are also compared as shown in Table 6.5. The detonation 

velocity is computed on the inner wall of the chamber. The simulation overestimates the detonation 

velocity over 12.6% and 5.3% of the C-J velocity at low mass flow rates, whereas it underestimates 

the velocity 2.2% at a high mass flow rate, indicating the errors of simulation are within a reasonable 

range compared to the experiments. The simulation overestimates the number of detonation heads 

under different mass flow rates. The number of heads increases with increasing mass flow rate in the 

simulation. 

Several reasons can lead to this discrepancy between the experiment and the present simulation. One 

distinction arises from the simplification of the jet in cross flow configuration, which changes the 

local mixing near the injection plane. The local numerically enhanced mixing can lead to a 

bifurcation of detonation heads. Another possible explanation for the discrepancy is that the 

numerical initiation differs from the experimental ignition. The detonation diffraction at the pre-

detonator exit is neglected. This may result in two counter-rotating detonation waves at the initial 

stage, consuming the mixture ahead of the detonation. Despite the discrepancy from several 

numerical simplifications, the number of heads is found to be independent of the chosen mesh 

resolution, and the pressure and detonation velocity are close to the experimental results at an air 

mass flow rate of 320 g/s. This configuration is regarded as an acceptable numerical set-up for further 

studies. 

6.3 Detonation cellular structure in RDE 

The numerical detonation cells are represented by the trajectories of triple points in the flow field. 

This is accomplished by monitoring the maximum pressure in the entire domain on the finest mesh. 

As presented in Section 5.2 and Section 5.3, a regular detonation cell is a closed “fish-scale” pattern 

formed between two triple point trajectories. Figure 6.20 shows the formed detonation cells in the 

2D hydrogen RDE simulation (H-2D-89). The detonation cellular structures are irregular at various 

length scales due to the presence of mixture inhomogeneity ahead of the detonation, such as burned 

gases between the fresh mixture. 

These structures may contain unburned pockets, leading to the formation of a large detonation cell. 

The heat release rate is also accumulated to show the intensity of reaction evolution. In the region 

where the maximum pressure is low and the cell size is large, the heat release is relatively slow. 

In addition to the case with an injection stagnation pressure of 0.4 MPa, a simulation is conducted 

with a higher inlet pressure condition of 1 MPa. Other numerical set-ups remain unchanged. The 

simulation presented in this work shows three detonation heads in the high-pressure case as depicted 

in Figure 6.21. The cell size decreases near the injection plane due to triple point collisions [7]. The 

region between the reactant jets is characterized by relatively low pressure and a low heat release 

rate, in which the products exist, leading to a weakened detonation. 
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Figure 6.20 Trajectory of maximum pressure and heat release rate in 2D hydrogen RDE case (H-

2D-89) with injection pressure at 0.4 MPa. 

 
Figure 6.21 Trajectory of maximum pressure and heat release rate in 2D hydrogen RDE case (H-

2D-89) with injection pressure at 1 MPa. 
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Figure 6.22 shows the distribution of accumulated maximum pressure and heat release rate over half 

of the detonation cycle. Discrete high-pressure regions are recorded, with corresponding high heat 

release rates. The heat release is found to be enhanced in jets of premixed reactants, with decay 

occurring in the region between these jets. The use of slip wall boundary conditions leads to the 

neglect of wall effects; hence, the cellular structure still remains on both the inner and outer surfaces. 

 
Figure 6.22 Trajectory of maximum pressure and heat release rate in 3D ethylene RDE case (E-3D-

75) at a mass flow rate of 41.8 g/s. 

 
Figure 6.23 Unrolled slices of trajectory of the maximum pressure and heat release rate in 3D 

ethylene RDE case (E-3D-75). 
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Figure 6.23 demonstrates the unrolled plane in the middle of the channel. Two types of structures are 

captured during the detonation propagation process. The discrete injection leads to flow disturbances 

ahead of the detonation, and the mixing between the mixture jets and their interval determines the 

detonation strength locally. The reflected waves are enhanced in the region where the mixture exists. 

The detonation cell size is estimated at 1.5 mm. These numerical results offer a visual representation 

of the detonation wave structure. Weaker reflected waves are observed in regions where mixing is 

incomplete, which leads to the disappearance of the detonation cellular structure. 

Despite the observation of detonation cellular structure, the detonation cells are not apparent even in 

the present 3D premixed simulation. It is challenging to resolve the 3D detonation cells of a highly 

reactive mixture at a high pressure, which requires an extremely fine mesh exceeding current 

computing power. There is no detonation cell observed in the present non-premixed simulations. 

This limitation is attributed to the discrete injection and the inadequate mesh resolution. As a result, 

the rotating detonation cells are not further discussed in this thesis. 

6.4 RDE workload balancing and scaling test 

In balanced parallel computing, workloads are distributed evenly among all processors in the whole 

process. This ensures that all processors are utilized to their maximum potential and no processor is 

idle while others are overloaded. To accomplish this objective, an appropriate partition is required at 

both the initiation and run time. When the base domain is initialized, the workload for the new grid 

hierarchy is estimated and projected onto the base level. Non-overlapping portions are then 

constructed until the work in each unit is homogeneous. Due to the frequent changes in workloads 

during RDE simulations, the workload and new tasks for each processor are recalculated at run time. 

The partition is refined based on the assigned workload at the specified redistribution frequency. 

Figure 6.24 shows the processors distribution in the 2D hydrogen simulation. The mesh is adaptively 

refined on the fly in areas around detonation waves, oblique shock waves, and in the fresh mixture 

layer. More processors are utilized in regions where the workload is high and the mesh is refined to 

the highest level. 

The density and processor distribution of the 3D annular ethylene RDE are displayed in Figure 6.25. 

From this figure, the mesh is adaptively refined at different times. Most processors are utilized in 

regions where the workload is high and the mesh has been refined to its highest level. The continuous 

redistribution, while the mesh is changing, ensures a balanced workload at run time. 

Figure 6.26 shows the workload of the 2D hydrogen RDE simulation at different times. In the current 

solver, the imbalance is primarily due to the non-uniform computational cost of the chemical source 

terms on different meshes. To address this, processors are redistributed on the fly during the 

computing process, which helps mitigate the imbalance in computation as displayed in Figure 6.26. 
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As the simulation progresses, fewer processors are assigned workloads that deviate significantly from 

the ideal state, yielding a reduction of maximum waiting time to 5%. A similar result is observed in 

the 3D simulation as depicted in Figure 6.27. A more physically informed balancing strategy would 

be an improvement for present solvers. 

 
Figure 6.24 Processors distribution and temperature gradient contours of the 2D hydrogen RDE 

case (H-2D-89). 

 
Figure 6.25 Density and processors distribution of the 3D ethylene RDE case (E-3D-75). 
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Figure 6.26 Workload of the 2D hydrogen RDE simulation (H-2D-89) on different processors at 

different times. 

 
Figure 6.27 Workload of the 3D ethylene RDE simulation (E-3D-75) on different processors at 

different times. 

The strong scalability of the present solvers in simulating rotating detonation is tested on different 

platforms. The problem size is fixed when using different numbers of processors. The scaling test is 

performed using a three-level mesh for both the 2D and 3D models. As shown in Figure 6.28, a 

linearly computational speedup is obtained by increasing the number of processors. Both solvers 

achieve an acceleration rate close to that in an ideally scaled state, indicating that they scale well 

when simulating the rotating detonation problems. 
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Figure 6.28 Strong scaling test of the 2D hydrogen RDE (H-2D-89) and 3D ethylene RDE (E-3D-

75) simulation. 

The weak scalability of the present solvers is not tested in this work due to the difficulty in ensuring 

a constant number of cells, or the load, on each processor during the dynamic adaptation process. 

The run times for both 2D and 3D RDE simulations are extracted over a short period of physical 

time, and the time spent on different modules is compared, as shown in Figure 6.29. 

 
Figure 6.29 Comparison of partial run times for the 2D hydrogen RDE (H-2D-89) and 3D ethylene 

RDE (E-3D-75) simulation. 

In the 2D simulations, the computation of fluid and chemistry linearly accelerates with the increasing 

computational resources. The synchronisation time also decreases linearly. The 3D simulations show 

a similar trend compared to the 2D case, with the synchronisation cost increasing as the number of 

state vectors increases. The 3D simulations also require more grids synchronisation during the run 

time. The partition and recomposition process in both cases does not scale well, resulting in a loss of 

acceleration rate overall, as shown in Figure 6.28. 

6.5 Chapter summary 

The numerical configurations of different RDEs have been detailed in this chapter. The respective 

2D and 3D computational domain, initial conditions and boundary conditions were introduced. The 

alias was used to reference the introduced baseline configuration, as shown in Table 6.6. 
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Table 6.6 References of the baseline cases. 

Alias 
Simulating 

dimensions 

Reference 

geometry 

Fuel and 

oxidiser 

Injection 

schemes 

Inlet boundary 

conditions 

Outlet boundary 

conditions 

E-2D-75 2D 
UoS RDE 

[222] 
C2H4/O2 Slot Velocity inlet Extrapolation 

E-3D-75 3D 
UoS RDE 

[222] 

C2H4/O2/

N2 
Slot Velocity inlet Extrapolation 

H-2D-89 2D 
Zhao et al. 

[228] 
H2/air Slot Pressure inlet 

Hybrid subsonic/ 

supersonic outlet 

H-3D-

159 
3D 

AFRL 

RDE [77] 
H2/air 

Holes for H2, 

slot for air 
Mass flow inlet 

Hybrid subsonic/ 

supersonic outlet 

The mesh dependency studies were carried out. The multi-wave mode was analysed and the 

numerical results were compared with experiments. The results showed that the computational model 

could predict the RDE performance in a reasonable error range. The generated waves were captured 

by the adaptive meshes. The numerical simulations predicted a greater number of detonation heads 

while the number of heads observed increased with increasing mass flow rate. Finally, the workload 

balance and scalability of the present solver were tested in 2D and 3D RDE simulations. 
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Chapter 7 Premixed and non-premixed RDE 

This chapter shows some results of premixed RDEs with different local equivalence ratios based on 

the 2D unrolled model and compared to a fully non-premixed case. 3D RDE simulations are then 

demonstrated to study the partially premixed RDE with different bypass flows. These 3D simulations 

are carried out using the developed solver by applying the adaptive meshes on curvilinear meshes. 

The results are analysed in terms of the detonation wave structures, temperature distribution, number 

of waves and the performance of RDE. 

7.1 Comparison of 2D premixed and non-premixed RDE 

In the RDE simulation field, some premixed simulations were conducted using hydrogen and 

hydrocarbon fuels. Yet, in realistic experimental tests, the premixed propellants may cause a backfire 

into the plenum if no specialised injectors are employed. It is hence necessary to conduct some 

simulations based on non-premixed injection. To simulate the non-premixed injection, the injectors 

for fuel and oxidizer have been individually simulated in some 3D simulations. However, the extreme 

thermodynamic conditions in an RDE make 3D simulations costly and challenging. The 2D 

unwrapped model is a good approach to simplifying the study. The 2D model (E-2D-75) has been 

used in simulations of RDEs as it decreases the computational costs without missing the main 

features of the flow field as introduced in Chapter 6. The geometry parameters, initial conditions and 

boundary conditions are detailed in Section 6.1.1. 

In this section, the 2D unwrapped model (E-2D-75) is used with a modification of the width of 

injectors, as shown in Figure 7.1 The premixed ethylene/oxygen mixtures are injected from 1 mm 

wide slots on the bottom that are spaced 1 mm apart. The axial velocity, static pressure and 

temperature of the inflow are prescribed in the ghost cells. 

 
Figure 7.1 Numerical configurations for the 2D premixed and non-premixed RDE simulations. 

For each case, the equivalence ratio (ER) of adjacent slots is indicated by ER1 and ER2, respectively. 

Table 7.1 shows the difference between ER1 and ER2 ranging from 0 to 1 in six cases. The seventh 

case is a fully non-premixed case, in which the velocities of ethylene and oxygen are adjusted to 
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make a nearly stochiometric condition. In the premixed cases, as the mixtures are injected at the same 

velocity, the volumetric flow rate is constant. Hence, the global equivalence ratio is uniform in the 

different cases. 

Table 7.1 Local equivalence ratio arrangements in the investigated cases. 

Case ER1 ER2 ER difference (ERD) 

1 1.0 (Stoichiometric) 1.0 (Stoichiometric) 0 

2 0.9 (Lean) 1.1 (Rich) 0.2 

3 0.8 (Lean) 1.2 (Rich) 0.4 

4 0.7 (Lean) 1.3 (Rich) 0.6 

5 0.6 (Lean) 1.4 (Rich) 0.8 

6 0.5 (Lean) 1.5 (Rich) 1.0 

7 Pure fuel (100m/s) Pure oxygen (300m/s) - 

The 2D simulations were performed on the high-performance computing cluster Iridis 5 at the 

University of Southampton, where 120 cores (Intel Xeon E5-2670 2.0 GHz) were used. The total 

number of four-level cells is changed dynamically from 1.6 to 2.4 M in the premixed case and is 

changed from 4.2 to 4.7 M in the non-premixed case instead of 12.08 M cells in the uniform case. 

Typical run times for the premixed and non-premixed RDE operating time 1 ms were approximately 

7 to 8 days and 12 days wall-clock time, respectively. 

7.1.1 Number of detonation heads 

Figure 7.2 shows the instantaneous local equivalence ratio distribution in different cases with fully 

developed detonation waves. In Case 1, the stoichiometric mixtures are injected, and the local 

equivalence ratio is uniform in the mixture layer ahead of the detonation wave. In other cases, the 

differences of mixture mole fractions result in non-uniform local equivalence ratios. The premixed 

mixtures are injected vertically from the bottom. As a result, the propellants are not mixed adequately 

before being consumed. It is noted that only in Case 4 a four-wave mode is observed. In this case, 

the height of the fresh mixture layer is lower than that in the other cases. 

In addition, a non-premixed case is simulated and compared to the fully premixed case. The 

temperature and pressure gradient distribution are shown in Figure 7.3. In the premixed case, a stable 

three-wave mode is observed. The multiple detonation waves are each followed by an oblique shock 

wave. Some expansion waves are observed behind the detonation wave since the premixed gases are 

injected discretely. Each premixed jet is surrounded by a small amount of burned gas. In addition, 

the temperature gradient is large on the contact surface ahead of the detonation waves, where the 

premixed reactants are also consumed by the burned products. 
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Figure 7.2 Pseudo-colour images of local equivalence ratio (ER) under different injection 

conditions. 

In the non-premixed case, only a single detonation wave with a higher head propagates in the 

chamber. The average temperature is lower than that in the premixed case due to incomplete 

combustion. The results also show that the main features in the flow field, i.e., the detonation wave, 

the oblique shock and the mixture layer, are all captured by the finest meshes. 

 
Figure 7.3 Pseudo-colour images of temperature, temperature gradient and refinement level 

distribution under different injection conditions. 

7.1.2 Detonation velocity deficits 

The flow velocity in the horizontal direction is computed by calculating the distance and time that 

the detonation wave requires to cross the probe. The average flow velocity can also be computed by 

calculating the interval of the cycle from the frequency of the pressure history as shown in Figure 
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7.4. The average detonation velocity is computed through the horizontal flow and vertical injection 

velocity, considering the inclination of the detonation wave. 

 
Figure 7.4 Pressure history from 0.6 ms to 0.9 ms. 

As depicted in Figure 7.5, the average propagation velocity of detonation waves declines when the 

local equivalence ratio difference increases. For all the cases, the detonation velocity is lower than 

the C-J velocity of a stochiometric mixture. The detonation velocity of the four-wave mode is lower 

than the velocity in other three-wave cases, even when the ER difference gets larger. The detonation 

velocity deficit is up to 20% when a fully non-premixed injection is used. 

 
Figure 7.5 Average detonation velocity computed from the pressure profiles from 0.6 ms to 0.9 ms 

versus local equivalence difference. 
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7.1.3 RDE performance 

The decreases in terms of specific thrust and specific impulse are also observed as shown in Figure 

7.6 and Figure 7.7. When a premixed injection is used, the thrust slightly decreases with the increases 

in the local ER difference. The specific impulse also fluctuates within 4.2%. 

 
Figure 7.6 Specific thrust versus local equivalence difference. 

When using non-premixed injection, the losses in RDE performance are more noticeable. The 

reduction reaches 52.5% in terms of specific impulse when the fully non-premixed injection is 

adopted. Using premixed injection, even with large local ER differences, has the potential to improve 

the performance of an RDE compared with the fully non-premixed configurations. 

 
Figure 7.7 Specific impulse versus local equivalence difference. 
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7.2 3D Partially premixed RDE 

Early numerical simulations of RDEs mainly focused on premixed injection, as it is easier to establish 

stable detonation waves. However, fully premixed injection can lead to flashback in the plenum, so 

experiments have focused on different non-premixed injection schemes. Improving the mixing 

degree in RDE has the potential to enhance performance, and researchers have recently turned their 

attention to RDEs with partially premixed injection. The bypass flow rate is defined in Ref. [19] as 

 Bypass flow rate 100%b

f

m
m

= ×




, (7.1) 

where bm  denotes the hydrogen mass flow rate in the air flow, and fm  is the total hydrogen mass 

flow rate. 

In this section, simulations are conducted with different bypass flow rates through the air slot. The 

initial configuration is referred to the model (H-3D-159) introduced in Section 6.2.2. The non-slip 

adiabatic wall boundary condition is used in the present partially premixed cases. A stretched mesh 

is used as presented in Equation (A.11). The base mesh uses 20 × 580 × 250 cells and is stretched in 

the radial and axial direction. The first two-layer cells near the wall are always flagged to be refined, 

as depicted in Figure 7.8. The refinement criteria for temperature, density and pressure are given as 

εT = 500 K, ερ = 0.15 kg/m3 and εp = 50 kPa, respectively. With the boundary refinement, the height 

of the first layer cell to the inner and outer walls is 0.0923 mm. The height of the first layer cell to 

the head plane is 0.08825 mm. The coarsest mesh is 0.272 mm in the radial direction and 0.288 mm 

in the axial direction. 

 
Figure 7.8 Pseudo-colour images of refinement level distribution slices on the z = 7 cm plane 

overlapped by the mesh. 
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The refinement criteria, as illustrated in Figure 7.8, play a dynamic role in identifying the region 

where there is a large gradient of physical variables, i.e., the detonation and oblique shock waves. 

The cross-sectional plane exhibits a three-wave mode, and the refined meshes effectively capture the 

oblique shock waves. The 2-level adaptive computation uses approximately 17.5 M to 18.3 M cells. 

The calculations are performed on 256 cores (AMD EPYC 7742 2.25 GHz). Typical run times for a 

simulated time of 3 ms were approximately 12 days wall clock time. 

The total hydrogen mass flow rate remains constant at 9.3 g/s. In the partially premixed cases, 

hydrogen was injected not only via holes on the head plane, but also via the slot on the inner wall 

with air. Table 7.2 illustrates the bypass percentage configurations for a global equivalence ratio of 

one when varying the fuel premixing bypass proportion from 0 to 15%. 

Table 7.2 Bypass flow conditions for all cases. 

Case 

Injection via holes Injection via the slot on the inner wall 
Global 

ER 

Bypass 

flow 

rate 
Mass flow 

rate (g/s) 

Flow 

component 

Mass flow 

rate (g/s) 

Flow 

component 

1 9.3 

H2=1 

320 O2/N2=1:3.76 

1 

0% 

2 8.835 320.465 H2/O2/N2=1:9.94:37.3744 5% 

3 8.37 320.93 H2/O2/N2=1:4.97:18.6872 10% 

4 7.905 321.395 H2/O2/N2=1:3.313:12.4569 15% 

7.2.1 Partially premixed flow field 

Figure 7.9 displays the equivalence ratio distribution on the inner wall. The local equivalence ratio 

of the air slot rises from 0 to around 0.15 when the bypass flow rate is increased. The local zoomed-

in figures show the penetration of the unburned mixture on the wall. As the air slot is injected in the 

direction perpendicular to the viewing plane, the penetration is regarded as the downstream 

recirculation zone of the air/bypass flow on the inner wall. 

Figure 7.10 shows the 3D temperature distribution. The varying bypass flow rate does not change 

the number of detonation heads or the direction of rotation. All the cases have three co-rotating 

detonation waves in the annular channel. The refill zones of the fresh mixture are observed in front 

of the detonation. As the air is injected through the slot on the inner wall and hydrogen is injected 

through the holes on the bottom plane, the non-premixed rotating detonation leads to different 

structures in the radial direction. An obvious finding is that the detonation is enhanced near the inner 

wall due to the effects of a concave wall, as demonstrated in a higher temperature. To analyse the 

detonation structure, the temperature distribution is extracted at different radial locations. 
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Figure 7.9 Pseudo-colour images of unrolled equivalence ratio on the inner wall. 

 
Figure 7.10 Pseudo-colour images of temperature distribution with different bypass flow. 
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Figure 7.11 presents the temperature distribution on the inner adiabatic wall. The air slot indicates 

the low-temperature air flow or air with bypass flow. As the adiabatic wall boundary conditions are 

used in these cases, both detonation and deflagration are observed near the inner wall. The difference 

in the main structure is small between these cases in terms of the oblique shock angles. Under the 

present jet in cross flow injection scheme, there is a recirculation zone in the vicinity of the inner 

wall when the reactants are refilled into the chamber. In the recirculation zone, the burned products 

are mixed with the gas injected from the air slot. The area of the relatively low-temperature 

recirculation zone decreases as the bypass flow rate increases. This suggests that more combustion 

occurs behind the detonation on the wall in these cases due to the premixing in the air slot. 

 
Figure 7.11 Pseudo-colour images of unrolled temperature on the inner wall. 

Parasitic combustion is observed inside the chamber in all these cases, as shown in Figure 7.12. 

Parasitic combustion indicates combustion that takes place before the detonation waves [230,231]. 

Although the fully non-premixed case has a slightly larger amount of pre-burning gases, the typical 

rotating detonation macro structure remains qualitatively unchanged. Multiple detonation waves are 

followed by oblique shock waves, with slip lines on the contact surface being clearly visible. The 

buffer zone is also observed between the contact burning surface and parasitic combustion. The 
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differences in terms of the detonation height, the oblique shock angle and the buffer zone size are 

minor. 

 
Figure 7.12 Pseudo-colour images of unrolled temperature on the middle plane. 

On the outer wall, the temperature distribution shows a difference in the parasitic combustion region, 

as can be seen in Figure 7.13. Discrete parasitic combustion is observed when the fully non-premixed 

injection is adopted. With the increases in the premixing percentage, the separate parasitic 

combustion regions eventually combined into one continuous region. This phenomenon can be 

attributed to the partially premixed flow via the slot impinging on the outer wall and enhancing local 

mixing, which in turn strengthens parasitic deflagration on the wall. However, this enhanced 

combustion has a negative influence on the detonation performance. It should be noted that in this 

study, the observed temperature difference on the detonation front between non-premixed and 

partially premixed cases is not prominent. The temperature in the buffer zone increases slightly when 

the bypass flow rises to 15%. This is another result of the enhanced parasitic combustion near the 

head plane. 
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Figure 7.13 Pseudo-colour images of unrolled temperature on the outer wall. 

7.2.2 Effects of premixing on heat release 

To quantitatively study the effects of partial premixing on the RDE, the probability density function 

of the normalised flame index (NFI) is extracted. The normalised flame index is used as an indicator 

of the premixing degree in the flow field. It was defined to identify the premixing degree in the flow 

field. The equation reads 

 F O

F O

NFI Y Y
Y Y

∇ ⋅∇
=

∇ ∇
, (7.2) 

where the FY∇  and OY∇  denote the gradient of fuel and oxidiser, respectively. The normalised flame 

index indicates the direction of fuel and oxidiser gradient. When the normalised flame index is 

positive, it implies that fuel and oxidizer gradients are aligned, namely a premixed flow. Conversely, 

a negative normalised flame index presents a non-premixed flow. As the effects of reactions are not 

included in the normalised flame index, other reacting parameters are required to identify the 

premixed and non-premixed reactions. 
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The statistics of the 3D flow field are analysed through the entire chamber. A negative NFI indicates 

the local flow is non-premixed and a positive NFI represents a premixed flow. Figure 7.14 shows the 

probability density function of the normalised flame index. In all the cases, the fully non-premixed 

flow is dominated in the chamber with a portion of more than 56%. This portion drops from 61.1% 

to 56.8% with the increases in bypass flow percentage. Conversely, the proportion of fully premixed 

flow rises from 10.2% to 12.5%. The partially premixed flow slightly enhances the premixing degree 

in the chamber as only a small amount of hydrogen is added into the air slot. The NFI indeed shows 

the flow is still dominated by non-premixed flow even though the partially premixed injection is 

adopted. 

 
Figure 7.14 Probability density function of the normalised flame index. 

To identify the part of reactions in the chamber, the thermicity distribution is analysed in combination 

with the NFI. Thermicity is a measure of heat release in reacting flows. It indicates the extent of 

chemical reactions in combustion and detonation problems. For an ideal gas, the thermicity is 

calculated by 
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In AMROC, the species mass production rate mω  is calculated during several sub time steps when 

using the GRK4A solver and the exact mass production is not outputted explicitly. The term d / dmY t  

is computed by the species differences in each flow time step as 

 ( )sp
d 1, ,
d

t t t
m m mY Y Y m N
t t

+∆ −
= =

∆
 . (7.4) 

As shown in Figure 7.15, the majority of heat release comes from the premixed flow in all the cases. 

The heat release in fully non-premixed flow decreases from 12.8% to 3.9% when increasing the 

bypass flow rate. As compared to the probability density function in Figure 7.14, the proportion of 

heat release in non-premixed flow drops more obviously, indicating that the presence of partial 

premixing has a significant influence on the reacting flow compared to the downstream flows. In 

spite of decreases in fully non-premixed reactions, there has also been a fall in the fraction of heat 

release in fully premixed flow when NFI is equal to positive one. The ratio between them indicates 

that the heat release decreases in both the fully premixed and the non-premixed flow when a bypass 

flow is injected and the decline is relatively apparent in the non-premixed flow. 

 

Figure 7.15 Fraction of thermicity as a function of the normalised flame index. 

Figure 7.16 presents the heat release under different local equivalence ratios in the flow. The fuel-

lean and fuel-rich regions are distinguished by different background colours in this figure. The results 
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show that all the cases operate at a dominant stoichiometric equivalence ratio as the global 

equivalence ratio is expected to be uniform according to the injection configurations. The highest 

value of heat release decreases from 10.4% to 8.7% in the ranges near the stoichiometric ratio when 

partial premixing is added. The heat release percentage in the flow of an equivalence ratio below one 

declines from 34.4% to 26.6% with increasing partial premixing. Another finding is that the 

increasing premixing flow results in a smoother gradient in the heat release varying from fuel-lean 

to fuel-rich regions. This suggests that the premixing leads to a more homogeneous heat release in 

the chamber and an enhanced local heat release in discrete fuel-rich regions. 

 

Figure 7.16 Fraction of thermicity as a function of the equivalence ratio. 

The results of thermicity show a quantitative analysis of the heat release from reactions in the flow 

field. To further identify the source of the heat release, the thermicity is counted under different 

pressure ranges as shown in Figure 7.17. Around 21.1% of the total heat release occurs at a pressure 

from 0.1 MPa to 0.2 MPa, namely operating in a low-pressure region. This proportion drops to 18.6% 

when the bypass flow increases to 15%. As adiabatic boundary conditions are used in these four 

cases, the deflagration in the vicinity of walls leads to the large proportion of low-pressure heat 

release. This is also seen from the temperature slices in Section 7.2.1, where the high temperature on 

the walls also indicates the consumption of the reactants. The previous results show that parasitic 
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combustion is locally enhanced on the walls when increasing the premixing degree. An explanation 

for the decrease in total low-pressure deflagration is that the partial premixing reduces the amount of 

commensal combustion, which is defined as combustion occurring downstream of the detonation 

front [230,231]. In Figure 7.17, the presence of partial premixing decreases the low-pressure heat 

release, and consequently enhances the heat release at a pressure over 0.5 MPa. The suppression of 

low-pressure deflagration is beneficial as more reactants are consumed in a high-pressure region, 

namely a detonative mode. The increasing high-pressure heat release indicates that the RDE can take 

the performance advantages of detonation. 

 

Figure 7.17 Fraction of thermicity as a function of the pressure. 

7.2.3 RDE performance 

Figure 7.18 displays the average detonation velocities obtained from pressure profiles. The results 

indicate that the detonation velocity increases as the hydrogen bypass flow rate increases in all four 

configurations. In the fully non-premixed case, the maximum detonation velocity deficit is observed 

as 8.2% on the inner wall. The detonation velocity in the middle channel is slightly lower than the 

ideal premixed C-J velocity, while the detonation waves on the outer wall are all overdriven 

according to the velocity. 
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The presence of premixing in the air flow increases detonation wave speeds. This finding is consistent 

with that in Ref. [19], in which the relative increase is around 1% of C-J velocity when the bypass 

flow rate is up to 15%. 

 
Figure 7.18 Average detonation velocities computed from the pressure profiles versus hydrogen 

bypass flow percentage. 

In addition to the detonation velocities, the performance of the RDE is further analysed, which is not 

obtained in the partially premixed experiments. The average thrust and specific impulse are 

computed on the plane of the outlet. As shown in Figure 7.19 and Figure 7.20, the results indicate 

that the partially premixed cases have a higher average thrust and specific impulse compared to the 

fully non-premixed case. Figure 7.19 and Figure 7.20 reveal that there has been a gradual increase in 

the number of thrust and specific impulse, respectively. The performance benefit rises to 8.53% when 

increasing the bypass flow rate to 15%. This finding confirms the improvement of the partially 

premixed injection. 

 
Figure 7.19 Average thrust versus hydrogen bypass flow percentage. 
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Figure 7.20 Average specific impulse versus hydrogen bypass flow percentage. 

7.3 Chapter summary 

In this chapter, the effects of premixing have been studied on the RDE flow field and performance. 

The main findings are drawn as follows: 

• The numerical results of 2D ethylene RDE showed that the local equivalence ratio could 

have an influence on the number of detonation heads. Detonation velocity deficits were 

observed when increasing the local equivalence ratio difference. The non-premixing 

injection decreased the number of detonation heads, in terms of specific thrust by 19.4% and 

specific impulse by 47.5%. 

• As partial premixing could enhance the local mixing and reduce the risk of flashback, the 

partially premixed injection has become a potential improvement on the RDE injection 

scheme. The temperature distribution of 3D hydrogen RDEs showed that the partial 

premixing enhanced parasitic combustion on the wall. The heat release was dominated by 

the premixed flow even though the majority of the flow was non-premixed. Partial premixing 

led to a more homogeneous heat release in the chamber and an enhanced local heat release 

in discrete fuel-rich regions. 

• Thermicity of 3D hydrogen RDEs showed that the partial premixing decreased the total low-

pressure heat release. It was deduced that partial premixing enhanced parasitic combustion 

on the wall but reduced commensal combustion in the chamber. The results also indicated 

that a small amount of partial premixing could increase the thrust and specific impulse by 

8.53%. The relative detonation velocity increase was around 1% of the C-J velocity when 

the bypass flow rate was up to 15%, which was also confirmed in a published experimental 

work. 
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In summary, these findings enhanced the understanding of the RDE performance changes when using 

the widely used premixing assumption. The premixing changed the number of detonation heads in 

2D computations while this phenomenon was not observed in 3D simulations due to the better mixing 

process. 3D simulations confirmed that adopting partially premixed injection could improve RDE 

performance in terms of detonation velocity, average thrust, and specific impulse. The numerical 

results provided additional evidence for the advantages of applying partial premixing to future RDE 

injection designs. 
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Chapter 8 Effects of the wall conditions on RDE 

The effects of different wall boundary conditions are evaluated in this chapter adopting set-ups 

according to the 3D hydrogen RDE configuration (H-3D-159). The simulations are first conducted 

on varying wall temperatures of the RDE. The differences between the RDE with cooling walls and 

adiabatic walls are compared. The influence of non-slip boundary conditions on RDE is also studied. 

Further simulations of 3D RDE with different channel widths are presented at the end. 

8.1 Comparison of adiabatic and isothermal walls 

Most 3D numerical models of RDEs assume adiabatic walls for simplicity, despite the fact that RDEs 

typically operate for only a few seconds in experiments, making the adiabatic wall boundary 

condition potentially inadequate for simulating real-world processes. Some numerical simulations 

have been carried out to study the effects of isothermal walls on RDEs. Results showed that, in cases 

with adiabatic walls, the high wall temperature can cause deflagration, altering the detonation front 

shape and wave structures [129,125,133]. In a premixed simulation with continuous injection 

utilising isothermal walls, the detonation cellular structure vanished [129]. Furthermore, it has been 

reported that the use of a cooling wall from the start can lead to the subsequent quenching of 

detonation [132]. 

In this section, all the cases start with the adiabatic slip wall boundary conditions. The two-level 

mesh in Figure 6.18, as introduced in Section 6.2.3, is used for this case. The first four cells near the 

walls are always flagged to be refined. The 2-level adaptive computation uses approximately 10.4 M 

to 15.5 M cells. The calculations are performed on 256 cores (AMD EPYC 7742 2.25 GHz). Typical 

run times for a simulated time of 1 ms were approximately 4 to 5 days wall clock time. 

As shown in Figure 8.1, a single detonation wave is ignited at the start, followed by multiple unstable 

cycles and a transition to a three-wave mode. At t = 1.8 ms, the wall temperature changes in each 

case. A phase difference appears when isothermal walls are used. In these cases with cooling walls, 

the pressure peaks drop to around 0.8 MPa and then recover to 1 MPa at the final stable stage. The 

wave frequency is estimated from 2.3 ms to 4.4 ms using a fast Fourier transform. The single wave 

frequency is 4.14 kHz, 4.03 kHz, 4.03 kHz and 4.05 kHz for the cases with adiabatic walls, and 

isothermal walls at 300 K, 600 K and 900 K, respectively. Compared to the ideal frequency of 4.3 

kHz based on a premixed C-J detonation, the average detonation velocity deficit is 3.7% in the 

adiabatic case and ranges from 5.8% to 6.3% in the cases with isothermal walls. 

Figure 8.2 shows the transient temperature distribution and its slice on the head plane when the 

different cases run in a stable mode. The use of a cooling wall does not change the number of 

detonation heads in the present simulations. All the cases still operate in a three-wave mode lasting 
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over 2 ms. The isothermal walls rapidly cool the burned gases, limiting high-temperature regions 

near the wall to only the area where the detonation exists. 

 
Figure 8.1 Pressure history in different cases, sensors at R = 73.15mm, H = 5mm. 

 
Figure 8.2 Pseudo-colour images of temperature distribution and its slices on the bottom plane. 

The temperature distribution near the inner wall is depicted in Figure 8.3. The value indicates the 

central value of the first layer mesh from the wall. The detonation is observed to be detached from 

the bottom plane due to the presence of an air slot. The penetration height of the recirculation zone 

is seen to be low on the inner wall. Discrete high-temperature regions are also visible behind the 

detonation wave in cases with cooling walls. These regions indicate commensal combustion 
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occurring behind the detonation. Commensal combustion is suppressed when the temperature of the 

wall is lower. The detonation is also weakened as presented at a lower temperature peak. These 

weakened reactions are caused by the heat loss from the wall. Another phenomenon is that parasitic 

combustion near the wall is eliminated when a cooling wall is adopted. The suppression of the 

secondary deflagrative waves contributes more reactants to being consumed by the detonation. 

 
Figure 8.3 Pseudo-colour images of unrolled temperature slices on the inner wall. 

Figure 8.4 shows the unwrapped slices of the outer wall. In the case using adiabatic walls, the typical 

rotating detonation structure is observed. The multiple detonation waves are each followed by an 

oblique shock wave. Irregular slip lines are captured on the contact surface. The stratification in the 

mixture layer is a result of non-premixed injection and incomplete mixing. As the wall temperature 

decreases, the temperature behind the detonation wave and oblique shock also decreases, but the 

detonation still sustains even at a wall temperature of 300 K. 

The multiple-wave structure leads to the temperature stratification along the direction of slip lines 

near the outer wall, as given in Figure 8.5. Only one detonation wave is analysed with 100% opacity. 

In the mixture layer (region A), the low-temperature mixture is mixed with the burned products, 

resulting in local stratification. A small amount of parasitic combustion is observed in the refill 
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region. The contact surface burning occurs on the upper bound of region A. The symbols D and O 

indicate the detonation (D) and its attached oblique shock (O). Commensal combustion occurs in 

region E as the fuel is not completely consumed by the detonation. The first slip lines, depicted in 

the green dashed line, divide the products in region B and the product in region C from the previous 

detonation. In the three-wave mode, the product from the following detonation in region F is divided 

by another slip line (seen in the yellow dashed line). The different resident times of the products from 

different detonation waves lead to a varying expansion and a stratified temperature distribution in 

the axial direction. 

 
Figure 8.4 Pseudo-colour images of unrolled temperature slices on the outer wall. 

 
Figure 8.5 Schematic of temperature in different regions near the adiabatic outer wall. 
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When the cooling walls are adopted, parasitic combustion in the mixture layer is eliminated near the 

outer wall, as shown in Figure 8.4. The burned gases are cooled by the wall, and the temperature of 

the products in regions B, C and F decreases with the declines of the wall temperature. The gases 

close to the exit are at a slightly higher temperature in all cases. The oblique shock enhances the local 

burning, as a result, some hot pockets are observed downstream. These hot pockets are reduced by a 

low-temperature wall, as seen in the case with walls at 300 K. Commensal combustion in the post-

detonation region is also suppressed by wall cooling. 

Both the cooling inner and outer walls demonstrate a notable influence on the temperature 

distribution near the wall as shown in Figure 8.3 and Figure 8.4. Parasitic combustion is eliminated 

near the wall as the burned gas behind the detonation is cooled rapidly. Despite the stratification in 

the mixture layer, the temperature difference is relatively small between the cooled products and the 

fresh mixture. This reduces the probability that the secondary deflagration wave occurs. As a result, 

more reactants are utilised by the detonation in the chamber. The reduction of deflagration near the 

walls and the heat losses from the wall play a complex role in the RDE overall performance. To study 

the effects of the cooling wall on RDE, the temperature in the chamber is extracted and compared in 

these cases. 

Figure 8.6 presents a comparison of the temperature in the middle of the channel and shows that 

parasitic combustion occurs in the mixture layer ahead of the detonation. The differences, observed 

among the varying cases, are relatively minor compared to those on the walls. The wall cooling has 

a limited influence on the detonation structure in terms of the detonation front height, oblique shock 

angle, the scale of parasitic combustion and the buffer zone size. The temperature in regions A and 

B in Figure 8.6 decreases with the decrease in the wall temperature. 

To quantify the effects of isothermal walls in the RDEs, the thermicity is also analysed in 

combination with the local static pressure, as shown in Figure 8.7. The pressure of 0.5 MPa has been 

chosen as a rough threshold to identify the low-pressure and high-pressure heat release [130]. Due 

to the non-homogeneous flow field in the discrete non-premixed injection cases, it is difficult to 

determine the exact C-J pressure for the whole domain. In this section, the C-J pressure is calculated 

based on an initial temperature of 300 K and an initial pressure of 0.1 MPa. It is noted the C-J pressure 

is regarded as a reference value instead of a rigorous standard of detonation occurrence. 

The percentage of low-pressure heat release drops obviously when the isothermal walls are 

introduced in the RDE. The thermicity fraction in the adiabatic case is 21.1% at a pressure ranging 

from 0.1 MPa to 0.2 MPa. As a comparison, this fraction ranges from 10.5% to 11.8% in the cases 

with isothermal walls. The result indicates that the use of isothermal walls can suppress the low-

pressure deflagration near the walls and consequently enhance the high-pressure heat release above 

0.5 MPa. Another interesting finding is that there has been a small amount of heat release in the 

region where the pressure is below 0.1 MPa when the wall temperature is high. The high-temperature 
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walls enhance the reactions of the incomplete burning products in the low-pressure expansion region 

after the detonation front. 

 

Figure 8.6 Pseudo-colour images of unrolled temperature slices on the outer wall. 

The heat flux on the inner wall is extracted circumferentially at the maximum heat flux axial location, 

as shown in Figure 8.8. The heat flux peak is 7.84 MW/m2 at z = 7.3 mm when the wall temperature 

is set to 300 K. The heat flux peak is lower in these cases with higher temperature walls. The heat 

flux peak is 7.11 MW/m2 and 6.14 MW/m2 in the case with walls of 600 K and walls of 900 K, 

respectively. The maximum heat flux is observed at z = 6.9 mm in both the cases with higher wall 

temperatures. The heat flux peak is corresponding to the detonation heads in the chamber. As the 

multiple detonation waves show a varying heat flux peak in the same period, this indicates that the 

temperature peaks are also varying in the multiple-wave mode. The averaged heat flux is 1.27 

MW/m2 on the inner wall of 300 K. This averaged heat flux drops to 1.01 MW/m2 on the inner wall 

of 600 K and drops to 0.86 MW/m2 on the inner wall of 900 K. 
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Figure 8.7 Fraction of thermicity as a function of pressure. 

 

Figure 8.8 Profiles of heat flux on the inner wall in the circumferential direction. 

Figure 8.9 shows the heat flux in the case with walls of 900 K at different axial positions. The heat 

flux is observed lower when the sample line is close to the air inlet on the inner wall (z = 0 to 1.6 mm). 

The negative heat flux at z = 2 mm represents the heat added from the wall into the internal flow 

field. The high-temperature wall heats the low-temperature unburned gases. The heat addition 

decreases downstream and there is no negative heat flux at the axial location (z = 6.9 mm) where 

maximum heat release occurs. The axial heat flux distribution implies a varying axial heat load in 

RDEs. This requires thermal management in future practical experimental designs. 
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Figure 8.9 Profiles of heat flux on the inner wall at different axial locations. 

The heat flux peak on the outer wall is lower than that on the inner wall, as shown in Figure 8.10. 

The heat flux peak is 5.89 MW/m2, 4.85 MW/m2 and 5.01 MW/m2 when the wall is 300 K, 600 K 

and 900 K, respectively. As compared to the positive heat flux on the inner wall, a negative heat flux 

is observed in some regions of the outer wall at the axial location where the heat flux peak occurs. 

As the air is injected through the slots on the inner wall, the impact of the air and hydrogen jets results 

in the triangular mixture layer on the outer wall, as shown in the previous temperature slices. The 

low-temperature mixture absorbs the heat from high-temperature walls. The temperature on the inner 

wall is relatively higher due to the lack of the impact of low-temperature reactants and the existence 

of the recirculation zone downstream. 

 
Figure 8.10 Profiles of heat flux on the outer wall in the circumferential direction. 

Despite that the heat flux peak varies case by case when the temperature of walls increases, a 

monotonous decline is observed in terms of the averaged heat flux. The averaged heat flux over the 

respective wall is 0.61 MW/m2, 0.57 MW/m2, and 0.54 MW/m2. Although the decline is comparable 

to that on the inner wall, the differences between the averaged heat flux on the outer wall are 

relatively small. This result indicates that the temperature gradient in the vicinity of the outer wall is 

more comparable. The temperature of the gases near the wall decreases with the decreasing 

temperature of walls, as shown in both Figure 8.3 and Figure 8.4. The cooling effects of the unburned 

mixture near the outer wall play a vital role in the total heat loss and lead to the relatively lower 

averaged heat flux and its discrepancy on the outer wall. 

The effects of cooling walls on rotating detonation waves are studied by numerical simulations on 

3D adaptive meshes. Non-premixed hydrogen/air mixtures are injected with a uniform global 
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equivalence ratio. The simulation starts with adiabatic walls until it reaches a stable multiple-wave 

mode, and then the wall temperature is varied. The results indicate that the number of detonation 

waves in a stable mode remains unchanged by the wall temperature within a short simulation 

duration. The average detonation velocity deficit rises from 3.7% to 6.3% when cooling walls are 

utilized. The phase differences and temperature variations are noticeable, but the wall temperature 

has a limited effect on the temperature distribution in the middle of the channel. Despite the heat 

losses from the cooling walls, the low-temperature walls suppress the deflagration near the wall and 

result in more heat release in the high-pressure detonative region. The heat flux distribution indicates 

that the inner wall faces a severer heat load due to the lack of internal cooling from reactants under 

the present jet in cross flow injection scheme. This numerical study demonstrates that wall cooling 

to enable RDEs with extended operation will have only limited effects on detonation efficiency. 

8.2 Effects of the non-slip walls 

This section aims to investigate the effects of non-slip wall boundary conditions on RDE simulations. 

The adiabatic Case 1 in Table 7.2 is further analysed. Figure 8.11 presents the pressure distribution 

on slices along the axial direction. The area of high-pressure regions decreases along the axial 

direction due to lateral expansion behind the detonation. The detonation waves rotate clockwise, 

accompanied by pressure waves reflected between the inner and outer walls. The leading front takes 

on a finger-like shape on the head plane. As depicted in Figure 8.11 on the z = 0.5 cm plane, the 

mainstream flow is slower than the flow near the inner wall, resulting in a leading wave curvature. 

The difference diminishes as the flow propagates towards the outlet. 

Figure 8.12 illustrates the distribution of axial velocity on the slices. The region behind the detonation 

front is blocked, and the injection velocity of the hydrogen jet is nearly zero. An increase in axial 

velocity is observed behind the detonation, corresponding to the axial expansion of burned gases. 

The differences also decrease as the flow propagates towards the outlet. What stands out in this figure 

is the low-velocity regions close to the inner wall from z = 0.5 cm to z = 1.0 cm. These regions are 

the recirculation zone of the air slot on the inner wall. 

As displayed in Figure 8.13, the detonation wave structure is represented near the head plane. The 

recirculation zone near the inner wall enhances the mixing between hydrogen and air. It leads to a 

faster propagating detonation. As a result, the detonation front changes from a finger-like shape in 

Figure 8.13 (a) to a structure with leading wave curvature in Figure 8.13 (b). 
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Figure 8.11 Pseudo-colour images of pressure distribution slices on the z-planes. 

 
Figure 8.12 Pseudo-colour images of axial velocity distribution slices on the z-planes. 
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Figure 8.13 Schematic of the rotating detonation wave structures on the z-planes near the head of 

chamber. 

The pressure and axial velocity distributions are further extracted on planes closer to the outlet. As 

shown in Figure 8.14 and Figure 8.15, the detonation front and oblique shock waves are flattened 

with different schemes in the boundary layer. The axial velocity increases and its changes become 

more uniform along the circumferential direction when the gases expand towards the outlet. Another 

observation from these figures is the increasingly prominent boundary layer flow. The non-slip 

boundary condition highlights the presence of low-velocity regions on both the inner and outer walls. 

 
Figure 8.14 Pseudo-colour images of pressure distribution slices on the z-planes. 
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When extracting the planes where only the oblique shock waves exist, the reflected waves behind 

the detonation disappear. The low-velocity boundary layer results in different wave patterns, as 

depicted in Figure 8.16. For the detonation front, the extended deflagration [232] on the adiabatic 

walls increases the temperature ahead of the detonation. The mixing of burned gases and fresh 

mixture has a slightly lower temperature in the middle of the channel, resulting in higher velocity on 

the walls. On the other hand, for the non-reacting oblique shock wave, the burned gases flow slower 

in the near wall region due to the influences of the viscous walls, and the middle shock front leads. 

In both cases, the boundary layer is not thick enough compared to the channel width; hence, the 

influence of virtual contraction is limited and not discussed. 

 
Figure 8.15 Pseudo-colour images of axial velocity distribution slices on the z-planes. 
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Figure 8.16 Schematic of the rotating detonation wave structures on the z-planes away from the 

head of chamber. 

8.3 Effects of the channel width 

In addition to the wall temperature and wall friction, the effects of the geometry can play a significant 

role when the channel width is not relatively negligible compared to the chamber radius. In this 

section, the effects of different channel widths are numerically studied. The baseline case simulated 

in this study is the hydrogen RDE (H-3D-159) with the stretched mesh, as introduced in Section 7.2. 

The total hydrogen mass flow rate remains constant at 9.3 g/s and the air mass flow rate is given as 

320 g/s in the following computations. The outer diameter is fixed at 153.9 mm, while the inner 

diameter is varied. Table 8.1 presents the simulated cases with different channel widths, ranging from 

3.8 mm to 15.2 mm, which corresponds to a ratio of width and outer radius from 4.938% to 19.753%. 

A non-slip isothermal wall boundary condition is employed and the wall temperature for all cases is 

set to 600 K. 

Table 8.1 Configurations of cases with different channel widths. 

Case 
Inner radius 

(mm) 

Air slot 

height (mm) 

H2 jets centre radial 

location (mm) 

Outer radius 

(mm) 

Channel 

width (mm) 
w/Rout 

1 73.15 1.52 73.8 76.95 3.8 4.938% 

2 69.35 1.60 70.0 76.95 7.6 9.877% 

3 61.75 1.80 62.4 76.95 15.2 19.753% 

The 3D temperature distribution of the RDE is shown in Figure 8.17. All the cases run into a stable 

two-wave mode. In previous cases and the case with a channel width ratio of 4.938%, the detonation 

waves rotate in a clockwise direction when viewed from the outlet. However, an interesting finding 

is that the rotation of detonation changes to a counterclockwise direction when the channel width 
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increases. The number of detonation waves remains unchanged since the mass flow rate is kept 

constant. Figure 8.18 shows the temperature distribution on the inner walls. Discrete high-

temperature regions are visible behind the detonation wave in all cases. 

 
Figure 8.17 Pseudo-colour images of temperature distribution in cases with different channel 

widths. 

 
Figure 8.18 Pseudo-colour images of unrolled temperature slices on the inner wall. 
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Due to the cooling effect of the wall, the deflagration on the wall disappears. The highest temperature 

peak is observed in the case with the smallest channel width. The temperature stratification on the 

wall can be attributed to the non-uniform temperature flow field within the channel. 

Figure 8.19 displays the temperature field on the middle plane. The slip lines on the contact surface 

become more irregular in the case with the largest channel width. More parasitic combustion is also 

observed in this case. Only a small amount of mixture is pre-burning when the channel width is small. 

Parasitic combustion ahead of the detonation is a result of the non-premixed injection and 

recirculation zones in the mixture layer. This finding indicates that the recirculation of the mixture 

in the channel is restricted when the channel width is small. 

 
Figure 8.19 Pseudo-colour images of unrolled temperature slices on the middle plane. 

An unburned pocket is found following the detonation in the case with the smallest channel width, 

as displayed in Figure 8.20. This unburned low-temperature region is located at a similar height to 

the air slot. It is caused by the incomplete mixing of air and hydrogen when there is not enough room 

for mixing in the radial direction. When the air is injected via the slot on the inner wall, the high-

speed flow impinges on the outer wall quickly before being mixed with hydrogen jets. Besides, the 

contact surface is unstable when the channel width is large, indicating a fluctuating penetration height 

of the mixture. 
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Figure 8.20 Pseudo-colour images of unrolled temperature slices on the outer wall. 

Figure 8.21 shows the temperature gradient slices in the axial direction. This figure confirms the 

finding that the mixing is enhanced when the channel is wider. The air flow and hydrogen jets are 

injected as jets in cross flow. The wakes and vortexes downstream of the hydrogen jets form 

recirculation zones when the channel is wide enough. These recirculation zones strengthen the 

mixing and increase the probability of parasitic combustion occurrence. 

 
Figure 8.21 Pseudo-colour images of temperature gradient slices on the z = 0 cm planes. 

The width of the chamber also has an influence on the detonation front structure. As shown in Figure 

8.22, the slices are extracted below the detonation head height. The wave front is nearly oblique 
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when the channel width is small. The wave propagates faster near the inner wall (along the clockwise 

direction), whereas the detonation front can be divided into two parts when the channel width is 

large. The front close to the inner wall also flows fast (along the counterclockwise direction). The 

length of the wave ahead is large when increasing the channel width. 

 
Figure 8.22 Pseudo-colour images of temperature gradient slices on the z = 0.5 cm planes. 

Figure 8.23 shows the extracted temperature gradient slices at an axial height where oblique shock 

waves are captured. When the flow field is closer to the outlet, the shock front tends to be straight in 

the radial direction. The oblique shock front is still slightly curved when the channel curvature is 

large. This suggests that the expansion of the burned gas is more non-uniform in the radial direction, 

resulting in different pre-shock states. These non-uniform states lead to the curved shock wave. 

 
Figure 8.23 Pseudo-colour images of temperature gradient slices on the z = 3.0 cm planes. 

Figure 8.24 presents the statistics of heat release in the radial direction. In the case with the smallest 

channel width, around 11.6% of the heat release occurs in the vicinity of the outer wall. Over 1% 

heat release occurs on the inner wall, which is also observed in Case 2. However, the heat release on 

the inner wall is less in Case 3 with the widest channel, which is due to the decreased area of the 

inner wall surface. The variation of the heat release distribution is also smoother when the channel 

width is large. 
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Figure 8.24 Distribution of thermicity in radial direction. 

The heat flux profiles are extracted at their axial peak location on the inner wall, as shown in Figure 

8.25. The peak flux heat is observed as 8.08 MW/m2 when the channel width is smallest. A notable 

decrease is also recorded in terms of the heat flux peak when the channel width of the RDE is larger. 

The heat flux peak drops to 6.36 MW/m2 and 3.82 MW/m2 when the width-radius ratio is 9.877% 

and 19.753%, respectively. The axial location of the heat flux peak also varies in these cases. The 

maximum heat flux occurs at z = 8.41 mm and z = 13.72 mm when the width-radius ratio is 4.938% 

and 9.877%, whereas the heat flux peak occurs at z = 2.25 mm as this ratio increases to 19.753%. 

This indicates that the detonation strength varies in the axial direction when the channel width 

changes. As shown in the temperature slices of Figure 8.19, parasitic combustion weakens the local 

heat release on the detonation front, resulting in a stronger detonation front near the head plane when 

the channel width is the largest. 

 
Figure 8.25 Profiles of heat flux on the inner wall. 

The averaged heat flux on the inner wall is 0.60 MW/m2, 0.52 MW/m2 and 0.53 MW/m2 when the 

width-radius ratio is 4.938%, 9.877% and 19.753%, respectively. The differences between the 

averaged heat flux are relatively minor compared to the heat spikes. Despite the high heat flux peak 

when the channel is narrow, the area of the inner wall is large, leading to a low area-averaged heat 

flux, and vice versa. The total heat load is higher on the wall when the channel width is small as the 

heat is released rapidly in the radial direction. The result shows that in a very thin annular RDE, the 

local extreme heat load is severe for thermal management. Considering the decreasing area of the 

inner wall when the channel width increases, the averaged heat flux on the wall also slightly 

increases. 
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The heat flux peak on the outer wall is presented in Figure 8.26 at the respective axial locations. The 

trend differs from that on the inner wall. The maximum heat flux slightly increases when increasing 

the width-radius ratio. The heat flux peak on the outer wall is 6.85 MW/m2, 7.36 MW/m2 and 

7.41 MW/m2 when the width-radius ratio is 4.938%, 9.877% and 19.753%, respectively. The axial 

location of the respective spike is 17.19 mm, 2.05 mm and 1.08 mm, and the maximum heat flux is 

close to the head plane when the channel is wider. Similarly, this difference in axial locations can 

also be explained by the weakened detonation front along the axial direction due to the existence of 

parasitic combustion. Another reason is that the local unburned pockets lead to the low-temperature 

regions near the head plane on the outer wall when the channel is relatively narrow. 

 
Figure 8.26 Profiles of heat flux on the outer wall. 

The averaged heat flux on the outer wall is 0.47 MW/m2, 0.40 MW/m2 and 0.40 MW/m2 when the 

width-radius ratio is 4.938%, 9.877% and 19.753%, respectively. As the outer radius remains 

unchanged in these cases, the area of the outer wall is the same. The difference between the total heat 

load on the outer wall is relatively small. On the one hand, the narrow channel requires that the 

temperature decreases in the vicinity of the walls quickly compared to the wider channel. On the 

other hand, the local insufficient mixing and the impact of unburned reactants in the narrow channel 

reduce the local heat release. As a result, the averaged heat flux on the outer wall varies not obviously 

when the width of the RDE changes. 

In addition to the heat flux, the mixing is also influenced by the channel width of the annulus in a 

non-premixed RDE. Figure 8.27 shows the fraction of thermicity under different equivalence ratios 

in the whole chamber with different width-radius ratios. The fraction of the heat release in the fuel-

lean region decreases when the channel is wider. The reactions in the chamber transition into a fuel-

rich dominated operating condition. 
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Figure 8.27 Fraction of thermicity as a function of equivalence ratio. 

8.4 Chapter summary 

This chapter was about the results of 3D RDE with different wall boundary conditions. Isothermal 

walls were firstly used in the computation to study the effects of cooling walls on the RDE 

performance. Then, the non-slip adiabatic wall conditions were tested with non-premixed injection. 

In addition, the influences of different channel widths were analysed using 3D models with different 

width-radius ratios. The main findings are drawn as follows: 

• The effects of cooling walls were studied in the RDE operation process with multiple 

detonation heads. Non-premixed hydrogen/air mixtures were injected with a uniform global 

equivalence ratio. The simulation started with adiabatic walls until it reached a stable 

multiple-wave mode, and then the wall temperature was varied. The results indicated that 

the number of detonation waves in a stable mode remained unchanged by the wall 

temperature within a short simulation duration. The average detonation velocity deficit rose 

to 6.3% when cooling walls were utilized. The phase differences and temperature variations 

were noticeable, but the wall temperature had a limited effect on the temperature distribution 

in the mainstream. 

• Cooling walls suppressed the secondary combustion wave, including parasitic combustion 

and commensal combustion. The cooling walls reduced the heat release below 0.5 MPa and 

enhanced the heat release between 0.5 MPa and 1 MPa compared to the adiabatic case. The 

high-pressure heat release below 1 MPa slightly decreased when cooling walls were used, 

indicating that the heat loss led to a weakened detonation. An unequal heat load was observed 

on the inner and outer wall of the RDE due to the jet in cross flow injection scheme and 

downstream burned zone. The low-temperature unburned mixture cooled the outer wall 

resulting in a lower averaged heat flux. 

• The non-slip boundary had an influence on the RDE internal flow field along the axial 

direction, resulting in different leading shock front shapes. The leading front took on a finger-

like shape on the head plane under the combined effect of the low-speed boundary layer on 

the outer wall and local dilution from the air slot on the inner wall. The recirculation zone of 

the air slot on the inner wall resulted in a structure with leading wave curvature. The 
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boundary layer flow was increasingly prominent along the circumferential direction when 

the gases expanded towards the outlet. 

• The channel width of RDE had an influence on the detonation direction in the present 

simulations. The direction of detonation heads reversed when the chamber was wider. 

Combustion in the recirculation zones on the inner wall was suppressed when the channel 

width is increased. Unburned pockets were observed on the detonation heads when the 

channel was the narrowest. The mixture layer length decreased with increasing channel 

width and the contact surface was more fluctuating. The detonation structure was also 

varying on the middle plane. The small channel width suppressed parasitic combustion ahead 

of the detonation, leading to higher detonation heads. 

• A higher heat flux peak was observed on the inner wall of RDE with the smallest channel 

width. The total heat release on both walls increased with a decreasing width-radius ratio. 

These results indicated a severe thermal condition when the annular channel was narrow. 

The heat flux peaks on both walls were close to the head plane in the widest case. This was 

attributed to the presence of parasitic combustion, which weakened the local heat release on 

the detonation heads in the axial direction. The changes in the annular width also varied the 

local mixing degree in the chamber. The unburned pockets and insufficient mixing in the 

narrowest RDE decreased the heat flux peak on the outer wall. The RDE transitioned from 

a fuel-lean dominated operation mode to a fuel-rich operation mode when increasing the 

channel width. 

In summary, the computations of RDE with cooling walls contribute to existing knowledge of 

cooling walls in RDE by providing insight into the operation process and the multi-wave mode. This 

work contributes to the understanding of how the cooling system interacts with the internal flow 

field. It demonstrates that wall cooling to enable RDEs with extended operation will have only 

limited effects on detonation efficiency. However, the channel width has a more obvious influence 

on the RDE flow field. The detonation direction is observed to change when increasing the chamber 

width. The unburned pockets on the detonation heads and higher heat flux peaks on the inner wall 

are observed in the case with the smallest width. These findings indicate that the cooling wall plays 

an increasingly notable role in the RDE internal flow structure when the chamber channel is narrow. 

The consequential variations in mixing also influence parasitic combustion, the detonation strength 

and the local heat release. 
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Chapter 9 Conclusions 

9.1 Summary and contributions 

In this thesis, a detailed chemistry solver has been developed on adaptive curvilinear meshes within 

the AMROC framework. The primary objective of this solver was to enable the simulation of 

detonation problems, with a particular emphasis on rotating detonation with detailed chemistry. This 

achievement was accomplished by combining the adaptive mesh refinement technique with 

structured curvilinear meshes. Several essential extensions were made to the existing code in 

AMROC, including the application of coordinate transformation on multi-species equations, grid-

aligned inviscid flux schemes, a second-order accurate MUSCL-Hancock scheme and a second-order 

accurate central difference method for viscous fluxes. The computation of geometry information was 

also designed for 3D meshes. Additionally, the operators for AMR level transfer were modified, 

along with the flux conservation correction on the coarse-fine interface. 

The method of manufactured solution was used to verify the solver on different meshes. The results 

confirmed that the present solvers can achieve second-order accuracy when simulating a smoothly 

varying flow field on a hierarchically refined mapped mesh. The preservation of conservation across 

the level interface was also successfully verified in a freestream flow scenario. To further assess the 

accuracy of the developed solver, comprehensive benchmark tests were conducted. The solutions 

obtained by the solver were in good agreement with published numerical and experimental results. 

It demonstrated the solver's capability of handling multi-species reacting flows featuring 

discontinuities on the adaptive curvilinear mesh. 

The numerical configurations of different RDEs were detailed including the 2D unwrapped and 3D 

annular model. The mesh dependency study showed that the chosen mesh adequately captured the 

characteristics in the flow field, while a high mesh resolution was required to resolve the cellular 

structure of the detonation front. In addition, a mass flow rate inlet was employed referring to a micro 

ethylene/oxygen RDE experiment. Stable two- and three-wave modes were obtained in the 

simulations. The numerical detonation velocities were in good agreement with the C-J velocities, but 

there were still some discrepancies between the numerical results and the experimental results. 

Despite these differences, the qualitative behaviour was similar and the number of waves increased 

with the increasing inflow mass flow rate. The 3D numerical results showed a comparable pressure 

distribution at different locations compared to the experimental results. 

Premixed injection with varying equivalence ratio differences was simulated in a 2D ethylene 

unwrapped RDE as an initial approach to studying the influences of non-uniform premixing. The 

simulations of the partially premixed injection were conducted in a 3D hydrogen RDE. The effects 

of the hydrogen bypass flow on RDE performance were analysed. More 3D numerical studies on the 
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effects of wall conditions were explored in the last chapter. The wall temperature was varied during 

the operation to investigate the impact of cooling walls on rotating detonation. The wave structure 

evolution was also observed in the non-slip case. Finally, the hydrogen RDE was simulated with 

different channel widths. Thermicity was quantified in these cases to explore the influence of cooling 

walls and geometry on heat load and global heat release. 

The first major contribution is concluded as the development work conducted within the AMROC 

framework. The numerical methods were extended to curvilinear meshes for a non-Cartesian 

geometry in AMROC. The entire mapping strategy in AMROC has been extended to be used in a 

multi-species and multi-step chemistry solver. These modifications have been implemented as a new 

submodule and the 3D extension including the geometry information computation have also been 

built up in AMROC. To the best of the author's knowledge, this study marked the first reported 

utilization of the method of manufactured solutions to verify the 3D adaptive solver’s accuracy. The 

flux fix-up procedure was also tested to confirm the conservation across the level interface. Different 

benchmark cases were established to validate the solver’s accuracy in terms of inviscid shock waves, 

viscous flows, boundary flows and shock-induced combustion problems. The source code has been 

implemented into the AMROC framework and these benchmark cases have also been added into the 

AMROC repository. The set-up of verification and validation cases is another contribution to this 

repository. 

The developed solver was then adopted to demonstrate its capability for detonation simulations. The 

3D cellular detonation propagation in a smooth pipe bend was simulated, successfully reproducing 

typical features observed in published experimental work. The solver’s capabilities were further 

demonstrated through several typical cases, including detonation propagation in a smooth round tube 

and interaction with boundary layers in a channel. The dynamic adaption method reduced the total 

mesh scale from O (108) ∼ O (109) to O (106) ∼ O (107) in these 3D cases without losses of main 

characteristics, such as the structure of the detonation front. 

The second major contribution of the present work is the application of the block-structured adaptive 

mesh refinement technique to rotating detonation simulation with a combination of detailed 

chemistry mechanisms. The premixed RDE was first simulated with 2D adaptive meshes to study 

the initiation process in an ethylene RDE and a hydrogen RDE, respectively. The simulations 

demonstrated that the initial configuration artificially generated one detonation head and then 

spontaneously transitioned to a stable multi-wave mode. The adaptive meshes were shown to 

dynamically capture the main features including the detonation heads, oblique shock and the mixture 

layer. The local equivalence ratio difference was studied as an approach to simulating the non-

uniform premixing injection. 

The influence of partially premixed injection in RDE was then explored using the 3D solver. Three 

cases with different premixing percentages were compared with the fully non-premixed case. The 
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flame index and thermicity in the RDE were extracted to quantify the reactions dominated by 

premixed flows. The results showed that the thrust and specific impulse increased by 8.53% when 

the bypass flow rate of hydrogen increased to 15%. The number of detonation heads remained 

unchanged with partially premixed injection. This study has confirmed the existing experimental 

findings which found that the RDE could benefit from the partial premixing but the detonation 

velocity increase was not noticeable. This work contributes to limited numerical studies of partially 

premixed RDE. 

The solver was finally used to study the influences of cooling walls on the non-premixed RDE. It 

provided a novel approach to varying the wall temperature in the operation process. The flow field 

was qualitatively analysed to describe the evolution of the multi-wave structure in the process. The 

statistics of the thermicity presented the heat release according to different references, such as the 

local pressure and the equivalence ratio. This analysis quantified the reactions occurring in the 

detonation or deflagration regime. The internal flow structure led to unequal heat loads on the walls. 

The introduction of wall cooling had a limited influence on the temperature distribution in the middle 

of the channel. The numerical results highlight the potential usefulness of a cooling system in a long-

duration operation with only limited effects on detonation efficiency. In addition, the influences of 

channel width on the heat release were studied. The results indicated that despite the unburned 

pockets and insufficient mixing, the narrow RDE faced a severe thermal condition. The presence of 

parasitic combustion in a wide RDE led to the heat flux spike near the head plane. These 

understandings can aid in the experimental thermal management of RDE. 

9.2 Future work 

The present solver shows a stable capability on rotating detonation simulations, while it still has 

some limitations. The solver can only deal with geometries through a single block mapping strategy. 

The extension of the mapping strategy to a multi-block hierarchy can improve the ability of the solver 

to simulate more complex geometry. Besides, the sub-grid turbulence chemistry is neglected in the 

present solver and a finite rate laminar chemistry is employed based on the CHEMKIN library. The 

influences of turbulence chemistry interactions on detonation are still unknown as most studies in 

this community still adopt the induction chemistry assumption. The absence of turbulence chemistry 

for detonation problems is due to the fact that general turbulence models are primarily developed for 

subsonic combustion scenarios. The detonation simulation has been considered as a convection-

dominated problem; however, the secondary combustion waves play non-trivial roles in the RDE. If 

the adiabatic wall assumption is used, the low-pressure and low-velocity deflagration near the wall 

requires to be solved accurately. The influence of turbulence chemistry interactions will need to be 

studied for a non-ideal RDE simulation. 
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Another improvement on the present solver is in the aspect of computational efficiency when solving 

a chemistry involved problem. The load balance in the present solver adopts the same strategy as 

used in the original AMROC framework. The workload only considers the number of cells in each 

block and excludes the unbalanced computational cost of the chemistry part. The current method is 

conducting partition at a given time frequency on the coarsest level. As the mesh is refined at the 

location where the stiff chemistry is solved, this method can distribute more processors to these 

regions where the chemical reaction occurs. A more advanced dynamic load balancing method will 

be needed to tackle the load imbalance issues in a 3D rotating detonation simulation in the future. 

In addition to the accuracy and efficiency, the stability of the present solver can also be further studied 

when solving non-premixed detonation problems. Although the double-flux and hybrid-flux schemes 

have been implemented in this work, they have not been used to simulate the rotating detonation 

problems due to numerical crashes. Alternatively, a more diffusive Riemann solver was adopted to 

simulate the non-premixed detonation and retain its conservation properties. The numerical 

instabilities in the flow field with a large specific heat ratio gradient can only be solved with a non-

conservative or quasi-conservative approach. This is regarded as a compromise between the 

conservation and the numerical stability. These non-conservative schemes will need to be studied for 

their quantitative influences on rotating detonation before being used in RDE simulations. 

Based on the present numerical results obtained from the partially premixed RDE and wall-cooled 

RDE simulations with cooling walls, further investigation is necessary to explore additional physical 

issues. The effects of partial premixing on different injection schemes remain unknown and the 

blending of different fuels into the air stream has not been numerically studied. Besides, neither the 

adiabatic wall nor the isothermal wall boundary condition predicts the experimental initiation process 

correctly. A more advanced heat flux boundary condition can be applied to the walls to study the 

initial responses from the wall on the internal detonation structure. The study of initial ignition and 

detonation quenching will benefit from a time-varying heat flux boundary in RDE simulations. 
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Appendix A Mapping functions used for the mesh 

generation 

In this appendix, the mapping functions used in this thesis are introduced as follows. The 3D stretched 

mesh is generated by a clustering function as 
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where the clustering factor β is 6. The factor rd is set to 0.5 for the stretched mesh distributed in the 

domain centre. Lx, Ly and Lz are the total length of the domain in the x-, y- and z-direction, 

respectively. This stretched mesh is used for the cases in Section 4.1.4 and Section 4.1.5. 

The following function is used to generate the skewed mesh in Section 4.1.4, 
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(A.2) 

The mapping function for the 3D distorted mesh is given as 
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where the subscripts x and y denote the respective direction. L is the total length of the domain and 

S is the scaling factor in the respective direction. The scaling factor S is set to 0.075 for each direction. 

Both of these factors satisfy the constraint 0 ≤ 2πS ≤ 1 to ensure that the mesh does not tangle. The 

same distorted mapping is used in Section 4.1.4, Section 4.1.5, Section 4.1.6 and Section 4.2.1. The 

different computational domains in these cases result in different physical domains. The use of 

negative computational coordinates leads to a distorted boundary as shown in Figure 4.7, which is 

beneficial for verification. The non-negative computational coordinates hold the Cartesian boundary 

and distort the mesh in the centre as shown in Figure 4.11, which can be applied to a periodic 

boundary, i.e. in Section 4.1.6. 
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The mapping function for the skewed mesh in Section 4.1.5 is given as 
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For the 2D lid-driven cavity case in Section 4.2.3, the mesh is stretched near the boundaries in both 

directions by using 
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Lx and Ly are the domain length in the x- and y-direction, respectively. The computational space is 

set to [0, 1] × [0, 1]. The clustering parameter β is set to 1.2 in this case. 

For the 3D laminar boundary flow case in Section 4.2.4 and the 3D detonation/boundary flow case 

in Section 5.5, the mesh is only stretched in the y-direction with β as 1.05, 
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For the 2D unsteady shock-induced combustion case in Section 5.1, the mesh is generated through 

the function described in Ref. [168], 
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where the inner radius inr  is 7.5 mm. The outer radius ar  is 11 mm in the x-direction and br  is 15 mm 

in the y-direction. The computational domain is given as [0, 1] × [0, 1]. 

In Section 5.3, the pipe bend with a straight channel is constructed based on a piecewise function as 
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where Ly,1 = 0.56 and Ly,2 = 0.83 are the bounds of the straight part of the pipe. The length of the 

horizontal straight pipe Lx,1 is 13 cm and that of the vertical straight pipe Lx,2 is 4 cm in this case. rin 

and rout are the inner (2 cm) and outer radius (6 cm) of the pipe bend. W is the pipe width (4 cm). The 

computational space is set to [0, 1] × [0, 1] × [0, 1.6]. 

In Section 5.4, a convex combination mapping strategy [209] is used that reads 
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r1 denotes the radius of the mapped cylinder. The computational space is set to [0, 3] × [−1, 1] × 

[−1, 1]. 

In Section 6.1.2, Section 6.2.2 and Section 8.1, the cylindrical mapping is used for the annular RDE 

chamber as 
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ξ  is bounded by the inner and outer radius for the specific case and η  ranges from 0 to 2π. A 

periodic boundary condition is used to connect the domain in the η  direction. ζ  is the axial length 

of the chamber. In Section 7.2, Section 8.2 and Section 8.2, the boundary meshes are stretched by 

using the mapping, 
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. 

rin denotes the inner radius of the cylinder and W is the channel width. ξ  and ζ  both range between 

0 and 1. Lz is the axial length. The mesh is stretched near both the inner wall and outer wall. The 

mesh is also stretched in the axial direction with β as 1.2. 


	Table of Contents
	Table of Tables
	Table of Figures
	Research Thesis: Declaration of Authorship
	Acknowledgements
	Nomenclature
	Chapter 1 Introduction
	1.1 Motivation
	1.2 Research objectives and novelties
	1.3 Organisation of thesis

	Chapter 2 Literature review
	2.1 Detonation theory and detonative engines
	2.2 Rotating detonation engine (RDE)
	2.2.1 Partially premixed RDE
	2.2.2 Wall cooling of RDE

	2.3 Numerical investigations of RDE
	2.4 Applications of AMR to RDE simulations
	2.5 Chapter Summary

	Chapter 3 Numerical methods
	3.1 Governing equations
	3.1.1 Euler equations
	3.1.2 Navier-Stokes equations

	3.2 Mapping method
	3.3 Inviscid fluxes
	3.3.1 Advective Upstream Splitting Method (AUSM)
	3.3.2 Hybrid Roe/HLL scheme
	3.3.3 HLLC scheme

	3.4 MUSCL-Hancock method
	3.5 Numerical instabilities
	3.6 Viscous fluxes
	3.7 Adaptive mesh refinement
	3.7.1 Refinement criteria
	3.7.2 Restriction
	3.7.3 Prolongation
	3.7.4 Refinement parameters
	3.7.5 Fluxes correction

	3.8 Boundary conditions
	3.9 Geometric information
	3.10 Chapter summary

	Chapter 4 Verification and validation
	4.1 Verification
	4.1.1 Method of manufactured solutions
	4.1.2 2D inviscid MMS
	4.1.3 2D viscous MMS
	4.1.4 3D inviscid MMS
	4.1.5 3D viscous MMS
	4.1.6 Conservation test

	4.2 Validation
	4.2.1 Multispecies shock tube
	4.2.2 Multispecies shock box
	4.2.3 Lid-driven cavity
	4.2.4 Laminar boundary layer flow over a flat plate
	4.2.5 Non-premixed planar co-flow flame
	4.2.6 Shock bubble combustion

	4.3 Chapter summary

	Chapter 5 Simulations of high-speed reacting flows
	5.1 Unsteady shock-induced combustion
	5.2 2D cellular detonation structure
	5.3 3D detonation in a smooth pipe bend
	5.4 3D detonation in round tubes
	5.5 Detonation wave/boundary layer interaction
	5.6 Chapter summary

	Chapter 6 Numerical configurations of RDE
	6.1 Ethylene/oxygen RDE
	6.1.1 2D unwrapped plane
	6.1.2 3D annulus
	6.1.3 Mesh dependency study
	6.1.4 RDE initiation
	6.1.5 Comparison with experimental results

	6.2 Hydrogen/air RDE
	6.2.1 2D unwrapped plane
	6.2.2 3D annulus
	6.2.3 Mesh dependency study
	6.2.4 Comparison with experimental results

	6.3 Detonation cellular structure in RDE
	6.4 RDE workload balancing and scaling test
	6.5 Chapter summary

	Chapter 7 Premixed and non-premixed RDE
	7.1 Comparison of 2D premixed and non-premixed RDE
	7.1.1 Number of detonation heads
	7.1.2 Detonation velocity deficits
	7.1.3 RDE performance

	7.2 3D Partially premixed RDE
	7.2.1 Partially premixed flow field
	7.2.2 Effects of premixing on heat release
	7.2.3 RDE performance

	7.3 Chapter summary

	Chapter 8 Effects of the wall conditions on RDE
	8.1 Comparison of adiabatic and isothermal walls
	8.2 Effects of the non-slip walls
	8.3 Effects of the channel width
	8.4 Chapter summary

	Chapter 9 Conclusions
	9.1 Summary and contributions
	9.2 Future work

	References
	Appendix A Mapping functions used for the mesh generation

