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ABSTRACT:
The evolution of observed dominant frequencies from a high-intensity infrasonic pulse with receiver range and strato-

spheric temperature is investigated using direct numerical simulations of the two-dimensional unsteady compressible

Navier-Stokes equations. There is a high level of uncertainty in estimating source dominant frequencies based on received

signals at sparse points on the ground. Nonlinear propagation effects in the ground-level thermospheric arrivals are found

to significantly alter dominant frequency measurements compared to stratospheric arrivals with smaller amplitude sources.

With a larger amplitude source, variations in observations are minimized as a result of nonlinear effects being ubiquitous

across all atmospheric components of received signals but have a greater offset to the source dominant frequency. An

approach to determine the source dominant frequency and minimize atmospheric variability is presented by calculating a

source-to-receiver spectral transfer function averaged across the atmospheric states. This method reduces atmospheric var-

iability in source frequency estimates within the pseudo-linear propagation regime and the average error to the known

source frequency with a large amplitude source. The reduction of errors in source frequency estimates demonstrates the

feasibility of using remote infrasound measurements as an indicator of source frequency and, in turn, the explosive yield

of clandestine nuclear weapon test explosions.
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I. INTRODUCTION

The opening of the Comprehensive Nuclear-Test-Ban

Treaty (CTBT) in 1996, along with its requirements for veri-

fication of compliance, has prompted the study of various

explosive phenomena and their remote detection. Infrasound

is a realistic candidate for such investigations because it can

traverse hundreds to thousands of kilometers and be

detected at ground level.1 Consequently, a global infrasound

detection network, the International Monitoring System

(IMS), was established to support treaty verification and will

comprise 60 detection array stations situated in 35 countries

across the world on completion.2

Determining the origin of signals detected at these stations,

as well as source properties, requires a comprehensive under-

standing of infrasound propagation through the atmosphere—

numerical propagation modeling permits the use of investiga-

tions to develop this understanding. Low-fidelity modeling

approaches prove an efficient method, although at the expense

of the generality of the atmospheric state and acoustic field.

Ray methods are a popular choice resulting from the ease of

illustration of ray trajectories, however, the simplification of

wave representation as ray paths instead of a continuous field

neglects phenomena such as diffraction or scattering.3 These

effects require additional treatment, such as that used for propa-

gation through caustics.4 Restrictions, such as weakly range-

dependent atmospheres5 and no cross-winds6 in modal-expan-

sion-based models, also limit their functionality, whereas para-

bolic equation models, although perhaps the most versatile

low-fidelity modeling approach with solutions developed for

wide-angle propagation in three-dimensional (3D) inhomoge-

neous moving media,7 still do not represent a complete descrip-

tion of infrasound propagation. Realistic acoustic field

distortion in the atmosphere requires the inclusion of nonlinear

propagation effects. Extensions have been made to existing

low-fidelity modeling approaches to include weakly nonlinear

effects,8,9 and investigations of thermospheric infrasound arriv-

als at ground level in the finite-amplitude, geometrical limit

have demonstrated a strong dependence between remote spec-

tra and source overpressure, positing thermospheric infrasound

as a reliable indicator of explosive yield.10 Although these

methods demonstrate promise for the efficient calculation of

nonlinear atmospheric infrasound, it is also noted that more

robust propagation models are needed for complete understand-

ing of thermospheric infrasound.10

The requirement for nonlinear propagation modeling in

the context of the detection of clandestine nuclear weapon

test explosions is apparent within close vicinity to the source

location, where source pressure amplitudes can be several

orders of magnitude larger than the ambient pressure level.11a)Email: L.J.Tope@soton.ac.uk
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The exponential reduction of ambient atmospheric density

with altitude also results in acoustic overpressure ratios in

the thermosphere, which are several orders of magnitude

larger than those at lower altitudes. Nonlinear propagation

is, therefore, much more prevalent at such altitudes, result-

ing in signal steepening and lengthening.12 N-wave forma-

tion along these propagation paths, followed by passage

through caustics, has resulted in U-wave shaped signature

observations at ground level.13

In recent years, there has been a progression toward the cal-

culation of nonlinear infrasound propagation through direct

numerical simulations (DNS) of the governing fluid dynamics

equations. Such an approach allows for general fluids and source

profiles, permitting investigations of the influence of more com-

plex medium properties, including varying ground topography14

and turbulent fields in the atmosphere.15 Numerous studies have

demonstrated these methods’ feasibilities for observing propaga-

tion effects which low-fidelity models, thus far, have been

unable to replicate, including nonlinear waveform distortion

with different source strengths;16 N-wave phase shifts through a

thermospheric caustic;17 and non-self-similar distortion of

upward-propagating N-waves in the thermosphere.18

The dominant acoustic frequency can be used as an indi-

cator of explosive yield19 and is appealing over amplitude-

based parameters because it is less sensitive to variations in

atmospheric conditions, and frequency-dependent acoustic

attenuation is relatively well understood.20 Accordingly, in

this work, DNSs of the two-dimensional Navier-Stokes

equations are performed with the injection of a pulsed infra-

sonic source in realistic atmospheres, and observations of

spectral transformations over range are made to ascertain

uncertainties in different methods of determining the source

dominant frequency. This aims to quantify uncertainties

resulting from atmospheric and source conditions in methods

based on averaging of these properties.

The paper is organized as follows. Section II outlines

the governing equations and numerical methods used along

with atmospheric and source specifications for the present

simulations. Section III illustrates the variation of dominant

frequencies of remotely detected signals with stratospheric

temperatures and receiver ranges and introduces the

approach used to minimize variations in these observations

between different atmospheric states. Section IV uses obser-

vations of the full spectra of remote signals to calculate

atmosphere-averaged source-to-receiver transfer functions,

and the errors induced in dominant frequency approxima-

tions using these functions are determined. Last, Sec. V pro-

vides some concluding remarks.

II. PROBLEM OUTLINE AND METHODOLOGY

The current problem of simulating the acoustic field

generated by an explosive source in realistic atmospheric

conditions using DNS techniques is illustrated in Fig. 1.

This section describes the problem setup and computational

methodologies used in this study.

A. Computational domain and grid geometry

For the purposes of this study, the computational

domain is a two-dimensional rectangular box of dimensions

(Lx, Lz) with a no-slip boundary condition along the bound-

ary ðx; 0Þ to replicate the Earth’s surface. All other domain

boundaries are padded with an additional Ls in which an

artificial absorption “sponge-layer” is implemented to force

the numerical solution to the ambient atmospheric condition

and prevent spurious numerical reflections from their

respective outer boundaries. DNS techniques are based on

finite-differencing schemes and as such the computation

domain is discretized into a regular grid. The grid points are

uniformly spaced in much of the domain with the exception

of increasing grid spacing in the sponge zones to further dis-

sipate perturbations to ambient atmospheric state. Grid-

stretching is also employed for large altitudes, z > zu km,

because thermoviscous absorption contributes significantly

more to acoustic field dissipation at thermospheric altitudes

and with a strength proportional to the square of fre-

quency,20 precluding the necessity of fine grid spacings

required at lower altitudes.

FIG. 1. (Color online) Sketch

of the computational domain.

The near-field region indicates

where the grid spacing is uni-

form before grid-stretching is

applied. The source is located

directly above the origin,

xsource ¼ ð0; zsourceÞT . The

source in the figure is displayed

at zsource ¼ 0 for diagrammatic

purposes.
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B. Governing equations

To model the propagation of infrasound through the

atmosphere, the two-dimensional compressible Navier-

Stokes equations in a conservative form are used. These

equations are transformed onto a generalized coordinate sys-

tem, with source terms for the explosion and sponge-zone

forcing previously discussed. Such a system of equations

describes the evolution of the ambient atmospheric state fur-

ther to acoustic perturbations. Numerical gradients of the

ambient atmospheric condition must be highly resolved to

retain numerical stability and, accordingly, these high-

precision computations are avoided by subtracting the

ambient hydrostatic equilibrium terms in the governing

equations16,17 such that
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Here, the indices, i¼ 1, 2 and j¼ 1, 2, denote the two dimen-

sions, whereas the conservative variables and flux vectors

are given by
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where the stress tensor and heat flux vector are written as
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for generalized coordinates ni ¼ fn; fg, Cartesian coordi-

nates xj ¼ fx; zg, Kronecker delta dij, uj ¼ fu; vg; et

¼ p=½ðc� 1Þq� þ ujuj=2, ratio of specific heat ratios c ¼ 1:4
for air, and Prandtl number Pr ¼ 0:72. The dynamic viscos-

ity, l, is calculated using Sutherland’s law.21 The coordinate

transformation from the Cartesian grid, xj, to the generalized

grid, ni, has the Jacobian determinant J�1 ¼ j@ðx; zÞ=
@ðn; fÞj. The use of the perturbed fluid pressure p0 ¼ p �p0,

velocity u0j ¼ uj � uj0, and temperature T0 ¼ T � T0 negates

the requirement for accurate numerical modeling of the

ambient hydrostatic equilibrium condition,

dp0

dz
¼ �q0g; (4)

for gravitational acceleration, g, whilst also preventing time-

evolution of the ambient state by neglecting diffusion of the

ambient flow during acoustic propagation.17 The corre-

sponding buoyancy vector, C0, is given by C0 ¼ ½0; 0;
q0g; q0gvþ p0r � u�T . Acoustic sources are included in the

vector S, and the additional source, Sr, is an artificial

absorption term used to supplement the radiation boundary

conditions.

C. Numerical methods

Equation (1) is solved using high-order numerical

schemes initially developed for application to aeroacoustic

simulations. Flux derivatives are calculated using fourth-

order pentadiagonal compact finite-difference schemes with

a seven-point stencil22 whilst numerical stability is sustained

with sixth-order pentadiagonal compact filters with a cutoff

wavenumber of 0:85p when normalized by the grid spac-

ing.23 These filters were determined to be sufficient in main-

taining numerical stability and accuracy during nonlinear

wave steepening for the present simulation parameters with-

out additional artificial dissipation typically employed in the

vicinity of shock fronts in DNS methods. Near and on the

boundaries, polynomial-trigonometric blended extrapolation

functions are used to devise noncentral compact schemes.

Explicit time advancing of the solution is performed using a

fourth-order Runge-Kutta scheme. The time step is deter-

mined by the smallest of the permissible time steps for a

given Courant number, C ¼ cDt=D, and Fourier number,

Fo ¼ lDt=D2q, for a given grid spacing, D. Numerical sta-

bility of the ambient condition was found to be achieved

with a Fourier number Fo ¼ 0:15.

The boundary conditions used in the present study along

the x- and z-directions are depicted in Fig. 1. The nonreflect-

ing and no-slip wall boundary conditions are based on a

quasi-linear characteristic wave equation.24,25 A fixed tem-

perature and zero fluid velocity condition are also used along

the wall boundary at z¼ 0. Sponge zones are employed to

suppress outgoing disturbances before reaching the nonre-

flecting radiation boundary conditions. Disturbances near

the nonreflecting boundaries are forced toward the ambient

flow condition by the sponge-zone source term, Sr, in Eq.

(1).26 This term is zero in the computation space and gradu-

ally increases to a maximum value, r0 ¼ 0:1, at the bound-

ary. Acoustic waves are attenuated and absorbed in the

sponge-layer to prevent numerical reflections.

D. Atmospheric state

Perhaps the largest subset of the parameter space that

affects source-to-receiver transformations is that of the

atmospheric state. To develop models for such transforma-

tions in atmospheres with various ducting characteristics,

initially, simple atmospheric specifications are provided in

the current work with the aim that additional complexity be

added in future work to investigate the influence of addi-

tional physical effects on spectral transformations. To this

end, eight different atmospheric states, H, are considered to

investigate the influence of stratospheric ducting strength on

remote spectra characterization. All H are static over acous-

tic time scales and invariant with range such that H � HðzÞ.
A baseline temperature profile, Tb, is obtained by using the

open-source climatological atmospheric model NRLMSISE-

00.27 This is an empirical model based on historical weather

data, which, for given time and location specifications, out-

puts the relative composition and temperature of the

J. Acoust. Soc. Am. 155 (1), January 2024 Tope et al. 467

https://doi.org/10.1121/10.0024338

https://doi.org/10.1121/10.0024338


atmosphere. To generate the atmosphere used for this study,

the inputs given in Table I were used.

Additional space weather data required as inputs to the

model can be found in Ref. 28. A perturbation is applied to

the baseline temperature to generate a stratospheric maxi-

mum that is greater than or equal to the ground-level tem-

perature to ensure refraction of the acoustic field toward the

ground. This perturbation takes the form of a Gaussian

function T0iðzÞ ¼ TbðzÞ þ dTi exp ½�4 ln ð2Þðz� zrefÞ2=152�,
where the reference altitude, zref ¼ 47:7 km, is the altitude

at which the stratospheric temperature peak occurs in TbðzÞ,
and dTi yield sound speed peaks in the stratosphere, dc0i

¼ f0; 1; 2; 4; 8; 16; 24; 32gm s�1, for dc0 ¼ maxz<100 km½c0ðzÞ�
�c0ðz ¼ 0Þ. The maximum stratospheric temperature mod-

eled in T08 is � 64 �C, which is considerably warm for typi-

cal stratospheric temperatures but has been observed in

extreme cases of sudden stratospheric warming (SSW).29

The atmospheric states are simply completed by com-

puting the numerical integral of Eq. (4) with the ideal gas

law, q0i ¼ p0i=RT0i, to obtain the ambient pressure and den-

sity for a ground-level pressure of 101 325 Pa. The atmos-

pheres are considered stationary and, as such, no ambient

winds, u0 ¼ ½u0; v0�, are imposed, therefore, u0ðzÞ ¼ v0ðzÞ
¼ 0. As previously stated, it is left as an outlook for future

work that additional atmospheric complexity, such as tem-

perature- and wind-induced ducting, be included in these

simulations to further develop models for spectral transfor-

mations. These atmospheric states are denoted as Hi

¼ fT0i; p0i; q0i; u0iðzÞ ¼ 0 8 zg. The sound speed profiles,

c0iðzÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cRT0iðzÞ

p
, are depicted in Fig. 2.

E. Source definition

To replicate the rapid injection of large amounts of

energy from explosive events, a forcing term is imple-

mented in the energy equation S ¼ ½0; 0; 0;S�T . The time-

dependence of the source term is given by the derivative of

a Gaussian pulse with half-width t1=2 whilst the spatial dis-

tribution of the source is also prescribed by a Gaussian func-

tion with half-width r1=2 such that

Sðx; tÞ ¼ A � �2btðt� t0Þe�btðt�t0Þ2 � e�brr2

; (5)

for r2 ¼ jx� xsourcej2; bt ¼ 4lnð2Þ=t21=2, and br ¼ 4 lnð2Þ=
r2

1=2. The parameter, A, is used to prescribe the source

strength and expressed in units of source pressure amplitude,

Pa. This particular source model is similar to those previ-

ously used in the literature and was chosen because of its N-

like pressure signature at the source location.17 Indeed, atmo-

spheric signal properties from such a source model have been

well documented.16–18 Two source amplitudes are used,

A ¼ 103 Pa and A ¼ 104 Pa, as it was found that nonlinear

effects were observed in stratospheric arrivals for A ¼ 104 Pa

but not for A ¼ 103 Pa. This allows the present work to quan-

tify the influence of nonlinear effects on source characteriza-

tion. The spatial half-width of the source is set to r1=2 ¼ 1 km,

and the time width of the pulse is set to t1=2 ¼ 1 s. The pulse

onset time is given by t0 ¼ 3t1=2, and the source location is set

to an airburst of xsource ¼ ½0; 1:5� km. Both sources, therefore,

have the same dominant frequency, fD ¼ f f j SUUð f Þ
¼ maxf 0SUUð f 0Þg, hence, any observed variations in the

remote signals between the two sources are caused by ampli-

tude differences alone. Using this source profile yields a time

signature and power spectral density (PSD) at ground level

below the source displayed in Fig. 3.

F. Numerical details

A domain of size Dphysical ¼ fx 2 ½�150; 615� km;
z 2 ½0; 170� kmg, where sponge zones of size Ls¼ 30 km

appended as depicted in Fig. 1, is used. The computational

domain is discretized using Nx¼ 12 800, Nz¼ 2800 grid

points. As a result of the large increase in thermoviscous

absorption at thermospheric altitudes,20 grid-stretching is

employed from z > zu ¼ 130 km such that dampened high

frequencies are not unnecessarily resolved. This results in

grid spacing, D ¼ Dx ¼ Dz ¼ 62 m, in the uniform-grid

region, Duniform ¼ fx 2 ½�150; 615� km; z 2 ½0; 130 kmg.
The grid spacing at z¼ 170 km, immediately before more

aggressive sponge-zone grid-stretching, is D � 100 m. For

the present source parameters, this corresponds to a mini-

mum of �37.8 points-per-wavelength at the source domi-

nant frequency, fD ¼ 0:14 Hz, in Duniform and � 55 points-

per-wavelength for the same frequency at 170 km due to the

difference in sound speed, c0ðzÞ, at each altitude. The

TABLE I. Input parameters used in NRLMSISE-00 model to generate the

atmospheric profile used in the present study.

Input parameter Value

Year and day 2013/1/14

Time of day 12:00 UTC

Geodetic latitude 51.5074�

Longitude �0.1278�

FIG. 2. (Color online) Speed of sound used for simulations of infrasound

propagation through atmospheres of different stratospheric ducting

strengths.
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maximum frequency resolved using eight points-per-wave-

length is 0.54 Hz in Duniform and 0.68 Hz at 170 km altitude.

The time step determined by the Fourier number is more

restrictive at thermospheric altitudes than at the Courant

number, which with the present grid parameters results in

Dt � 4	 10�3 s.

The ambient density of the atmosphere generally

decreases exponentially with altitude such that at above

�160 km, the density is on the order of 9 orders of magni-

tude smaller than at ground level. At such altitudes, the

overpressure ratio of acoustic perturbations to the ambient

condition is likely to be much larger than that at lower alti-

tudes. To reduce the relative amplitude of the acoustic per-

turbations and, thus, complement the radiation boundary

condition at high altitudes, the ambient pressure and density

within the sponge zone is artificially increased by slowly

reducing the gravitational strength from g to –g.16 Further,

inside the sponge region, z > Lz, the viscosity is artificially

reduced via an exponential decay function such that the

small densities and large viscosities do not affect the time

step imposed by the Fourier condition.

The computation is parallelized via domain decomposi-

tion and message passing interface (MPI) approaches. The

calculation of numerical fluxes and filtering requires the

inversion of the pentadiagonal coefficient matrices. A paral-

lelization approach based on quasi-disjoint matrix systems30

is used to avoid numerical artifacts at subdomain bound-

aries. This method has been shown to provide superlinear

scalability with the number of cores/subdomains used. With

1280 processor cores on the University of Southampton

IRIDIS supercomputing cluster, this resulted in a run-time

of �13 h per case.

III. VARIATIONS IN REMOTE SPECTRA WITH
STRATOSPHERIC TEMPERATURES

A. Characterization of the acoustic field

Acoustic amplitudes scale proportionally with the

square of the exponentially decaying ambient density.31

Accordingly, the acoustic pressure field is scaled by the

source amplitude, A, and
ffiffiffiffiffi
q0

p
such that

Uðx; tÞ ¼ pðx; tÞ � p0ðxÞ
A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q0ðxsourceÞ

q0ðxÞ

s
: (6)

For frequency-domain analyses, the PSD is calculated.

Before frequency-domain transformations are made, the

zero-frequency component is removed through

Uaðx; tÞ ¼ Uðx; tÞ � �UðxÞ; (7)

where �UðxÞ denotes the time-averaged normalized pressure.

The one-sided PSD of the pressure fluctuations is then cal-

culated by32

SUUðx; f Þ ¼ lim
T!1

Ûaðx; f ; TÞÛ


aðx; f ; TÞ

T
; (8)

where Ûa denotes a discrete Fourier transform approxima-

tion of the continuous transformation,

Ûaðx; f ; TÞ ¼
ðT

�T

Uðx; tÞe�2piftdt; (9)

and “*” denotes the complex conjugate.

To suppress numerical artifacts in the frequency-

domain transformation and subsequently calculated transfer

functions, piecewise-averaging of the power spectra, SUU, is

employed,

Si
UU ¼

Xn

j¼�nþ1

Si�j�1
UU þ Siþj

UU

2n
; (10)

where Si
UU ¼ SUUð f iÞ and a uniform frequency spacing,

f iþ1 � f i ¼ Df 8 i, is assumed. Persisting numerical oscilla-

tions in the power spectra are filtered out by using cubic

spline interpolation with the numerical peaks as knot loca-

tions in frequency ranges where numerical oscillations are

prevalent. Boundary conditions that match the derivative of

the spline functions to the original spectra gradient in adja-

cent frequency ranges where numerical peaks are absent are

used to maintain a continuous interpolated function.

B. Description of the acoustic field

The acoustic field initially propagates uniformly in

space, where waves detected on the ground are solely from

direct source-to-receiver propagation paths along the

ground, UG. Temperature gradients rapidly distort the acous-

tic field from its initial spherical distribution. Negative

FIG. 3. Normalized pressure

waveform,

U ¼ p0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q0ðzsourceÞ

p
=A

ffiffiffiffiffiffiffiffiffiffiffi
q0ð0Þ

p
,

and PSD, SUU, of the

A ¼ 103 Pa signal detected at

ground level below the source

location.
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temperature gradients in the troposphere result in upward

refraction of the acoustic field, whereas positive temperature

gradients in the stratosphere induce refraction back toward

ground level. These stratospheric refractions are subse-

quently observed on the ground and denoted US. Reflections

of US from the Earth’s surface, US2
, are observed on the

ground at larger ranges via the same refraction mechanisms.

Acoustic energy, which has not been ducted within the

Earth-stratosphere waveguide, continues to propagate

upward before refracting back toward the ground because of

large positive temperature gradients in the thermosphere.

This thermospheric refraction, UT , typically has a zone of

audibility, where it can be detected at ground level, between

those of US and US2
. The ranges and time of arrival of these

different signal components at ground level vary signifi-

cantly between each atmosphere due to varying ducting

strengths. As a representation of the acoustic field develop-

ment, snapshots of the acoustic field within the atmosphere

H2ðzÞ are depicted in Fig. 4.

Atmospheres with varying ducting strengths not only

yield remote signals with different arrival times and audibil-

ity zones for atmospheric refractions, but the magnitude of

these signal components varies also. Figure 5 depicts the

scaled pressure at retarded time, s ¼ t� x=c0ðz ¼ 0Þ, as a

function of range for the atmospheres with the smallest and

largest stratospheric temperatures, H1ðzÞ and H8ðzÞ,
respectively.

The differences in magnitude of the atmospheric com-

ponents as a function of stratospheric temperatures is intui-

tive as larger stratospheric temperatures cause a greater

proportion of the acoustic energy spectrum to be contained

within the Earth-stratosphere waveguide. However, the con-

sequence of stratospheric temperature variations on domi-

nant frequencies observed at ground level, labeled fD, is not

immediately clear a priori. Figure 5 demonstrates that for

low-temperature stratospheres, thermospheric magnitudes

are significant between overlapping audibility zones for the

stratospheric components US and US2
. Contrastingly, in

high-temperature stratospheres, the overlapping strato-

spheric audibility zones contain stratospheric components of

magnitudes that are significantly larger than the thermo-

spheric component. The dominant frequencies of the com-

posite signal are, therefore, subject to a large degree of

variation at any given range for different atmospheric condi-

tions. Furthermore, the functional dependence of fDðxÞ adds

an additional degree of variation between atmospheric con-

ditions. Therefore, remote observations of dominant infra-

sonic frequencies are likely to be largely variable between

different atmospheric conditions.

C. Variation of remote dominant frequency

To quantify the uncertainties in yield calculations from

observations of remote dominant frequencies, it is necessary

to ascertain the magnitude of discrepancies in fD from differ-

ent atmospheric conditions. Figure 6 presents the observed

fD for the atmospheres H1ðzÞ and H8ðzÞ and peak source

magnitudes A ¼ 103 and A ¼ 104 Pa.

Figure 6 demonstrates that atmospheres of different

stratospheric ducting strength give rise to remote signals

which vary in dominant frequency and its gradient with the

receiver range as a result of different onset ranges of the

audibility zone and the maximum return height of waves

bound within the Earth-stratospheric waveguide. H1ðzÞ
yields lower dominant frequencies observed at range than

the warmer stratospheric case H8ðzÞ, whereas the rate of

change of these observed frequencies with range is similarly

smaller for lower stratospheric temperatures. Differences in

the functional variation of fDðxÞ between the two atmos-

pheres can be interpreted by the proportion of energy bound

within the waveguide for different propagation paths.

However, the prominence of purely stratospheric arrivals at

ground level for the warmer stratosphere reduces the influ-

ence of nonlinear propagation and thermoviscous absorp-

tion, maintaining a consistent frequency band for each

stratospheric arrival. With weaker stratospheric ducting, the

thermospheric component contributes to the dominant fre-

quency within stratospheric shadow zones. For H1ðzÞ, this is

within the range 400–500 km, where the observed dominant

frequency is much lower than at other ranges, as a result of

signal lengthening from nonlinear propagation and high-

frequency absorption within the thermosphere.

FIG. 4. (Color online) Logarithm of the normalized acoustic pressure in the

physical domain at different simulation times. The stratospheric refractions,

US and US2
, and thermospheric refraction, UT , are observed at ground level

for the given ranges and simulation times.
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With the larger source amplitude, the dominant fre-

quency and its rate of change with receiver range are reduced

relative to the smaller source amplitude. This is most appar-

ent for the stratospheric arrivals. Accordingly, remote domi-

nant frequencies observed in atmosphere H8ðzÞ from peak

source amplitudes A ¼ 103 and A ¼ 104 Pa differ consis-

tently for all ranges where atmospheric refractions are

observed. Contrastingly, H1ðzÞ yields discrepancies between

observed frequencies for the two source amplitudes at ranges

where the stratospheric components are dominant, but at

400–500 km range where the thermospheric arrival domi-

nates, nonlinear propagation effects are observed for both

sources, yielding an approximately equal dominant fre-

quency. The observed frequency from the thermospheric

component is also more comparable to those from the strato-

spheric components with a peak source magnitude of

A ¼ 104 Pa, reducing the variability of fD with range further

to the reduced rate of change within stratospheric audibility

zones.

D. Normalized receiver range

The variation in observed dominant frequencies

between different atmospheres is largely influenced by the

differing geometrical structure of the acoustic field. To min-

imize these discrepancies with the aim of using remote

frequency measurements as a reliable indicator of source

frequency, the range is normalized by the nearest remote

receiver of an atmospheric arrival. Using two-dimensional

ray-tracing,33 the nearest receiver of an atmospheric arrival

for a given ray inclination angle h, xnðhÞ, was determined by

the range of the first minimum of the ray trajectory, z(x).

The nearest receiver distance is then the minimum value of

the function xnðhÞ; xnearest ¼ minhxnðhÞ. The receiver dis-

tance functions, xnðhÞ, calculated for each atmosphere, Hi,

are depicted in Fig. 7.

The effect of reducing variability between remote sig-

nals from different atmospheric conditions by comparing

results at normalized ranges, x
 ¼ x=xnearest, is demonstrated

by the ray paths given in Fig. 8.

In Fig. 8, the atmospheres with the smallest and largest

stratospheric temperatures, H1 and H8, respectively, are

shown to exhibit greatly different ranges, x, of stratospheric

arrivals. In particular, the first atmospheric arrival in H1

occurs within a partial shadow zone between subsequent

atmospheric arrivals in H8. Comparing signals at ranges, x,

between these two atmospheres is clearly problematic.

Using the normalized range approach, therefore, allows for

comparisons between atmospheres where there are common

refraction-induced atmospheric arrivals.

The geometrical acoustic method used to generate xnðhÞ
does not account for diffraction and, thus, yields larger pre-

dicted xnearest than those observed from the simulation sig-

nals. This effect would be most clear in atmospheres with

no stratospheric ducting predicted by ray models, yet, where

stratospheric diffraction is observed.17 In the present results,

the atmosphere, H1ðzÞ, has a predicted xnearest ¼ 281 km by

the ray model, whereas the –60 dB contour in Fig. 5 indi-

cates that the diffracted wavefront is prominent in magni-

tude from a range �190 km. Despite this, the approximate

range from the ray method is a more accurate indicator of

the geometrical structure of the acoustic field because inte-

ger values of x
 correspond to successive observed bounces

of the stratospheric component, as depicted in Fig. 8. This

cyclical behavior of successive observations is not immedi-

ately clear in the diffracted arrivals observed in Fig. 5.

Although the geometrical structure of ray paths between dif-

ferent atmospheres still varies over x
, the retention of com-

mon composite signals from atmospheric refractions for

different Hi is expected to minimize atmospheric variability

to a much larger degree. Figure 9 depicts the range of

FIG. 5. (Color online) Logarithm of the normalized acoustic pressure

observed at ground level at a range x with retarded time s ¼ t� x=c0ðz
¼ 0Þ from propagation in atmospheres H1ðzÞ and H8ðzÞ.

FIG. 6. (Color online) Dominant frequency, fD, of sig-

nals detected with range x for propagation through

atmospheres (a) H1ðzÞ and (b) H8ðzÞ. Data points are

taken from ranges at intervals of 10 km. The dashed

lines represent a linear fit of fDðxÞ to demonstrate the

effective range of the dominant signal components,

which are labeled accordingly.
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discrepancies in the remote dominant frequencies to the

source value, dfD ¼ fDreceiver
� fDsource

, for all atmospheres for

normalized ranges, x
 2 ½1; 2�.
As indicated in the comparisons of the observed domi-

nant frequencies in atmospheres H1ðzÞ and H8ðzÞ, depicted

in Fig. 6, the largest source amplitude yields a much larger

difference to the source dominant frequency, averaging at

�0.1 Hz (77%), but the variations across different atmo-

spheric conditions and receiver ranges are significantly

smaller. In contrast, for approximately linear propagation,

where A ¼ 103 Pa, the average errors at ranges near the

onset of the stratospheric audibility zones are much smaller,

averaging at �0:029 Hz (20%) for 1 < x
 < 1:4 but have a

large degree of variation between atmospheres. This is par-

ticularly noted at ranges where the US audibility zone dimin-

ishes, and thermospheric components influence the observed

spectra. Whilst the influence of nonlinear propagation

clearly inhibits the efficacy of using remote dominant fre-

quencies to approximate the source value, the minimal vari-

ation between different atmospheric conditions, especially

at the onset of the audibility zones, suggests that suitable

corrections to remote observations could be made for a gen-

eral atmosphere to improve the estimate of the source domi-

nant frequency at range. By way of an example, the average

offset in source-to-receiver fD—depicted by the lines and

points in Fig. 9—is subtracted from the observed dominant

frequency to obtain a refined estimate of the source, fD. This

is shown in Fig. 10.

IV. APPROXIMATIONS OF REMOTE SPECTRAL
TRANSFORMATIONS

Section III demonstrated that using remote spectral

properties to approximate those of the source can yield

uncertainties from atmospheric variability, nonlinear propa-

gation, and receiver range. This section aims to, instead,

investigate the transformation of the entire infrasound spec-

trum due to passage through the atmosphere and whether a

general transfer function based on averaged atmospheric

conditions can yield accurate approximations for the source

dominant frequency, where reduced variability is the result

of the atmospheric state.

A. Characterization of power spectra transformations

To investigate the feasibility of estimating the source

dominant frequency from remote spectra for a range of

atmospheric conditions, first, it is necessary to develop a

model for the forward transformation of the spectral compo-

nents—from the source to the receiver. Such a model can

then be used to inform the choice of the inverse transforma-

tion and, in turn, the source spectra. A transfer function, H,

with a simple inverse is, therefore, considered as follows:

SUUðx; f Þ ¼ HðSUUðxsource; f ÞÞ
¼ Wðx; f ;HÞSUUðxsource; f ÞÞ;

(11)

such that W is determined by the remote spectra normalized

by the source spectra. Likewise, once a model for the trans-

fer function, Wðx; f ;HÞ, has been determined, the inverse

can be used to approximate the source spectra,

SUUðxsource; f Þ ¼ Wðx; f ;HÞ�1SUUðx; f Þ: (12)

In the calculation of the transfer functions, the source spec-

tra are approximated by the spectra at ground level, 1.5 km

below the source center.

B. Transfer functions at normalized range

Transfer functions for normalized receiver ranges,

x
 ¼ f1; 1:5; 2g, are depicted in Figs. 11–13 for source mag-

nitudes A ¼ 103 and A ¼ 104 Pa.

At the normalized range, x
 ¼ 1, each atmosphere

yields the first stratospheric arrival at ground level. The

transfer functions at this range are, therefore, dominated by

the US component as the ground component, UG, is severely

attenuated and thermospheric arrivals are not detected.

Despite the variation in ray paths of the stratospheric refrac-

tions observed at this range from different atmospheric con-

ditions, discrepancies between transfer functions within the

frequency band 0.02–0.1 Hz are minimal for both source

FIG. 7. (Color online) Ray receiver distance with inclination angle with

overall nearest receiver xnearest for each atmosphere Hi.

FIG. 8. (Color online) Ray paths from

atmospheres H1 and H8 with physical

ranges x and normalized ranges x
.
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amplitudes. Deviations seem to occur where prominent fea-

tures of the transfer functions appear. First, for smaller

stratospheric atmospheric sound speeds, an increase in W is

observed at f � 0:01 Hz but is less pronounced for increas-

ing stratospheric ducting strengths. Second, the spectra at

f � 0:2 Hz is attenuated more heavily than at other frequen-

cies, in particular, when nonlinear propagation effects cause

spectral shifts from signal lengthening and steepening.

The strength of this attenuation varies by up to 2 orders of

magnitude between the atmospheres H1ðzÞ and H8ðzÞ with a

peak source magnitude of A ¼ 103 Pa. Last, the increase in

magnitude at frequencies f> 0.3 Hz results vary between

atmospheres with stronger stratospheric ducting yielding

greater amplification of these spectral components. At

f¼ 1 Hz, differences in W between H1 and H8 are as great

as 4 orders of magnitude for A ¼ 103 Pa. Discrepancies

between different atmospheres are similarly observed in this

frequency range for A ¼ 104 Pa, although at f¼ 1 Hz, the

maximum difference observed is �2 orders of magnitude

between H1ðzÞ and H8ðzÞ.
Within the partial shadow zone between the arrival US

and US2
, it is expected that there is greater variability

between different atmospheres as was observed in Sec. III

for the dominant frequency. This is due to the greater varia-

tion of stratospheric arrival paths at these ranges as well as

the prominence of the thermospheric component. Increased

deviations in W for different H at x
 ¼ 1:5 with respect to

those at x
 ¼ 1 are observed in Fig. 12.

Discrepancies in WðHÞ within the frequency band

0.02–0.1 Hz increase by an order of magnitude for both val-

ues of A displayed compared to the minimal differences

observed at x
 ¼ 1, whereas at the frequency extrema, dis-

crepancies are more comparable. The atmosphere H8 yields

larger spectral strengths within this frequency band whilst

atmospheres with weaker stratospheric ducting display

greater attenuation. As demonstrated in Fig. 5, at range

x
 ¼ 1:5, the atmosphere H8 is dominated by stratospheric

components, whereas for H1, thermospheric components are

of comparable magnitude to US and US2
, thus, heavily

affecting the transfer function. The larger propensity for

nonlinear propagation and absorption at thermospheric alti-

tudes compared to stratospheric altitudes, therefore, appears

to induce these increased discrepancies.

At x
 ¼ 2, the stratospheric component again dominates

the remote signals for all atmospheres, and, hence, compari-

sons of transfer functions are more appropriate. The transfer

functions at this range are depicted in Fig. 13.

At these ranges, for A ¼ 103 Pa, the difference in mag-

nitude between the local W maxima at f � 0:02 Hz and min-

ima at f � 0:1 Hz is larger than that observed at x
 ¼ 1. For

the atmospheres with largest amount of stratospheric duct-

ing, the local W maxima at f � 0:02 Hz is indeed larger at

this range despite increased losses associated with the

greater path lengths traversed. This is attributed to greater

influence of nonlinear propagation effects in US2
compared

FIG. 9. (Color online) Measured offset between the remote and source

dominant frequency with normalized range. The lines and points indicate

the average difference to the source, fD, for all atmospheres whilst the

bounds of the corresponding shaded regions indicate the minimum and

maximum differences observed.

FIG. 10. (Color online) Magnitude of difference between the remote domi-

nant frequency after removing the mean offset with range to the known

value and the source dominant frequency with normalized range. The lines

and points indicate the average difference to the source, fD, across all

atmospheres whilst the bounds of the corresponding shaded regions indicate

the minimum and maximum differences observed.

FIG. 11. (Color online) Transfer functions for all atmospheres Hi at normal-

ized range x
 ¼ 1.
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to US. This is likely to be a result of increased exposure to

higher altitudes with lower ambient pressures. Additionally,

the increased influence of nonlinear effects in WS2
results in

similar transfer function magnitudes around the dominant

source frequency for the two source magnitudes. Despite

this, the high-frequency attenuation with A ¼ 104 Pa is still

much more pronounced. Differences between the various

HðzÞ are smaller compared to those observed at x
 ¼ 1:5 for

the majority of the frequency band. The previously defined

W maxima and minima retain similar differences in magni-

tude for each H, but at intermediate frequencies, differences

are minimal.

C. Discussion of results

The present transfer function comparisons at normal-

ized ranges indicate that the current approach to minimize

uncertainties due to atmospheric variability is sufficient at

near-integer values of x
 for much of the infrasound fre-

quency band. Despite this, prominent features of the transfer

functions at frequencies f � 0:01, f � 0:2, and f> 0.3 Hz

deviate in magnitude by a factor of up to 100. Of these spec-

tral properties, which differ between each HðzÞ, the largest

frequencies presented have a greater chance of numerical

error affecting the results. The maximum frequency that can

be adequately resolved using four points-per-wavelength

within the Earth-stratosphere waveguide is f � 1 Hz, corre-

spondingly, a frequency of f � 0:5 Hz can be resolved with

eight points-per-wavelength. The present numerical simula-

tions are, therefore, band limited to a tolerable error up to

0.5 Hz, whereas larger frequencies are likely to be subject to

numerical dissipation and dispersion. Furthermore, the

source PSD magnitude at f¼ 0.5 Hz is of the same order as

machine precision, Oð10�16Þ. This further presents limita-

tions in obtaining a physical understanding of the results at

larger frequencies as numerical uncertainties from finite-

differencing schemes are compounded by limitations in

numerical precision in the subsequent analyses in the fre-

quency domain.

Despite this, the atmospheric response to high-intensity

pulsed acoustic sources is evident in the transfer functions

calculated from the present simulations. Atmospheres with

larger stratospheric sound speeds cause greater proportion of

the acoustic energy to be bound within the Earth-

stratosphere waveguide. Consequently, the remotely

detected signals at all ranges are composed of signals domi-

nated by the stratospheric component and have a greater

total magnitude. This is observed in the results in Sec. IV B,

as the integrals of the transfer functions for atmospheres

H8ðzÞ and H7ðzÞ are visibly larger than their counterparts

with H1ðzÞ, for example. At ranges where the stratospheric

component is the only detected atmospheric refraction, e.g.,

x
 ¼ 1, higher frequencies are enhanced relative to the

source spectra, whereas in contrast, low frequencies are

diminished, albeit to a lesser degree. This effect is more

prominent for larger stratospheric temperatures and, thus,

stronger stratospheric ducting. The influence of waveform

steepening and signal lengthening with A ¼ 104 Pa is also

evident for all HiðzÞ with decreased transfer function magni-

tudes in the 0.3–1 Hz band. The effect of nonlinear wave

propagation is observed most significantly where the strato-

spheric refractions are the largest in magnitude, which is the

result of larger acoustic pressures maintained along

stratosphere-ducted paths and less energy leakage into the

thermosphere. Accordingly, greater increases in W in the

low-frequency band 0.005–0.02 Hz between the two source

magnitudes considered are observed for the atmospheres

with larger peak sound speeds in the stratosphere. Similarly,

a greater decrease in relative signal strength around the

source dominant frequency is observed. Consequently, at

this range, where stratospheric ducting alone produces the

remote spectra, nonlinear propagation appears to reduce

uncertainties due to atmospheric variability. Similar effects

are observed at the second stratospheric receiver locations
FIG. 13. (Color online) Transfer functions for all atmospheres Hi at normal-

ized range x
 ¼ 2.

FIG. 12. (Color online) Transfer functions for all atmospheres Hi at normal-

ized range x
 ¼ 1:5.
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x
 ¼ 2. This is potentially beneficial for generating general

empirical transfer functions that can be used to approximate

source spectra from remote detection of large amplitude

explosions.

The combination of thermospheric and stratospheric

ducting at larger ranges induces an increase in low-

frequency strength for high-temperature stratospheres such

that transfer function variability caused by atmospheric con-

ditions is reduced in the 0.005–0.02 Hz band. In strato-

spheric shadow zones, however, a generic empirical transfer

function from an average of atmospheric conditions would

likely yield large uncertainties due to the variation of trans-

fer function magnitudes at larger frequencies. Dominant fre-

quencies of purely thermospheric arrivals similarly induce a

large error in approximating the source dominant frequency

as a result of nonlinear propagation and thermoviscous

absorption. The errors induced by atmospheric variability in

approximating general transfer functions compared to sim-

ply approximating the source dominant frequency by that

which is observed at the receiver are discussed in greater

detail in Sec. IV D.

D. Errors in source frequency approximations

As observed from the results in Sec. IV C, generating a

general empirical transfer function for the purpose of

approximating the source dominant frequency in a general

atmosphere will induce errors as a result of atmospheric var-

iability and source magnitude. Here, the magnitude of this

error is calculated and compared against the errors associ-

ated with using the remote dominant frequency alone as a

measure of the present method’s feasibility for source char-

acterization and, therefore, CTBT verification.

To measure the likelihood of inducing errors from

atmospheric variability, we can define an averaged transfer

function,

hWiHðx; f Þ ¼
1

N

XN

i

WHi
ðx; f Þ; (13)

which is subsequently used to approximate the source

spectra,

~S00jHi;x
¼ SUUjHi

ðx; f Þ=hWiHðx; f Þ; (14)

for each atmosphere HiðzÞ; i ¼ ½1; 8� and range. An esti-

mate for the source dominant frequency is then made using

the approximate source spectra. The absolute error in the

approximated dominant frequency, ~f D, is then evaluated

using dfD ¼ fD � ~f D. These errors for each atmosphere and

source amplitude are depicted in Fig. 14. For each source

amplitude case, the averaged transfer function was deter-

mined using its corresponding remote spectra.

As observed from the transfer functions in Fig. 12, at

ranges within the stratospheric shadow zone, x
 ¼ 1:5, atmo-

spheric variability is significantly increased and results in

larger averaged errors in ~f D. Within these ranges, errors are

on the order of 0.04 Hz for A ¼ 103 Pa and 0.05 Hz for

A ¼ 104 Pa, corresponding to �27% and 35% error, respec-

tively. Despite the increase in errors at these ranges, they are

a significant improvement on the errors presented in Fig. 9

for the same range. The average error in Fig. 9 using
~f D ¼ fDðxÞ for A ¼ 103 Pa peaked at �69% compared to

27% when using an averaged transfer function. Similarly, the

average error is smaller near-integer values of x
 from�29%

to �14% at x
 ¼ 1 and A ¼ 103 Pa. Despite this, there is an

increase in the range of errors observed at x
 ¼ 1 compared

to the previous method. Near x
 ¼ 1, it may, therefore, be

more suitable to use the previous approach to approximate

the source dominant frequency for certain atmospheric con-

ditions which deviate greatly from the present averaged

atmosphere. Last, at x
 ¼ 2, the average and maximum error

FIG. 15. (Color online) Errors in dominant frequency due to source ampli-

tude variation. The points indicate the averaged error across each atmo-

sphere, the corresponding shaded region depicts the range of errors from

different atmospheres, and the solid lines depict the linear fit of the aver-

aged errors. The black points result from approximating the A ¼ 104 Pa

source spectra with an averaged transfer function from A ¼ 104 Pa data,

whereas the red points used an averaged transfer function from A ¼ 103 Pa

data.

FIG. 14. (Color online) Errors in dominant frequency due to atmospheric

variability for both source amplitudes. The points indicate the averaged

error across all atmospheres, the corresponding shaded region depicts the

range of errors, and the solid lines depict the linear fit of the averaged

errors.
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in the dominant frequency from the present approach are also

reduced with respect to the previous method.

The previous method demonstrated that nonlinear prop-

agation induced a shift toward lower dominant frequencies

in remote signals. As a result, discrepancies to the source

dominant frequency were large compared to the pseudo-

linear case. The present method yields a significant decrease

in error for the dominant frequency; however, this is obvious

because the remotely detected signals for A ¼ 104 Pa were

used to inform the choice of its respective transfer function.

To demonstrate the influence of variability in source param-

eters in generating general empirical transfer functions, the

remote spectra from A ¼ 103 Pa were instead used to con-

struct the averaged transfer function and approximate the

source spectra from remote signals with A ¼ 104 Pa. The

resulting errors in approximate dominant frequency are dis-

played in Fig. 15.

Using the remote signals from the weaker source to

generate the transfer function yields a significant increase in

approximated dominant frequency from remote spectra with

A ¼ 104 Pa. For much of the normalized range, errors are

over twice as large as those induced by atmospheric vari-

ability alone. This error begins to decrease as the receiver

range increases, however, as observed in Fig. 13, the US2

component seemingly exhibits greater nonlinear propagation

effects compared to US, thus, there is reduced error in using

A ¼ 103 Pa to approximate W. This demonstrates the signif-

icance of nonlinear propagation in influencing remote spec-

tra and, therefore, the importance of capturing its effects in

propagation modeling.

V. CONCLUDING REMARKS

DNSs of the two-dimensional unsteady compressible

Navier-Stokes equations have been performed, and observa-

tions of the dominant frequency of remotely detected signals

have been observed. Efforts to minimize the uncertainty of

these observations were made in an attempt to obtain consis-

tent estimates for the source dominant frequency between

different atmospheric conditions. The dominant frequency

was shown to vary significantly across different atmospheres

resulting from variations in the geometrical structure of the

acoustic field as well as the proportion of energy bound

within the Earth-stratosphere waveguide. Nonlinear propa-

gation and thermoviscous absorption in the ground-level

thermospheric arrivals also significantly alters dominant fre-

quency measurements with smaller amplitude sources,

whereas with a larger amplitude source, variations in these

observations are minimized because nonlinear signal length-

ening and steepening are ubiquitous across all atmospheric

components of the received signals.

Due to large discrepancies in the receiver dominant fre-

quency with large infrasonic sources and significant uncer-

tainties induced by atmospheric variability, a second

approach to determining the source dominant frequency was

presented by calculating a source-to-receiver spectral trans-

fer function averaged across the atmospheric states. This

approach was found to reduce atmospheric variability in

source frequency estimates within the pseudo-linear propa-

gation regime and the average error to the known source fre-

quency with a large amplitude source. The importance of

capturing nonlinear propagation in numerical modeling is

also highlighted by the increased errors in dominant fre-

quency estimates using small source amplitude data for

large source amplitude observations. The results of this

work demonstrate the feasibility of obtaining source fre-

quency estimates such as those to inform on the accuracy

and uncertainty of explosive yield approximations.
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APPENDIX: VALIDATION OF THERMOSPHERIC
GRID-STRETCHING

Section II highlighted the restrictive nature of the

Fourier condition on the stable time step for the simulation

of infrasound through thermospheric altitudes. Citing the

increased atmospheric absorption of high frequencies at

such altitudes, it was suggested that the computation grid be

stretched above a threshold altitude, zu, to vastly increase

the permissible time step without resolving negligible high

frequencies. This appendix provides validation of this

approach through comparisons of thermospheric acoustic

pressures between a uniform grid and one which employs

thermospheric grid-stretching.

1. Domain setup

A truncated computational domain is considered with a

minimal extent in x such that purely positive-z propagation

can be investigated. This domain is defined as Dminimal

¼ fx 2 ½�10; 10� km; z 2 ½0; 170� kmg, with sponge zones of

length Lrx ¼ 10 and Lrz ¼ 30 km appended as demonstrated

in Fig. 1. The stretched grid uses Nx ¼ 500; Nz ¼ 2800

points, and increases the Dz spacing at altitude z > zu

¼ 130 km. At lower altitudes, the vertical grid spacing is
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uniform and has a value of Dz � 62 m. At 170 km altitude,

prior to the sponge zone, the stretched grid has a grid spac-

ing of Dz � 100 m. The uniform grid is formed of Nx¼ 500,

Nz¼ 3800 grid points with a smaller spacing of Dz � 52 m

in the entirety of the physical domain and used to generate

reference solutions for the acoustic pressures. Simulations

of infrasound propagation from a A ¼ 103 Pa source

described in Eq. (5) were run in each case in the atmosphere

H1 up to a time of �680 s. The atmosphere H1 was chosen

because of to its low stratospheric temperature, permitting

greater acoustic energy leakage into the thermosphere than

other atmospheres presently considered. Furthermore, the

source amplitude A ¼ 103 was used in favor of A ¼ 104 Pa

as waves entering the thermosphere are of higher frequency

due to negligible nonlinear lengthening following passage

through the stratosphere. As a result, this source model will

provide a more robust numerical benchmark than its larger

source amplitude counterpart. All other numerical imple-

mentation details are consistent with those described in

Sec. II.

2. Results

Normalized acoustic pressures between each grid case

are given in Fig. 16.

At 100 km, the normalized acoustic pressure exhibits an

N-wave shape indicative of nonlinear steepening as a result

of low thermospheric densities. In fact, two overlapping N-

waves are observed as a result of the source’s offset from

the ground as the first and second N-waves originate from

the initially upward-propagating waves and the reflection of

initially downward propagating waves. At this altitude, both

grids are uniform and the waveforms exhibit minimal differ-

ences. At 140 km, within the grid-stretching region, the

waveform has lengthened as a result of nonlinear propaga-

tion such that the interfering N-waves construct a smoother

composite signal. Despite the increase in grid spacing, the

waveform from the stretched grid is still in agreement with

the reference uniform grid.

A quantitative assessment of the applicability of the

stretched thermospheric grid approach was performed by

evaluating the error in acoustic pressure to that predicted by

the reference grid. This error is given by

e ¼ 1

max
t
fp0u; p0sg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN

i¼1

p0si � p0ui

� �2

vuut (A1)

for a discrete-time ti; i 2 ½1;N�. This error was evaluated at

1 km altitude intervals directly above the source. The result-

ing altitude variations in error with the grid spacing along-

side for reference is given in Fig. 17.

The results demonstrate that despite the grid-stretching

employed, errors to the reference grid do not increase in the

applicable region z > zu. Therefore, the use of such grid-

stretching does not decrease the numerical accuracy of the

calculated acoustic field for the present application and can

be used to prevent large computational load increases

caused by extending the maximum altitude of these simula-

tions into the thermosphere.
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