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Abstract—The recently-developed orthogonal time frequency
space (OTFS) modulation is capable of transforming the time-
varying fading of the time-frequency (TF) domain into the
time-invariant fading representations of the delay-Doppler (DD)
domain. The OTFS system using orthogonal frequency-division
multiplexing (OFDM) as inner core naturally requires the subcar-
rier spacing (SCS)∆f to be larger than the maximum Doppler
frequency ϑmax, i.e. ∆f > ϑmax, when perfect channel state
information (CSI) knowledge is assumed. However, for the first
time in literature, we explicitly demonstrate that the practical
OFDM-based OTFS systems have to double their SCS in order
to facilitate CSI estimation, requiring ∆f ′ = 2∆f > 2ϑmax.
In order to mitigate this loss, we propose a novel noncoherent
OTFS system, which is capable of operating at∆f > ϑmax. The
major challenge in this context is the mitigation of the DD-
domain interference without CSI. Against this background, we
draw an analogy between the input-output model of OTFS and
that of V-BLAST, where V-BLAST’s blind inter-antenna inter-
ference mitigation technique is invoked. Moreover, we propose to
partition the DD-domain modulated symbols into groups, where
space-time block coding is invoked in order to eliminate the DD-
domain interference within each group. Our simulation results
demonstrate that the proposed noncoherent OTFS is capable of
substantially outperforming its coherent counterparts relying on
CSI estimation.

Index Terms—Orthogonal time frequency space, delay-Doppler
domain, noncoherent, channel estimation, decision-feedback,
differential modulation, interference surpression, high-mobility,
double-selectivity.
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I. I NTRODUCTION

The much-anticipated space-air-ground integrated networks
(SAGIN) [1]–[4] are envisioned to be of crucial importance for
next-generation systems, which will provide ubiquitous con-
nectivity for all [5]–[7]. The International Telecommunication
Union (ITU) estimates that only 63% of the world’s popu-
lation have Internet access [8], where the terrestrial 4G/5G
networks only cover about 20% of terrestrial ground and 5%
of the oceans. Moreover, billions of people are travelling in
airplanes, trains and cruise ships, where the wireless access
demands cannot be satisifed by the terrestrial cellular network
alone. The time has come for SAGINs to support pervasive
broadband services as part of the critical global infrastruture.
Nonetheless, the operational cellular networks have not been
designed for supporting high-mobility vehicles, such as low
earth orbit (LEO) satellites, airplanes, unmanned aerial vehi-
cles (UAVs) and high-speed trains [9]–[11]. The current 4G/5G
orthogonal frequency-division multiplexing (OFDM) scheme
is primarily designed for mitigating the inter-symbol inter-
ference (ISI) in time-invariant frequency-selective scenarios
[12]. However, typically detrimental doubly-selective fading
is encountered in high-mobility SAGIN scenarios, where the
substantially increased Doppler frequency leads to inter-carrier
interference (ICI) that damages OFDM’s subcarrier (SC) or-
thogonality.

Against this background, the recently-developed orthogonal
time frequency space (OTFS) modulation [13]–[15] has at-
tracted substantial research interests as a benefit of its superior
performance over OFDM in doubly-selective fading channels.
More explicitly, OTFS modulates the information symbols in
the two-dimensional delay-Doppler (DD) domain instead of
the conventional time-frequency (TF) domain [16]–[18]. On
one hand, by invoking the symplectic finite Fourier transform
(SFFT), the OTFS symbols are spread over the entire TF-
domain, which offers the potential of exploiting the full
channel diversity [19]–[21]. On the other hand, OTFS trans-
forms the time-varying TF-domain fading model into a time-
invariant DD-domain representation of the channel parameters,
including the fading gain, Doppler frequency and delay of
each resolvable propagation path. As a result, the DD-domain
channel state information (CSI) estimation [22], [23] no longer
suffers from time-varying ISI in the time-domain (TD) or
from the Doppler-induced ICI in the frequency-domain (FD),
resulting in truely robust delay-/Doppler-resilience forSAGIN
applications. More explicitly, some OTFS landmark papers
defining the state-of-the-art are summarized in Table I along
with their motivations and contributions.
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TABLE I: OTFS landmark papers defining the state-of-the-art.

Area Motivation Contribution

Hadaniet al. [13] Waveform OFDM suffers from ICI in
doubly-selective fading.

OTFS was proposed in order to facilitate a time-invariant DD-
domain fading representation.

Farhanget al. [16] Waveform OTFS in [13] assumes bi-
orthogonal window.

OFDM-based OTFS was conceived in order to be able to exploit
existing multi-carrier infrastructure.

Ravitejaet al. [17] Waveform Reducing cyclic prefix (CP)
overhead.

It was demonstrated that only a single CP is needed for an OTFS
frame.

RezazadehReyhani
et al. [24] Waveform Enabling OTFS for MIMO. It was proven that MIMO OFDM and MIMO OTFS have the

same ergodic capacity.
Khammammettiet
al. [25] Waveform Enabling OTFS for multiple ac-

cess.
The DD-domain resource blocks were allocated to user termi-
nals.

Surabhiet al. [19] Diversity Analysing the OTFS’s diversity
performance.

It was proven that the asymptotic diversity order of OTFS is one,
but phase rotations can help OTFS to retain the full diversity
gain.

Ravitejaet al. [20] Diversity The worst-case PEP does not
fully reflect diversity.

The effective diversity was evaluated in order to account for the
majority of PEPs.

Li et al. [21] Coded
OTFS

Conceiving performance analy-
sis and design guidelines for
coded OTFS.

It was shown that there exists a coding-diversity gains tradeoff,
where the Euclidean distance between OTFS codewords should
be maximized for coded modulation.

Ravitejaet al. [22] CSI Esti-
mation

Enabling joint CSI estimation
and data detection.

A Dirac delta impulse signal was conceived in the DD-domain
for CSI estimation, where the data symbols were also embeded
in the same OTFS frame.

Shenet al. [23] CSI Esti-
mation

Reducing the dimension of CSI
estimation in OTFS massive
MIMO.

A 3-D orthogonal matching pursuit algorithm was proposed in
order to exploit the sparity along the spatial-/delay-/Doppler-
domains.

Surabhiet al. [26] Detection Reducing the dimension of
OTFS detection.

A block-circulant fading matrix structure was utilized for con-
ceiving a low-complexity MMSE detector.

Ravitejaet al. [27] Detection
Mitigating the increased inter-
ference caused by fractional
Doppler.

The effective MP algorithms were proposed for joint interfer-
ence cancellation and symbol detection.

Yuan et al. [28] Detection Mitigating poor convergence of
MP algorithms.

A variational Bayes approach was proposed, which was guar-
anteed to converge to the approximated MAP.

Xiang et al. [29] Detection Improving MP based on approx-
imated MAP.

A joint MP aided detector and its low-complexity Gaussian
approximated MP detector were proposed based on the exact
calculation of the a posteriori probabilities.

This work
Nonco-

herent
OTFS

Mitigating the increased SCS re-
quired for CSI estimation.

Noncoherent OTFS dispensing with CSI estimation is proposed,
where blind interference surpression is conceived, and DFDD
and diversity designs are invoked.

More explicitly, first of all, in terms of waveform design,
OTFS systems have originally been constructed based on
pulse-shaped OFDM (PS-OFDM) using bi-orthogonal pulses
[13], [19], [27]. In order to exploit the existing multi-carrier
infrastructure, OTFS waveforms based on OFDM using rect-
angular pulses have been advocated in [16], [17], [23], [27],
where the cyclic prefix (CP) is either inserted into each OFDM
symbol or into each OTFS frame. Furthermore, the incorpora-
tion of OTFS into multiple-input multiple output (MIMO) sys-
tems was proposed in [24], which proved that MIMO OFDM
and MIMO OTFS have the same ergodic capacity. Moreover,
OTFS-based multiple access was proposed for the uplink in
[25], where the DD-domain resource blocks were allocated
to user terminals.Secondly, in terms of the OTFS diversity
performance, it was demonstrated in [19] that although the
asymptotic diversity order of OTFS is one, a high diversity or-
der is observed in the finite signal-to-noise ratio (SNR) region,
and phase rotations can help OTFS to retain its full diversity
gain as the SNR is increased towards infinity. Furthermore, it
was argued in [20] that the strict definition of diversity order
based on the worst-case pairwise error probability (PEP) does
not fully characterize the OTFS diversity performance, where
the effective diversity concept that characterizes the majority
of PEPs was advocated. Moreover, it was shown in [21]
that there exists a fundamental tradeoff between the coding
gain and the diversity gain, where the Euclidean distance

between OTFS codewords should be maximized in channel-
coded OTFS systems.Thirdly, CSI estimation operating in the
DD-domain was conceived in [22], while relying on joint CSI
estimation and data detection. Furthermore, CSI estimation
was proposed for OTFS aided massive MIMO in [23], where
a 3-D orthogonal matching pursuit algorithm was employed
in order to exploit the channel’s sparity in the spatial-/delay-
/Doppler-domains.Fourthly, one of the major challenges of
OTFS is the excessive complexity of data detection, where the
modulation dimension in the DD-domain is higher than that
of OFDM, while OFDM’s SC orthogonality can no longer be
relied upon. Against this background, low-complexity min-
imum mean-squared error (MMSE) equalization techniques
were proposed for OTFS in [26], [30]. Briefly, the block-
circulant fading matrix structure was utilized in [26], while
the quasi-banded structure of matrices involved in MMSE
equalization was exploited in [30]. As a further advance, low-
complexity linear equalization techniques were conceivedfor
MIMO-OTFS in [31], where the doubly-circulant nature of
the MIMO-OTFS channel matrix was exploited. Furthermore,
by exploiting the sparsity of the DD-domain fading matrix,
message passing (MP) detectors were conceived in [27]–[29],
which approach the optimum maximum a posteriori (MAP)
detector at a reduced complexity.

At the time of writing, noncoherent OTFS systems have
not been reported, owing to the fact that CSI estimation in
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the time-invariant DD-domain is considered to be of lower
complexity and more accurate than CSI estimation in the time-
varying TF-domain. Against this background, the following
key questions arise for the noncoherent OTFS design:

(Q-1) Motivation: What are the limitations of the practical
coherent OTFS systems relying on CSI estimation in the
DD-domain?

(Q-2) DD-Domain Fading: Can noncoherent OTFS systems
benefit from the time-invariant nature of the DD-domain
fading channels?

(Q-3) DD-Domain Interference: Can noncoherent OTFS sys-
tems mitigate the DD-domain interference without CSI?

(Q-4) DD-Domain Performance: Can noncoherent OTFS sys-
tems outperform their coherent counterparts relying on
practical CSI estimation?

In answer to these questions, the novel constributions of this
paper are summarized as follows:

• In answer to(Q-1), we demonstrate that although the nat-
ural requirement concerning the subcarrier spacing (SCS)
is that the SCS∆f has to be larger than the maximum
Doppler frequencyϑmax, i.e., ∆f > ϑmax, the practical
CSI estimation techniques of OFDM-based OTFS have
to double the SCS, requiring∆f ′ = 2∆f > 2ϑmax. More
explicitly, the pilot embedded in OTFS transmission [22],
[23], [32]–[34] aims for estimating a single column in the
DD-domain channel matrix, and then the full matrix may
be recovered by circular shifting, which is only valid for
PS-OFDM using the idealistic bi-orthogonal pulses. By
contrast, the effective channel matrices of the practical
OFDM-based OTFS systems using rectangular pulses
are no longer circulant [16], [17], [23], [27], where
the fading elements in each column have specific phase
rotations that are jointly determined by the row/column
indices of the shifted position and the DD indices of
the fading element. This requires us to double the SCS
∆f ′ = 2∆f > 2ϑmax in order to explicitly determine
the positions and the DD indices of the non-zero fading
elements in the estimated column, and then the full chan-
nel matrix can be recovered based on the estimated DD
indices. Therefore, we propose the noncoherent OTFS
concept for the first time in the literature, which is capable
of operating at the minimum SCS of∆f > ϑmax as a
benefit of dispensing with CSI estimation.

• In answer to (Q-2), the noncoherent detection in the
TF-domain suffers from time-varying fading channels,
which lead to high-complexity noncoherent detectors that
require matrix inversions for taking into account the
fading correlations in the TF-domain [7], [35]–[38]. By
contrast, we conceive both a recursive and a non-recursive
decision-feedback differential detector (DFDD) in the
DD-domain for the proposed noncoherent OTFS systems,
which exhibit substantially lower complexity without any
matrix inversions, thanks to the time-invariant nature of
the DD-domain fading. Both phase shift keying (PSK)
and quadrature amplitude modulation (QAM) are facili-
tated for the proposed noncoherent OTFS systems.

• As to (Q-3), we draw an analogy between the input-

output model of OTFS and that of V-BLAST, where
V-BLAST’s blind inter-antenna interference mitigation
technique [39]–[41] is invoked for mitigating the DD-
domain interference without CSI knowledge. Further-
more, we propose to partition the DD-domain modulated
symbols into groups, where orthogonal space-time block
coding (STBC) is invoked for eliminating the DD-domain
interference within each group, leading to an improved
diversity performance.

• As to (Q-4), our simulation results reveal that the pro-
posed noncoherent OTFS schemes operating at∆f >
ϑmax are capable of substantially outperforming their
coherent OFDM-based OTFS counterparts relying on
practical CSI estimation, because the practical coherent
schemes have to reduce the number of SCs and increase
the modulated PSK/QAM level in order to compensate
for the throughput loss due to the larger SCS of∆f ′ =
2∆f > 2ϑmax.

Nonetheless, the proposed noncoherent OTFS systems also
have the following limitations. Firstly, the noncoherent V-
BLAST systems [39]–[41] were initially designed for trans-
mission over a small number of antennas. As a result, the
current noncoherent OTFS model designed based on nonco-
herent V-BLAST is more suitable for small-sized SFFT/ISFFT,
which results in inevitable off-the-grid delay and Doppler
shifts. Therefore, the proposed noncoherent OTFS system is
constructed based on the practical assumption of fractional
delays and Doppler shifts. Secondly, we note that in the
absence of CSI estimation, the DD-domain MP detection1

cannot be applied to noncoherent OTFS systems, owing to
the fact that the positions of zeros and the values of non-
zero fading elements in the sparse channel matrix are not
estimated. Therefore, the DD-domain MMSE detection is
applied to both the coherent and noncoherent OTFS system
for a fair comparison of their achievable performance at a
similar equalization complexity.

In summary, this paper is organized as follows. We demon-
strate a rigorous derivation for OTFS and we devise practical
CSI estimation techniques in Sec. II. The noncoherent OTFS
schemes are proposed in Sec. III. Our conclusions are offered
in Sec. IV.

The following notations are used throughout the paper. The
operations(·)∗ and (·)H denote the conjugate of a complex
number and the Hermitian transpose of a complex matrix,
respectively. The notationsln(·) andexp(·) refer to the natu-
ral logarithm and natural exponential functions, respectively.
Notations p(·) and E(·) represent the probability and the
expectation, respectively, whilea ∈ CN×1 refers to a complex-
valued vector of sizeN×1, andA ∈ C

c×d denotes a complex-
valued matrix of sizec × d.
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TABLE II: OFDM and OTFS notations.
TD FD DD

Transmitter sn,m sn,m es[k, l]

Fading hn,m,l hn,m
ehpω

kp(nM+m−lp)

MN

Receiver yn,m yn,m ey[k, l]

II. COHERENTOTFS RELYING ON PRACTICAL CSI
ESTIMATION

A. General Modelling

A single antenna is used both at the transmitter and at the
receiver, so that we can focus our attention on the DD-domain
interference for data detection. The extension to MIMO OTFS
is discussed in Sec. II-D. For the OFDM and OTFS repre-
sentations, the TD, FD and DD notations follow the generic
rules exemplified in Table II. An OTFS frame may also be
viewed as an Inverse SFFT (ISFFT) precoding applied toN
consecutive OFDM symbols, each havingM subcarriers. The
TD signal received under doubly-selective fading is modelled
as [13]–[15]:

y(t) =
∫ ∫

h̃(τ, ϑ)s(t − τ)ej2πϑ(t−τ)dτdϑ + v(t)|t= nT
M

= n
M∆f

,

(1)
whereτ andϑ refer to the delay and Doppler frequency, while
s(t) and v(t) denote the TD transmitted signal and additive
white Gaussian noise (AWGN). The OFDM symbol period is
T = 1

∆f
, where∆f refers to the SCS. The DD-domain fading

gain in (1) is expressed as:

h̃(τ, ϑ) =
∑P−1

p=0 h̃pδ(τ − τp)δ(ϑ − ϑp)|
τp =

lp
M∆f

=
l̈p+δlp
M∆f

,

ϑp =
kp

NT
=

k̈p+δkp

NT
.

(2)
On one hand, when the maximum delay exceeds the sampling
period, i.e., we haveτmax = max∀p τp > T

M
, the fading

channels become frequency-selective, which imposes ISI in
the TD. In frequency-selective fading channels, the total
bandwidth of M∆f exceeds the coherence bandwidthBc,
i.e., M∆f > Bc and we haveBc

M
< ∆f < Bc, where the

FD fading is assumed to be invariant over∆f , but varies
over M∆f . On the other hand, when the maximum Doppler
frequency ϑmax = max∀p ϑp becomes comparable to the
SCS ∆f , detrimental time-selectivity is encountered, which
imposes ICI in the FD. This implies that the OFDM symbol
period T may exceed the coherence timeTc, i.e., we have
T > Tc > T

M
, where the TD fading is assumed to be invariant

over T
M

, but varies withinT . In summary, the delay and

Doppler shift in (2) are sampled atτp =
lp

M∆f
=

l̈p+δlp
M∆f

and

ϑp =
kp

NT
=

k̈p+δkp

NT
, where l̈p = ⌊lp⌉ and k̈p = ⌊kp⌉ denote

the integer delay and Doppler indices, respectively, while
− 1

2 < δlp ≤ 1
2 and− 1

2 < δkp ≤ 1
2 denote the fractional delay

and Doppler indices, respectively. The ranges are given by
0 ≤ lp < ⌈M∆fτmax⌉ and−⌈NTϑmax⌉ < kp < ⌈NTϑmax⌉.
Therefore, each propagation path seen in (2) can be uniquely
identified by the DD-domain parameters of fading gainh̃p,
Doppler indexkp = k̈p + δkp and delay indexlp = l̈p + δlp,

1It has been recently reported in [42] that the TF-domain MP detection can
be applied to differential schemes in a random-walk channel phase model,
where the factorization of the joint probability function of the noise and
channel phase is exploited. However, this cannot be appliedto the OTFS
regime, where the time-varying dynamics of the TF-domain fadingchannel
are determined by the Doppler frequency instead of a random channel phase.

which are all independent of the time variablet, hence time-
invariant. More explicitly, upon sampling in the TF-domain
of (1) at t = nM+m

M∆f
and in the DD-domain of (2) at

(τp =
lp

M∆f
, ϑp =

kp

NT
), the relationship between the TD and

DD fading representations seen in Table II can be expressed
as follows:

hn,m,l =
∫ ∫ ∑P−1

p=0 h̃pδ(τ − τp)δ(ϑ − ϑp)e
j2πϑ(t−τ)dτdϑ

=
∑

∀p∈{l̈p=l} h̃pω
kp(nM+m−lp)
MN ,

(3)
wherehn,m,l models thel-th channel impulse response (CIR)
tap for them-th sample in then-th OFDM symbol, while we
haveωMN = exp(j 2π

MN
). The ranges of the TF indices are

given by0 ≤ m ≤ M−1 and0 ≤ n ≤ N−1. Based on (3), a
total number ofP propagation paths associated with{h̃p}P−1

p=0

and {(kp, lp)}P−1
p=0 becomeL ≤ P CIR taps{hn,m,l}L−1

l=0 in
the TD. Naturally, some of the paths that have the same delay
index l̈p = ⌊lp⌉ cannot be separated in the TD. They are
added together in the TD by “

∑
∀p∈{l̈p=l}” in (3). This implies

that the DD-domain representation allows us to separate the
propagation paths experiencing the same delay but having
different Doppler frequencies. As a result, with appropriate
precoding design, the OTFS family may achieve an effective
diversity order ofP ≥ L in the DD-domain [19]–[21], which
is higher than that can be achieved by the precoded OFDM in
the TF-domain [43], [44].

Furthermore, for the small-scale Ricean fading assumed
in this paper, the line-of-sight (LoS) path is always asso-
ciated with l = 0, while the non-LoS (NLoS) paths are
randomly distributed over0 ≤ lp < ⌈M∆fτmax⌉. The
Doppler indices of all paths are randomly distributed over
−⌈NTϑmax⌉ < kp < ⌈NTϑmax⌉. The LoS and NLoS powers
are determined by the RiceanK factor. The maximum Doppler
frequency is given byϑmax = vfc

c
, wherec, fc and v refer

to the speed of light, carrier frequency and the vehicular
speed, respectively. More explicitly, the LoS path for (3)

is generated byhn,m,0 =
√

K
K+1ω

k0(nM+m)
MN . The NLoS

paths for (3) are generated bỹhp ∈ CN (0, 1
(K+1)(P−1) ), i.e.,

complex normal distribution with mean zero and a variance of
1

(K+1)(P−1) . AsP grows large, the NLoS correlation over time

follows Clarke’s model [45], [46] asE
[
hn,m,lh

∗
n′,m′,l

]
=

1
(K+1)(L−1)J0

(
2πϑmax[(n−n′)M+(m−m′)]

M∆f

)
, whereJ0(·) is the

zero-th order Bessel function of the first kind.

B. OTFS Based on Pulse-Shaped OFDM

The schematic of PS-OFDM-based OTFS [13], [19], [27]
is shown in Fig. 1, which is equivalent to ISFFT-precoded
PS-OFDM spanning overM SCs andN OFDM symbol
durations. First of all, the OTFS transmitter modulates a total
number of NM PSK/QAM symbols in the DD-domain as
{{s̃[k, l]}N−1

k=0 }M−1
l=0 . The ISFFT is performed at the transmitter

as follows:

s[n,m] =
1√
NM

N−1∑

k=0

M−1∑

l=0

s̃[k, l]ωnk
N ω−ml

M . (4)



DRAFT 5

Heisenburg
Transform

Wigner
Transform SFFTChannel

Time−Frequency Domain

Delay−Doppler Domain

ISFFT
y[n, m] ỹ[k, l]

h(τ, ϑ)
s̃[k, l] s[n, m] s(t) y(t)

Fig. 1: Schematics of OTFS based on pulse-shaped OFDM (PS-OFDM) using bi-thogonal pulses [13], [19], [27].

Following this, the continuous-time Heisenberg transformis
invoked at the transmitter as follows:

s(t) = 1√
M

∑N−1
n=0

∑M−1
m=0 s[n,m]

× gtx(t − nT )ej2πm∆f(t−nT )|
t=

n(M+Mcp)+m

M
T≈nT+ m

M
T
,

(5)
whereMcp is the length of the CP, whilegtx(t) refers to the
transmit PS filter. Under the condition thatMcp << M , (5)
may be expressed in discrete-time as follows:

s[n,m]= 1√
M

∑M−1
m=0s[n,m]gtx( m

M
T )ωmm

M = s′[n,m]gtx( m
M

T ),
(6)

where we haves′[n,m] = 1√
M

∑M−1
m=0 s[n,m]ωmm

M =
1√
N

∑N−1
k=0 s̃[k,m]ωnk

N based on (4). The received signal of
(1) spanning overN OFDM symbol durations is expanded as
follows:

y(t)=
RR

PP−1
p=0

ehpδ(τ − τp)δ(ϑ − ϑp)s(t − τ)

× ej2πϑ(t−τ)dτdϑ + v(t)|
t=nM+m

M
T, τ= l

M∆f
, ϑ= k

NT

,

(7)
which may be expressed in discrete-time form as follows:

y[n,m] =
∑L−1

l=0 hn,m,ls[n,< m − l >M ] + v[n,m]

=
∑P−1

p=0 h̃pω
kp[nM+m−lp]
MN s[n,< m − l̈p >M ] + v[n,m],

(8)
where< · >M denotes integer modulo operation ofM . The
OTFS receiver invokes the Wigner transform given by:

y(t, f) =

∫
g∗rx(t′−t)y(t′)e−j2πf(t′−t)dt′|t=nT,f=m∆f , (9)

wheregrx(t) refers to the receiver PS filter. The continuous-
time representation of (9) may be expressed in discrete-time
as (10).

Let us assume that the ideal transmitter and receiver PS
filters have the following cross-ambiguity function exhibit-
ing the bi-orthogonal property as given by (11), fork ∈
[minp kp,maxp kp] and l ∈ [minp lp,maxp lp]. Then the
Wigner transform of (10) may be extended as (12), where we
havey′[n,m]=

∑P−1
p=0 h̃pω

kp(nM−lp)
MN s′[n,<m′−̈lp>M ]+v[n,m].

Finally, the SFFT at the receiver leads to the input-output re-
lationship for the OTFS waveform as given by (13), where we
haveαp(q, δkp) = 1

N

∑N−1
n=0 ω

n(q+δkp)
N = ωq+δkp−1

Nω
q+δkp
N

−N
[22],

[27]. It can be seen that for integer Doppler index associated
with δkp = 0, we haveαp(q, 0) = 1

N

∑N−1
n=0 ωnq

N = 1, and
(13) hasP non-zero DD-domain fading elements. By contrast,
for fractional Doppler shift, the total number of the equivalent
non-zero DD-domain fading elements in (13) is increased to
PN , which introduce more interferences. Nonetheless, it was
demonstrated in [22], [27] that the amplitude ofαp(q, δkp)
peaks atq = 0 and decreases rapidly asq moves away from
0. Therefore, the practical CSI estimation only needs to take
into account a reduced range forq.

C. OTFS Based on OFDM

Generating the ideal bi-orthogonal waveform of (11) is
not always realistic in practice. Therefore, the OFDM-based

OTFS concept based on practical rectangular waveforms is
proposed in [16], [23], [27], which is portrayed in Fig. 2.
More explicitly, following the ISFFT of (4), the transmitter
performs IDFT as:

s[n,m] = 1√
M

∑M−1
m=0 s[n,m]ωmm

M = 1√
N

∑N−1
k=0 s̃[k,m]ωnk

N .
(14)

Upon obtaining the received signal of (8), the receiver per-
forms a DFT as (15). Finally, the SFFT at the receiver leads
to the input-output relationship of (16).

We note that (16) is derived under the assumptions that the
CP length is smallMcp << M and a CP is inserted for each
OFDM symbol for the sake of compatibility with the existing
OFDM infrastructure. If a single CP is added to the entire
OTFS frame, the TD circular convolution of (8) becomes MN-
periodic according to:

y[n, m] =

P−1
X

p=0

ehpω
kp[nM+m−lp]
MN s[< nM+m− l̈p >MN ]+v[n, m],

(17)
where we haves[< nM + m − l̈p >MN ] = s[n,m − l̈p] for
m ≥ l̈p ands[< nM +m− l̈p >MN ] = s[n−1, < m− l̈p >M ]
for m < l̈p. As a result, the input-output relationship of (16)
becomes:

ey[k, l]=

P−1
X

p=0

ehp

N
2
−1

X

q=− N
2

eT (k, l, kp, lp, q)es[<k−k̈p+q>N ,<l−l̈p>M ]+ev[k, l],

(18)
where the DD-index based phase rotations are defined as:

eT (k, l, kp, lp, q)=

(

ω
kp(<l−lp>M )

MN αp(q, δkp), l ≥ lp

ω−k
N ω

kp(<l−lp>M )

MN αp(q, δkp), l < lp
, (19)

and we haveαp(q, δkp) = 1
N

∑N−1
n=0 ω

(n−1)(q+δkp)
N .

D. OFDM and OTFS in Matrix Form

The input-output relationship of the OTFS waveforms of
(13), (16) and (18) may all be expressed in the following
matrix form:

ỹ = H̃s̃ + ṽ. (20)

The κ-th element inỹ ∈ CMN×1 is given by ỹκ = ỹ[k, l],
where we havek = ⌊ κ

M
⌋ andl = κ−kM . Similarly, theκ-th

elements iñs ∈ CMN×1 and ṽ ∈ CMN×1 are given bỹsκ =
s̃[k, l] and ṽκ = ṽ[k, l], respectively. The DD-domain fading
matrix H̃ ∈ CMN×MN is time-invariant and sparse, where the
non-zero elements are given bỹHκ,ι = h̃pω

−kplp
MN αp(q, δkp)

associated withι = M× < k − k̈p + q >N + < l − l̈p >M

for OTFS based on PS-OFDM of (13). Similarly, we have
H̃κ,ι = h̃pω

kp(l−lp)
MN αp(q, δkp) andH̃κ,ι = h̃pT̃ (k, l, kp, lp, q)

for OTFS based on OFDM using the symbol-wise CP of (16)
and frame-wise CP of (18), respectively.

For a MIMO-OTFS system havingNt transmit antennas
(TAs) andNr receive antennas (RAs), the matrix form of (20)
may be readily extended as from [23], [24], [47]

2

6

6

4

ey1

ey2

...
eyNr

3

7

7

5

=

2

6

6

6

4

eH11
eH12 · · · eH1Nt

eH21
eH22 · · · eH2Nt

...
...

. . .
...

eHNr1
eHNr2 · · · eHNrNt

3

7

7

7

5

2

6

6

4

es1

es2

...
esNt

3

7

7

5

+

2

6

6

4

ev1

ev2

...
evNr

3

7

7

5

, (21)
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ISFFT IDFT Channel DFT SFFT

Time−Frequency Domain

Delay−Doppler Domain

h(τ, ϑ)
y[n, m] y[n, m] ỹ[k, l]s̃[k, l] s[n, m] s[n, m]

Fig. 2: Schematics of OTFS based on OFDM using rectangular pulses [16], [23], [27].

y[n, m] = 1√
M

PN−1
n′=0

PM−1
m′=0 g∗

rx

“

(n − n′)T + m′

M
T

”

y[n′, m′]ω
−m[(n′−n)M+m′]
M

= 1√
M

PN−1
n′=0

PM−1
m′=0

PP−1
p=0 g∗

rx

“

(n′ − n)T + m′

M
T

”

ehps[n′, <m′− l̈p >M ]ω
kp[nM+m′−lp]
MN ω

−m[(n′−n)M+m′]
M + v[n, m].

(10)

Arx,tx =
R

g∗
rx(t′ − t)gtx(t′)e−j2πf(t′−t)dt′|

t=nT+ m
M

T,t′=n′T+ m′

M
T,f=m∆f+ k

NT

= δ[n]δ[m]. (11)

y(t, f) = 1√
M

PN−1
n′=0

PM−1
m′=0

PP−1
p=0g

∗
rx

“

(n′−n)T+m′

M
T
”

gtx(
<m′−l̈p>M

M
T )ω

−[(m′−m)N−kp][(n
′−n)M+m′]

MN

× ehps′[n′,<m′−l̈p>M]ω
[(m′−m)N−kp][(n

′−n)M+m′]

MN ω
kp[nM+m′−lp]
MN ω

−m[(n′−n)M+m′]
M + v[n, m]|n=n′,m=m′

= 1√
M

PM−1
m′=0

PP−1
p=0

ehps′[n,<m′−l̈p>M]ω
kp(nM−lp)

MN ω−mm′

M +v[n, m] = 1
M

PM−1
m=0 y′[n, m]ω−mm

M ,

(12)

ey[k, l] = 1√
MN

PN−1
n=0

PM−1
m=0 y[n, m]ω−nk

N ωml
M = 1√

N

PN−1
n=0 y′[n, l]ω−nk

N

= 1√
N

PN−1
n=0

PP−1
p=0

ehpω
n(kp−k)

N ω
−kplp
MN s′[n, < l − l̈p >M ] + ev[k, l]

= 1
N

PN−1
n=0

PN−1
k′=0

PP−1
p=0

ehpω
n[k′−(k−kp)]

N ω
−kplp
MN es[k′, < l − l̈p >M ] + ev[k, l]|k′=<k−k̈p+q>N

=
PP−1

p=0
ehpω

−kplp
MN

P

N
2
−1

q=− N
2

αp(q, δkp)es[< k − k̈p + q >N , < l − l̈p >M ] + ev[k, l],

(13)

y[n, m]= 1√
M

PM−1
m=0 y[n, m]ω−mm

M = 1√
M

PM−1
m=0

PP−1
p=0

ehps[n, < m − l̈p >M ]ω
kp[nM+m−lp]

MN ω−mm
M . (15)

ey[k, l] = 1√
MN

PN−1
n=0

PM−1
m=0 y[n, m]ω−nk

N ωml
M = 1√

N

PN−1
n=0 y[n, l]ω−nk

N

= 1√
N

PN−1
n=0

PP−1
p=0

ehpω
n(kp−k)

N ω
kp(l−lp)

MN s[n, < l − l̈p >M ] + ev[k, l]

= 1
N

PN−1
n=0

PN−1
k′=0

PP−1
p=0

ehpω
n[k′−(k−kp)]

N ω
kp(l−lp)

MN es[k′, < l − l̈p >M ] + ev[k, l]|k′=<k−k̈p+q>N

=
PP−1

p=0
ehpω

kp(l−lp)

MN

P

N
2
−1

q=− N
2

αp(q, δkp)es[< k − k̈p + q >N , < l − l̈p >M ] + ev[k, l].

(16)

which is in the same form as the SISO model of (20). In order
to avoid digressing from the main focus, the SISO model of
(20) is generally assumed in this paper.

Based on (20), the DD-domain MMSE detector [26], [30]
may be formulated as̃z = (H̃HH̃ + N0IMN )−1H̃H ỹ, where
N0 refers to the noise power, whileIMN denotes identity
matrix of sizeMN ×MN . Furthermore, based on exploiting
the sparsity ofH̃ ∈ CMN×MN , a range of DD-domain
MP detectors are conceived in [27]–[29]. Similarly, for the
OFDM regime, a total number ofNM PSK/QAM symbols
are modulated in the TF-domain as{{s[n,m]}N−1

n=0 }M−1
m=0 , and

the TD received signal of (8) may be expressed in matrix form
for the n-th OFDM symbol as follows:

yn = Hnsn + vn, (22)

where the fading element on ther-th row andc-th column,
Hn(r, c) = hn,r,<r−c>M

, is modelled based on (3). Due to
the double-selectivity, the TD fading matrixHn is no longer
circulant, and hence the MMSE detection may be performed in
the TD aszn = (HH

n Hn+N0IM )−1HH
n yn. The MP detectors

can also be conceived based on the sparsity ofHn ∈ CM×M

following the same philosophy as in [27]–[29], where there
are L non-zero CIR taps on each row and each column of
Hn. In this paper, we adopt the MMSE detection for both the
OFDM and OTFS systems for the sake of fair comparison.

In order to illustrate the input-output representations, let us
consider a simple OTFS system withN = 3 and M = 3
operating in the Ka-band atfc = 38.5 GHz and using a SCS of
∆f = 30 kHz. The vehicular speed is assumed to be 540 km/h
and hence the associated maximum Doppler frequency is given
by ϑmax = 19.25 kHz. The channel hasP = 3 resolvable paths

associated with bin-indices of[kp, lp] = {[1, 0], [−2, 1], [2, 1]}.
The corresponding DD-domain fading matrices are presented
in Figs. 3(a), (b) and (c), for PS-OFDM-based OTFS, for
OFDM-based OTFS with symbol and frame-wise CP, respec-
tively. Finally, the TD fading matrix of OFDM is shown in
Fig. 3(d). We offer the following observations based on the
input-output models of (20) and (22) as well as the examples
presented in Fig. 3:

• The TD fading elements in (22) are time-varying as a
function of the OFDM symbol indexn and sampling
index m, as exemplified by Fig. 3(d), where the phase
rotations are different for each row. By contrast, the
DD-domain fading matrix of (20) is intrinsically time-
invariant, as exemplified by Figs. 3(a), (b) and (c).

• It is worth noting that OFDM’s TD model of (22)
has the advantage that the fading matrix is of lower
dimensionHn ∈ CM×M , in addition to being sparse
with L ≤ P non-zero elements in each row and column.
The disadvantage of the OFDM model is the challenge
in CSI estimation in the TF-domain, i.e., time-varying
frequency-selective fading.

• For the PS-OFDM-based OTFS, the DD-domain fading
matrix of (20) has a favourableN -dimensional block-
wise circulant structure, and eachM×M -element subma-
trix is also strictly circulant, as exemplified by Fig. 3(a),
where the phase rotationsω0

9 , ω2
9 andω7

9 for h̃0, h̃1 andh̃2

do not change for different positions in the matrix. Based
on this beneficial feature, the CSI estimation techniques
of [22], [23], [32]–[34] opt to embed a single pilot symbol
in an OTFS frame in order to firstly estimate one column
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Fig. 3: Examples of the DD-domain fading matrix of (20) and the
TD fading matrix of (22), where we haveN = 3, M = 3 and
[kp, lp] = {[1, 0], [−2, 1], [2, 1]}. The subfigures are: (a) PS-OFDM-
based OTFS; (b) OFDM-based OTFS (Symbol-wise CP); (c) OFDM-
based OTFS (Frame-wise CP); (d) TD OFDM.

in the DD-domain channel matrix. Following this, the
full circulant matrix can be simply recovered by circular
shifting.

• For the OFDM-based OTFS using symbol/frame-wise CP,
theirM×M -element submatrices are no longer circulant,
as exemplied by Figs. 3(b) and (c), where the frame-wise
CP case exemplied by Fig. 3(c) no longer has a block-
wise circulant structure. More explicitly, the phase rota-
tions for h̃0, h̃1 andh̃2 in Figs. 3(b) and (c) change from
row to row. These phase rotations are jointly determined
by the row/column indices of the shifted position and
the DD indices of the fading element, as defined by (16)
and (18). As a result, for the case ofϑmax > ∆f/2 that
may lead to|kp| > N

2 as exemplified byk1 = −2 and
k2 = 2 in Fig. 3, the DD-domain CSI estimation method
of [22] induces phase rotation ambiguities, requiring the
doubling of the SCS so that all Doppler indices are
unambiguously identified in(−N

2 , N
2 ]. For example, if

the Doppler index ofk1 = −2 in Fig. 3 is ambiguously
demodulated aŝk1 = k1 + N = 1, the phase rotations of
ω

k1(<l−l1>M )
MN defined by (16) and (18) will be evaluated

wrongly. This is not an issue for the PS-OFDM-based
OTFS of [22], [23], [32]–[34], where the full circulant

(b) Time Domain (TD) CSI estimation

CSI estimation
(c) Delay−Doppler (DD) Domain(a) Frequency Domain (FD) CSI estimation

Time

Frequency
Pilot Guard Data

· · · · · ·
≥ L

· · ·
· · ·
· · ·

...

...

...

· · ·
· · ·
· · ·

· · ·
· · ·
· · ·

...

...

...

· · ·
· · ·
· · ·

...

...

...

· · ·
· · ·
· · ·

· · ·
· · ·
· · ·

...

...

...

· · ·
· · ·
· · ·

...

...

...

· · ·
· · ·
· · ·

· · ·
· · ·
· · ·

...

...

...

≥ P

≤ M
L

Fig. 4: Schematic illustration of FD, TD and DD-domain CSI
estimation techniques.

channel matrix is recovered by circular shifting without
the need of updating the phase rotations for each column.

Against this background, in the next section, we offer the
revised CSI estimation schemes for the practical OFDM-based
OTFS system with fractional delays and Doppler shifts.

E. CSI Estimation for OFDM and OTFS

A suite of FD and TD CSI estimation techniques was
conceived in our previous work [2], [7], [12], [48], [49],
and are illustrated in Figs. 4(a) and (b), respectively. In a
nutshell, for the FD CSI estimation technique of Fig. 4(a),
the pilot spacing in the FD requiresNFD

PS ≤ M
L

, so that
at leastNFD

p = M
NF D

P S

≥ L pilots are inserted at the SC

indices ofm ∈ {0,NFD
PS , 2NFD

PS , · · · , (NFD
p −1)NFD

PS }. The
first step of the FD CSI estimation technique of Fig. 4(a)
follows a “horizontal comb”, where the MMSE interpolation
is performed for alln ∈ {0, · · · , N − 1} associated with
SC indices ofm ∈ {0,NFD

PS , 2NFD
PS , · · · , (NFD

p − 1)NFD
PS }.

Following this, “vertical comb” based pilot allocation is per-
formed by interpolation in the FD. The FD CSI estimation
technique of Fig. 4(a) operates based on the assumption of SC
orthogonality, which suffers from an irreducible error floor in
the face of ICI induced by double-selectivity.

Secondly, for the TD CSI estimation technique illustrated
in Fig. 4(b), a Dirac delta impulse-based CSI estimation CP
is inserted in the TD as:

s0,m =

{
ρTD

p , m = 0
0, m = ±1,±2, · · · ,±N TD

guard
, (23)

where the power of the pilot impulseρTD
p =

∑
∀m |s0,m|2 =

2N TD
cp +1 ensures the consistency in the average transmission

power over time, while the zeros in (23) define the guard
intervals in Fig. 4(b). Following the TD convolution between
the impulse-based pilot CP and the CIR taps, the CIRs for
the CP are estimated one by one without interference, under
the condition ofN TD

guard ≥ L. Following this, MMSE-based
interpolation is performed in the TD in order to obtain the
time-varying CIRs for the data symbols.

The DD-domain CSI estimation is portrayed in Fig. 4(c),
where a Dirac delta impulse is transmitted in the DD-domain
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based on (20) as:

s̃κ=





ρDD
p , κ = κ⋆

0, κ = κp ± 1, κp ± 2, · · · , κp ±NDD
guard

s̃[k, l], otherwise
, (24)

where the power of the pilot impulseρDD
p can be used to

maintain a constant OTFS frame power ofMN . The guard
interval NDD

guard is required to be larger than the number of
resolvable propagation paths. We note that in contrast to the
FD and TD CSI estimation techniques of [49], the DD-domain
CSI estimation no longer requires MMSE based interpolation,
thanks to the time-invariant DD-domain fading.

The following steps are devised for CSI estimation for the
OFDM-based OTFS system with symbol-wise CP of (16),
which can also be applied to the frame-wise CP of (18). First
of all, any signals received within guard intervalỹκ = ỹ[k, l]
that have power higher than a thresholdT are considered to
be obtained from the pilot symbol̃xκ⋆ = x̃[k⋆, l⋆] travelled
over resolvable propagation paths, where we havek = ⌊ κ

M
⌋,

l = κ − kM , k⋆ = ⌊κ⋆

M
⌋ and l⋆ = κ⋆ − k⋆M according to

(20). The DD-domain fading taps have fractional Doppler and
delay indices of{(kp = k̈p + δkp, lp = l̈p + δlp)}P−1

p=0 . Based
on (16), the relationships between these indices are:

< k − k̈p + q >N= k⋆, < l − l̈p >M= l⋆. (25)

Therefore, we can firstly detect all legitimate integer delay in-

dice asˆ̈lp =< l− l⋆ >M for all |ỹ[k, l]|2 > T . In the presence
of fractional DD indices, many candidates|ỹ[k, l]|2 > T share

the sameˆ̈lp. The estimation on the total number of pathsP̂

is the total number of legitimate{ˆ̈lp}P̂−1
p=0 without repetitions.

Secondly, owing to the fact that for each path(kp, lp), the
amplitude ofαp(q, δkp) peaks atq = 0 [22], [27], the integer
Doppler index can be demodulated as:

ˆ̈
kp = arg max

∀k̈p∈(−⌈NTϑmax⌉,⌈NTϑmax⌉]

˛

˛

˛

ey[< k⋆ + k̈p >N , < l⋆ +
ˆ̈
lp >M ]

˛

˛

˛

2

,

(26)
for p = 0, 1, · · · , P̂ − 1. Thirdly, according to (16), the fading
elements associated with the same path(kp, lp) only differ in
αp(q, δkp). Therefore, the fractional Doppler index can be de-
modulated with a pre-defined precision withinδkp ∈ (− 1

2 , 1
2 ]

as:

δk̂p=arg min
δkp∈(− 1

2
, 1
2
]

˛

˛

˛

˛

˛

ey[<k⋆+
ˆ̈
kp>N , <l⋆+

ˆ̈
lp>M ]

ey[<k⋆+
ˆ̈
kp−1>N , <l⋆+

ˆ̈
lp>M ]

− αp(0, δkp)

αp(1, δkp)

˛

˛

˛

˛

˛

2

,

(27)
for p = 0, 1, · · · , P̂ − 1. As a result, the complete Doppler

indices are give by{k̂p =
ˆ̈
kp + δk̂p}P̂−1

p=0 . Following this, the
fading element is estimated by:

ěhp =
ey[k, l]

ρDD
p ω

k̂p(l−ˆ̈
lp)

MN αp(0, δk̂p)

|
k=<k⋆+

ˆ̈
kp>N ,l=<l⋆+

ˆ̈
lp>M

, (28)

for p = 0, 1, · · · , P̂ − 1. Finally, the estimation on the channel
matrix is fully constructed based on (16) as:

ˆ̃
Hκ,ι =

ˇ̃
hpω

k̂p(l−ˆ̈
lp)

MN αp(q, δk̂p), (29)

for all k ∈ [0, N − 1], l ∈ [0,M − 1], p ∈ [0, P̂ − 1] and
q ∈ [−N

2 , N
2 − 1], where we haveκ = kM + l and ι =

High−Speed Train Hypersonic UAV
10~20 km

Mach 7540 km/h
38.5 GHz (K−band) 2.6 GHz (S−band)

19.25 kHz 20.75 kHz

Distance
Ricean K
Speed

30 kHz, 60 kHz

>200 nautical miles
K = −3 dB

fc

ϑmax

∆f

K = 3 dB

Fig. 5: Scenarios and parameters considered in this paper.

M < k − ˆ̈
kp + q >N + < l − ˆ̈

lp >M . We note that there
is no need to estimate the fractional delay indexδlp, because

the phase rotation ofω−k̂pδlp
MN is shared by all fading elements

and is included inˇ̃hp, i.e. we haveˇ̃hp = h̃pω
−k̂pδlp
MN and then

ˇ̃
hpω

k̂p(l−ˆ̈
lp)

MN = h̃pω
k̂p(l−l̂p)
MN for all fading elements, wherêlp =

ˆ̈
lp + δlp.

Let us once again shed some light on the issue of SCS.
When we have∆f

2 < ϑmax < ∆f , a negativek̈p and its
positive counterparẗkp + N are both within the legitimate

range of
(
−⌈N ϑmax

∆f
⌉, ⌈N ϑmax

∆f
⌉
)

. Therefore, botḧkp and k̈p +

N lead to the same location index< k⋆ + k̈p >N in (26) but

different phase rotation values forωk̂p(l−ˆ̈
lp)

MN in (28), which
leads to severe error in recovering the full channel matrix in
(29). Therefore, the SCS has to be doubled to∆f ′ = 2∆f ,
so that the reduced range of

(
−⌈N ϑmax

2∆f
⌉, ⌈N ϑmax

2∆f
⌉
)

will only

contain a single legitimate candidate fork̈p. Once again, this
is not an issue for the PS-OFDM-based OTFS of [22], [23],
[32]–[34], where the full circulant channel matrix is recovered
by circular shifting without the need for updating the phase
rotations for each column.

In summary, the CSI estimation algorithm for the OFDM-
based OTFS system with symbol-wise CP is summarized in
Table III. We note that this algorithm can be directly applied
to frame-wise CP of (18), when the pilot position is set to be
κ⋆ = k⋆ = l⋆ = 0, which is also the preferred simple choice
for symbol-wise CP. The only modification required is that the
channel matrix construction of (29) should be replaced by the
following equation based on (18):

ˆ̃
Hκ,ι =

ˇ̃
hpT̃ (k, l, k̂p,

ˆ̈
lp, q). (30)

F. Simulation Results for CSI Estimation
First of all, the scenarios and simulation parameters consid-

ered in this paper are summarized in Fig. 5. More explicitly,
the high-speed trains are expected to reach an average speed
of over 500 km/h, and the coverage is expected to be up
to 20 km [11], [50]–[53]. The railway cuttings, the curved
routes and the high operating frequency of the millimeter-
wave band often lead to reduced LoS power [11], [51],
[52]. Against this background, we assume a train speed of
540 km/h and an operating frequency of 38.5 GHz in the
5G millimeter-wave band, leading to the maximum Doppler
frequency ofϑmax = 19.25 kHz as shown in Fig. 5. For
airplanes, typically lower frequency bands are used for long-
range aeronautical communications, where the coverage may
reach over 200 nautical miles [2], [3], [54], [55]. Due to the
altitude of the airplane, often a LoS is observed [56], but the
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TABLE III: Summary of CSI estimation for the OFDM-based OTFS systemwith symbol-wise CP.

Input: ey, esκ⋆ = ρDD
p , NDD

guard, T . Output: êH.

Relationships between indices: k = ⌊ κ
M

⌋, l = κ − kM, k⋆ = ⌊κ⋆

M
⌋, l⋆ = κ⋆ − k⋆M, kp = k̈p + δkp, lp = l̈p + δlp,

< k − k̈p + q >N= k⋆, < l − l̈p >M= l⋆.

Step 1 (Integer delay indice and number of paths):For all |ey[k, l]|2 > T within guard internal, the integer delay indice are demodulated

as ˆ̈
lp=<l−l⋆>M . The estimated number of pathŝP is the number of legitimate{ˆ̈lp}

P̂−1
p=0 without repetitions.

Step 2 (Integer Doppler indices):ˆ̈kp = arg max∀k̈p∈(−⌈NTϑmax⌉,⌈NTϑmax⌉]

˛̨
˛ey[< k⋆ + k̈p >N , < l⋆ +

ˆ̈
lp >M ]

˛̨
˛
2
.

Step 3 (Fractional Doppler indices):δk̂p=argmin
δkp∈(− 1

2
, 1
2
]

˛̨
˛̨ ey[<k⋆+

ˆ̈
kp>N ,<l⋆+

ˆ̈
lp>M ]

ey[<k⋆+
ˆ̈
kp−1>N ,<l⋆+

ˆ̈
lp>M ]

−
αp(0,δkp)

αp(1,δkp)

˛̨
˛̨
2

for p = 0, 1, · · · , P̂ − 1.

Therefore, the complete Doppler indices are give by{k̂p =
ˆ̈
kp + δk̂p}

P̂−1
p=0 .

Step 4 (Fading elements):ěhp =
ey[k,l]

ρDD
p ω

k̂p(l−
ˆ̈
lp)

MN
αp(0,δk̂p)

usingk =<k⋆ +
ˆ̈
kp >N and l =<l⋆ +

ˆ̈
lp >M for p = 0, 1, · · · , P̂−1.

Step 5 (Fading matrix): êHκ,ι = ěhpω
k̂p(l−ˆ̈

lp)

MN αp(q, δk̂p), for all k ∈ [0, N − 1], l ∈ [0, M − 1], p ∈ [0, P̂ − 1] andq ∈ [−N
2

, N
2
− 1],

where we haveκ = kM + l and ι = M < k − ˆ̈
kp + q >N + < l − ˆ̈

lp >M .

airframe shadowing effect due to aircraft maneuvering may
substantially reduce the Ricean K factor [2], [3], [54], [57].
In Fig. 5, we consider a hypersonic UAV scenario, where
the vehicular speed is Mach 7 and the operating frequency
is 2.6 GHz, which results in a maximum Doppler frequency
of ϑmax = 20.75 kHz. The SCS∆f = {30, 60} kHz used in
5G scalable numerology [58] are invoked. Interested readers
may refer to [1]–[4] for more details on SAGIN scenarios
and parameters. Moreover, we note that the fractional delays
and Doppler shifts are randomly generated between[0, τmax]
and [−ϑmax, ϑmax], respectively. The precision for fractional
Doppler detection of (27) is set to be 0.1.

Fig. 6 portrays the effect of SCS∆f on the DD-domain
CSI estimation. The power of the DD-domain pilotP pilot

t is
adjusted with respect to the average OTFS frame powerP OTFS

t

in order to balance the pilot-data transmission pattern. Fig. 6(a)
confirms that the PS-OFDM-based OTFS system relying on
the idealistic bi-orthogonal pulse is capable of preforming
effective CSI estimation without having to increase the SCS,
even when we haveϑmax >

∆f

2 . By contrast, Figs. 6(b) and (c)
demonstrate that the OFDM-based OTFS systems relying on
rectangular pulses suffer from irreducible error floors, when
the DD-domain CSI estimation is performed at∆f = 30
kHz, regardless of the pilot power. As a remedy, the SCS
has to be doubled to∆f ′ = 60 kHz in order to facilitate
the DD-domain CSI estimation in Figs. 6(b) and (c), where
M is halved and QPSK is replaced by 16QAM in order to
convey the same throughput given the same system bandwidth.
Observe in Figs. 6(b) and (c) that the CSI estimation methods
for OFDM-based OTFS devised in Sec. II-E are capable of
both approaching to the case of perfect CSI at∆f ′ = 60 kHz
and outperforming OFDM. However, the OFDM-based OTFS
systems operating at∆f ′ = 60 kHz suffer from significant
performance loss compared to the ideal case of perfect CSI at
∆f = 30 kHz.

The BER performance results of Fig. 6 are further confirmed
by the discrete-input continuous-output memoryless channel
(DCMC) capacity results of Fig. 7. More explicitly, the DCMC
capacity [59]–[61] is evaluated based on (31), where the
mutual information is maximized, when the modulatedL-
PSK/QAM symbols are equiprobable, i.e., we have{p(s̃κ =
s̃i) = 1

L}Li=1. For coherent OTFS based on MMSE detection,

the conditional probability is given by:

p(ezκ|esi) =
1

π eN0,κ

exp

 

−|ezκ − esi|2
eN0,κ

!

, (32)

wherez̃κ is theκ-th element iñz = G̃MMSEỹ usingG̃MMSE =
(H̃HH̃ + N0IMN )−1H̃H based on (20), whileÑ0,κ is the
κ-th diagonal element inN0G̃MMSEG̃

H
MMSE.

The DCMC capacity results of Fig. 7(a) confirm the BER re-
sult of Fig. 6(a) that the PS-OFDM-based OTFS system is ca-
pable of performing effective CSI estimation at∆f = 30 kHz
for the UAV scenario in Fig. 5, when the maximum Doppler
frequency isϑmax = 20.75 kHz. Furthermore, Fig. 7(b) and (c)
demonstrate that the CSI estimation methods operating at
∆f = 30 kHz cannot achieve the full rate even at high SNRs,
which confirm the expected error floors in the BER results of
Fig. 6(b) and (c). Nonetheless, Fig. 7(b) and (c) evidence that
the CSI estimation methods for OFDM-based OTFS devised
in Sec. II-E are capable of approaching to their ideal cases
of perfect CSI at∆f ′ = 60 kHz and outperforming OFDM,
which confirm the BER results of Fig. 6(b) and (c).

III. N ONCOHERENTOTFS SYSTEM DESIGN

A. Noncoherent OTFS System Design Based on Differential
V-BLAST

The OTFS input-output relationship of (20) is equivalent
to a V-BLAST system havingMN TAs and MN TAs.
Therefore, we propose to conceive the noncoherent OTFS
system based on a differential V-BLAST-like structure [39]–
[41]. First of all, the differential encoding is performed for the
κ-th element iñs for PSK signalling as:

s̃β
κ = s̃β−1

κ x̃β
κ, (33)

where β refers to the OTFS frame index, while we have
vectorized the DD indexκ = 0, · · · ,MN − 1 based on
(20). x̃β

κ refers to the modulated symbol that carries source
information. For star/square QAM signalling, the absolute-
amplitude differential encoding is performed based on [62]–
[65]:

s̃β
κ =

1

|s̃β−1
κ |

s̃β−1
κ x̃β

κ, (34)

where the amplitude of the previous symbol|s̃β−1
κ | will be

detected at the receiver based on decision-feedback. Following
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C(SNR) = M∆f × max{p(esκ=esi)}L
i=1

PL
i=1

R

p(ezκ|esi)p(esi) log2
p(ezκ|esi)

P

L

i′=1
p(ezκ|esi′ )p(esi′ )

dezκ = M∆f

L
PL

i=1 E

»

log2
L×p(ezκ|esi)

P

L

i′=1
p(ezκ|esi′ )

–

(31)
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Fig. 6: Effect of SCS:BER results of OTFS employing DD-domain CSI estimation for the UAV scenario in Fig. 5.
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Fig. 7: Effect of SCS:DCMC capacity results of OTFS employing DD-domain CSI estimation for the UAV scenario.

this, the OTFS input-output model of (20) is further extended
as:

eyβ = eHesβ + evβ =
PMN−1

κ=0
eH−,κesβ

κ + evβ =
PMN−1

κ=0 eyβ
κ + evβ ,

(35)
where we havẽyβ

κ = H̃−,κs̃β
κ. Based on (35), the DFDD for

index κ may be expressed as:

ˆ̃x
β

κ = arg min
∀ex

β
κ

‖wH
κ (ỹβ − x̃β

κỹ
β−1
ref,κ)‖2, (36)

where wκ ∈ CMN×1 refers to the filtering weights, while
the reference signal vector̃yβ−1

ref,κ ∈ CMN×1 is constructed

based on decision-feedbacks of{ˆ̃sβ−η

κ }Nw−1
η=1 as seen in [7],

[63], [66]–[68]. More explicitly, for non-recursive DFDD,the

reference signal vector is given by:

PSK: ỹ
β−1
ref,κ = 1

Nw−1
ˆ̃s

β−1

κ

∑Nw−1
η=1

[
(ˆ̃s

β−η

κ )∗ỹβ−η
]
,

QAM: ỹ
β−1
ref,κ = 1

Nw−1
ês

β−1

κ

|êsβ−1

κ |
∑Nw−1

η=1
ey

β−η

ês
β−η

κ

,

(37)
where Nw ≥ 2 denotes the DFDD window length. For
recursive DFDD, the reference signal vector is constructedby:

PSK: ỹ
β−1
ref,κ = ξ ˆ̃x

β−1

κ ỹ
β−2
ref,κ + (1 − ξ)ỹβ−1,

QAM: ỹ
β−1
ref,κ = 1

|êsβ−1

κ |

[
ξ ˆ̃x

β−1

κ ỹ
β−2
ref,κ + (1 − ξ)ỹβ−1

]
,

(38)
where 0 ≤ ξ < 1 denotes the DFDD forgetting factor. The
DFDD performance improves upon increasingNw and ξ,
when the fading is near-constant.

Similar to noncoherent V-BLAST’s inter-antenna interfer-
ence, the noncoherent OTFS systems suffer from DD-domain
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interference, which has to be mitigated without CSI knowl-
edge. As shown in [39]–[41], the signal-to-interference-plus-
noise-ratio (SINR) is defined as the ratio between the power
of the desired filtered signalwH

κ ỹβ
κ and that of the error signal

wH
κ (ỹβ − ỹβ

κ), which can be expressed as:

SINR =
wH

κ (Ryy − Ree,κ)wκ

wH
κ Ree,κwκ

=
wH

κ Ryywκ

wH
κ Ree,κwκ

. (39)

The (MN × MN)-element correlation matrix of the received
signal is given by:

Ryy = E[eyβ(ey
β)H ], (40)

which is averaged with respect toβ. The(MN×MN)-element
correlation matrix of the error signal is formulated as:

Ree,κ = χE[(ey
β − exβ

κey
β−1
ref,κ )(ey

β − exβ
κey

β−1
ref,κ )H ], (41)

where we haveχ = 1 − 1
Nw

for non-recursive DFDD and
χ = 1+ξ

2 for recursive DFDD. BothRyy and Ree,κ may
be obtained either from a training sequence or decision-
feedback. As shown in [39]–[41], the optimization of (39)
can be solved by using the method of Lagrange multipliers.
The corresponding cost function is defined asJ (wκ) =
wH

κ Ryywκ + λκ(Υ − wH
κ Ree,κwκ), where Υ > 0 is an

arbitary positive constant, whileλκ refers to the real-valued
Lagrange multiplier. The differentiation of∂J (wκ)

∂wκ
= 0 leads

to the following generalized eigenvalue problem:

Ryywκ = λκRee,κwκ, (42)

whereλκ andwκ correspond to the eigenvalue and eigenvector,
respectively. Given the dimensions ofỹβ ∈ CMN×1 in (35),
there is only one non-zero eigenvalue for the noncoherent
OTFS using the V-BLAST model. In summary, upon solving
(42) based on calculating the correlation metrices of (40) and
(41), the filtering weightswκ is obtained for (36) without CSI.

B. Noncoherent OTFS System Design Based on Multiplexed
Differential STBC

Considering the equivalence between the OTFS DD-domain
model and generic MIMO, we propose to partition the DD-
domain modulated symbols into groups, where the orthogonal
STBC is invoked in order to eliminate the DD-domain inter-
ference within each group. More explicitly, upon collecting
NG OTFS frames of (35), the(MN × NG)-dimensional
OTFS input matrixS̃β̈ = [̃sβ̈NG , s̃β̈NG+1, · · · , s̃(β̈+1)NG−1]
can be partitioned intoG groups of(NG×NG)-element STBC
codewords. For PSK, the differential STBC encoding for each
group is given by [69]–[71]:

eS
β̈
g = eS

β̈−1
g

eX
β̈
g , (43)

whereg = 0, · · · , G−1 is the group index. Similarly, for QAM
constellations, the differential STBC encoding of each group
is expressed as [72]–[74]:

eS
β̈
g =

√
NG

‖eS
β̈−1
g ‖

eS
β̈−1
g

eX
β̈
g . (44)

For example, the classic Alamouti codeword associated with
NG = 2 is given by:

eX
β̈
g =

1√
2

»

x1 −x∗
2

x2 x∗
1

–

, (45)

wherex1 andx2 are PSK/QAM symbols, while the normaliza-
tion of 1√

NG
= 1√

2
ensures that the transmission power does

not grow with differential encoding of (43) and (44). We note
that this normalization factor has to be scaled back for signal
transmission. More explicitly, the DD-domain received signal
can be expressed as:

eYβ̈=
√

NG
eHeSβ̈+eVβ̈=

√
NG

PG−1
g=0

eHg
eSβ̈

g+eVβ̈=
PG−1

g=0
eYg+eVβ̈ ,

(46)
whereỸβ̈ ∈ CMN×NG and S̃β̈ ∈ CMN×NG model a total of
NG OTFS transmit and receive frames in the form of (35),
respectively. The fading submatrix of theg-th group,H̃g ∈
CMN×NG , is taken from thegNG-th to the(gNG +NG − 1)-
th columns ofH̃. Accordingly, S̃g ∈ CNG×NG is taken from
the gNG-th to the(gNG + NG − 1)-th rows of S̃.

As a result, the DFDD performed for theg-th group is given
by:

êX
β̈

g = arg min
∀ eX

β̈
g

‖WH
g ( eY

β̈ − eX
β̈
g

eY
β̈−1
ref,g )‖2, (47)

where Wg ∈ CMN×NG and Ỹ
β̈−1
ref,g ∈ CMN×NG refer to

the filter and reference matrices, respectively. For the non-
recursive DFDD, the reference signal matrix is constructed

based on the decision-feedbacks{ˆ̃
S

β̈−η

g }Nw−1
η=1 as:

PSK: eY
β̈−1
ref,g = 1

Nw−1

"

PNw−1
η=1

eYβ̈−η(êS
β̈−η

g )H

#

êS
β̈−1

g ,

QAM: eY
β̈−1
ref,g =

√
NG

Nw−1

"

PNw−1
η=1

eYβ̈−η(êS
β̈−η

g )H/‖êS
β̈−η

g ‖
#

êS
β̈−1

g /‖êS
β̈−1

g ‖.

(48)
For the recursive DFDD, the reference signal matrix is ex-
pressed as:

PSK: eY
β̈−1
ref,g = ξ eY

β̈−2
ref,g

êX
β̈−1

g + (1 − ξ) eYβ̈−1,

QAM: eY
β̈−1
ref,g =

√
NG

"

ξ eY
β̈−2
ref,g

êX
β̈−1

g + (1 − ξ) eYβ̈−1

#

/‖ êX
β̈−1

g ‖.

(49)
Thanks to the orthogonality of the STBC design, there is

no interference within each group of STBC codewordX̃β̈
g .

However, the interference between groups still has to be
mitigated. Based on (46), the generalized eigenvalue problem
of (42) is revised as:

Ryywg = λgRee,gwg, (50)

where there areNG eigenvalues forλg based on the dimension
of Ỹβ̈ of (46). The(MN ×MN)-element correlation matrix
of the received signal in (53) is given by:

Ryy = E[ eY
β̈( eY

β̈)H ]. (51)

Furthermore, the(MN × MN)-element correlation matrix of
the error signal is formulated by:

Ree,g = χE[( eY
β̈ − eY

β̈−1
ref,g

eX
β̈
g )( eY

β̈ − eY
β̈−1
ref,g

eX
β̈
g )H ]. (52)

As a result, theNG columns inWg of (47) correspond toNG

eigenvectors of (53) as given by:

Wg = [w0
g,w1

g, · · · ,wNG−1
g ]. (53)

In summary, the noncoherent OTFS algorithms are sum-
marized in Table IV, where a training phase is assumed for
obtaining the correlation matricesRyy andRee,κ of (40) and
(41), respectively, as well asRyy and Ree,g of (51) and
(52), respectively. The training phase is limited to be lower
than 10% of the entire OTFS transmission, and the training
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TABLE IV: Summary of noncoherent OTFS using V-BLAST and STBC codewords.

Noncoherent OTFS using V-BLAST Noncoherent OTFS using STBC

Input: training exβ
κ and data-carryingexβ

κ. Input: training eXβ̈
g and data-carryingeXβ̈

g .

Output: DFDD decisions on data-carryingexβ
κ. Output: DFDD decisions on data-carryingeXβ̈

g .
Training phase for obtaining DFDD weights: Training phase for obtaining DFDD weights

Step T.1: Diff. encoding of (33) and (34) with trainingexβ
κ. Step T.1: Diff. encoding of (43) and (44) with trainingeXβ̈

g .
Step T.2: Received signal modelling of (35). Step T.2: Received signal modelling of (46).
Step T.3: ObtainingRyy of (40) andRee,κ of (41). Step T.3: ObtainingRyy of (51) andRee,g of (52).
Step T.4: Obtaining DFDD weightswκ based on (42). Step T.4: Obtaining DFDD weightsWg based on (53).
Data transmission phase and DFDD: Data transmission phase and DFDD:

Step D.1: Diff. encoding of (33) and (34) with dataexβ
κ. Step D.1: Diff. encoding of (43) and (44) with dataeXβ̈

g .
Step D.2: Received signal modelling of (35). Step D.2: Received signal modelling of (46).

Step D.3: DFDD of (36) for detecting dataexβ
κ. Step D.3: DFDD of (47) for detecting dataeXβ̈

g .

overhead can be mitigated using decision-feedback assisted by
channel coding, which will be further discussed in Sec. III-C.

C. Simulation Results for Noncoherent OTFS
First of all, the DFDD parametersare investigated in Fig. 8.

As discussed in Sec. III-A, the correlation matricesRyy

and Ree,κ of (41) are generally assumed to be obtained
either from a training sequence or decision-feedback [39]–
[41]. Reliable data-aided decision-feedback is often assisted by
channel coding and this also improves the CSI estimation of
coherent OTFS [21], [75], which leads to a different trade-off
that is beyond the scope of this paper. Hence having a training
sequence is assumed here. In order to ensure the accuracy
of correlation evaluation, the fading is assumed to be time-
varying in the TF-domain but quasi-static in the DD-domain.
In order to achieve this, the following stringent conditions are
required for this work:

• The training overhead is lower than 10%.
• The distance travelled during a sequence of OTFS trans-

mission is lower than 1% of the coverage distance.
• In this way, the variations in path-loss, angle-of-

arrival/departure (AoA/AoD) and vehicular speed are
negligible in comparison to the overall coverage range.

These limitations inevitably results in relatively small values
for M and N for noncoherent OTFS, making it suitable
for low-rate but reliable alternatives to coherent schemes
in the high-Doppler train and aeronautical communication
scenarios2. Fig. 8(a) demonstrates that for the train scenario
associated withM = 8 and N = 4, the training sequence
length of 200 OTFS frames is sufficient. Fig. 8(b) demonstrates
that for the UAV scenario associated withM = 16 and
N = 8, the training sequence length of 600 OTFS frames
is chosen. For the high-speed train of Fig. 5 associated with
the speed of 540 km/s, having the SCS of∆f = 30 kHz,
N = 4 and a training overhead of 10%, a sequence of OTFS
transmission would take merelyN×2000

∆f
= 0.27 seconds, and

the distance travelled by the train is 40 meters. This is much
lower than 1% of the coverage distance of 10∼20 km (1% at
100∼200 m). The UAV coverage in Fig. 5 allows abundant
OTFS transmission time, despite the high vehicular speed,
where the distance traveled at Mach 7 over 0.8 seconds is

2We note that the existing aircraft communications addressingand reporting
system (ACARS), the automatic dependent surveillance (ADS)and the L-band
digital aeronautical communications system (L-DACS) deployed on airplanes
have the low rates of 2.4 KBaud [76], 1 MBaud [77] and 625 KBaud[55],
respectively, where the reduced SCS requirement of the proposed noncoherent
OTFS system becomes especially beneficial.

given by 1.92 km, which is also substantially lower than the
coverage distance of 200 nautical miles (≈370 km). Moreover,
Fig. 8(c) and (d) demonstrate thatNw = 6 and ξ = 0.9 are
sufficient for non-recursive DFDD and recursive DFDD, which
are the parameters used in the rest of this paper. We note
that the pilot overhead of coherent OTFS schemes and the
training overhead of the noncoherent OTFS schemes are both
normalized into SNR for all performance results in this paper.

For the coherent versus noncoherentcomparison, Fig. 9
portrays the BER results of coherent OFDM-based OTFS em-
ploying DD-domain CSI estimation and noncoherent OFDM-
based OTFS using DFDD. Specifically, Fig. 9(a) is for the
the train scenario using frame-wise CP withR = 2.0, while
Fig. 9(b) and Fig. 9(c) are for the UAV scenario using symbol-
wise CP withR = 2.0 and R = 4.0, respectively. It can be
seen in Fig. 9(a)-(c) that first of all, coherent OTFS relying
on perfect CSI is capable of achieving the best performance
at ∆f = 30 kHz. Secondly, as expected, the CSI estimation
techniques operating at∆f = 30 kHz exhibit error floors
for both the train scenario associated withϑmax = 19.25
kHz and the UAV scenario associated withϑmax = 20.75
kHz, as evidenced by Fig. 9(a)-(c). Fourthly, the practicalCSI
estimation techniques have to double the SCS∆f ′ = 2∆f >
2ϑmax, where the number of SC needs to be reduced and the
PSK/QAM modulation level has to be increased in order to
convey the same throughput given the same system bandwidth.
By contrast, the noncoherent OTFS schemes using DFDD are
capable of retaining∆f = 30 kHz and achieving substantially
improved performance than their coherent OTFS counterparts
using estimated CSI, as demonstrated by Fig. 9(a)-(c).

The BER results of Fig. 9 are further confirmed by the
DCMC capacity results of Fig. 10. The DCMC capacity of
noncoherent OTFS schemes is also evaluated based on (31),
where the conditional probability is given by:

p(z̃κ|s̃i) =
1

πÑ0,κ

exp

(
−|z̃κ − z̃ref,κs̃i|2

Ñ0,κ

)
, (54)

where we havẽzκ = wH
κ ỹβ , z̃ref,κ = wH

κ ỹ
β−1
ref,κ and Ñ0,κ =

N0‖wκ‖2. Fig. 10(a)-(c) confirm the BER results of Fig. 9(a)-
(c), indicating that the coherent OTFS scheme relying on
perfect CSI at∆f = 30 kHz achieve the best DCMC capacity,
which is manifested by the fact that the case of perfect CSI
achieves the full rate at the lowest SNR. The CSI estimation
techniques operating at∆f = 30 kHz cannot achieve the
full rate even at high SNR in the DCMC capacity results of
Fig. 10(a)-(c), which results in the error floors observed in
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Fig. 8: DFDD Parameters:BER results of DFDD assisted noncoherent OFDM-based OTFS with symbol-wise CP for the train and UAV
scenarios summarized in Fig. 5.
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the BER results of Fig. 9(a)-(c). Fig. 10(a)-(c) further confirm
that the noncoherent OTFS schemes using DFDD outperform
their practical coherent OTFS counterparts relying on CSI
estimation.

Fig. 11 portrays the BER results of noncoherent OTFS
systems using V-BLAST and STBCcodewords in the DD-
domain. It is demonstrated in Fig. 11 that Alamouti’s STBC
codeword helps to improve the performance of noncoherent
OFDM-based OTFS systems. Nonetheless, the STBC’s per-
formance improvements are eroded, asM andR increase in
Figs. 11(a)-(d). This is due to the fact that Alamouti’s STBC
structure of (45) suffers from a throughput loss, hence we
have to increase the modulation order from BPSK to QPSK
for R = 1 in Fig. 11(a)-(c) and from QPSK to 16QAM for
R = 2 in Fig. 11(d). It may be expected that the full-diversity
full-rate STBCs may achieve a further improved performance
at the cost of increased interference [78]–[82], which may
be further mitigated by index modulation designs [83]–[87].
These applications are beyond the scope of this treatise, and
they are set aside for our future research.

Finally, Fig. 12 portrays the complexity comparisonbe-
tween coherent OFDM-based OTFS using CSI estimation and
noncoherent OFDM-based OTFS using DFDD. First of all,
we note that the noncoherent detection in the TF-domain
suffers from time-varying fading channels, which lead to high-
complexity noncoherent detectors that require matrix inver-
sions [7], [35]–[38]. These matrix inversions are eliminated by
the proposed noncoherent OTFS schemes using recursive and
non-recursive DFDD, thanks to the time-invariant nature ofthe
DD-domain fading. Nonetheless, Fig. 12(a) demonstrates that
the estimation of the correlation matricesRyy and Ree,κ of
(41) based on a training sequence imposes substantially higher
complexity than the coherent CSI estimation technique devised
in Sec. II-E. One may conclude that the improved performance
of noncoherent OTFS in Figs. 9 and 10 is achieved at the cost
of a higher complexity, as shown in Fig. 12. Nonetheless, we
note that the training sequence only takes up less than 10% of
the OTFS transmission, where the data detection contributes
to the majority of the receiver complexity. In this regard,
Fig. 12(b) demonstrates that the coherent and noncoherent

MMSE detectors exhibit similar complexity level, albeit the
non-recursive DFDD still has a higher complexity, which is
reduced by the recursive DFDD design.

IV. CONCLUSIONS ANDFUTURE WORKS

We devised practical CSI estimation techniques and we
demonstrated that practical OFDM-based OTFS systems have
to double their SCS∆f ′ = 2∆f > 2ϑmax. In order to
mitigate this problem, new noncoherent OTFS systems were
conceived for the first time in the literature, which is capable
of operating at the minimum SCS requirement of∆f > ϑmax

and outperforming their coherent OTFS counterparts relying
on estimated CSI, at the cost of a relatively smaller OTFS
input-output dimension and an increased training complexity.
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