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ABSTRACT
In text-based communication, the enhancement of user experiences during the earliest stages of contact, particularly while establishing
rapport, is of utmost importance. This research investigates differences between males and females in the utilisation of an AI
conversation assistant at the beginning of a conversation. The system has text “Recommendation” and “Polishing” capabilities and can
customise the linguistic style, selecting either a humorous or a respectful tone. Users could also choose between three different levels of
AI extraversion. In user evaluation studies, the system received a favourable usability rating, confirming its efficacy. Generally, male
users reported a greater level of user experience compared to female users. However, both male and female users indicated an elevated
sense of comfort and a greater inclination to sustain connections while utilising the AI system.
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1 INTRODUCTION

Recent advancements in language models like GPT-4 [10] allow artificial intelligence (AI) to analyse sentiment [14]
and then mimic specific writing styles [7]. The rise of AI-powered chat assistants signifies a transformative shift in
computer-assisted human contact, not only enhancing efficiency but also impacting fundamental elements of human
connection [12].

Crucial to both digital and face-to-face interactions is the initial encounter, often termed “icebreaking”. Despite its
brevity, this stage significantly influences subsequent interactions in professional and informal settings [13]. Integrating
AI chat assistants in these early phases, with features like text recommendation and polishing, can shape the user
experience. While researchers have extensively explored the utility of Conversational AI in task-oriented scenarios
[3], limited attention has been given to their potential to improve human-human dialogues. This study focuses on
personalised AI chat assistants, with text recommendation and polishing functionalities, in human-human initial
conversations.
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We investigate potential male and female differences in user experience, an area with limited literature [6, 9].
Recognising that gender influences communication styles, expectations, and perceptions, understanding how males and
females interact with AI assistants can inform the design of more personalised and effective systems [4, 8], providing
insights into how AI chat assistants deployed on specific application domains can cater to diverse user needs, including
male-female differences [15].

In summary, acknowledging the significant influence of icebreaking on the development of following interactions
and seeing the absence of any existing chat application that includes a customised AI assistant, this research centres on
this particular domain of application, seeking to answer “How do user experiences differ between males and females
when utilising a personalised chat assistant in the context of initial text conversations?” Our aim is to obtain
insights that would influence the design of the next generation of AI chat assistants, making them more user-centric
and context-aware.

2 DESIGN OF PERSONALISED CHAT ASSISTANTS

2.1 Preliminary User Survey

We conducted a preliminary user survey to gauge interest and views on the necessity for personalisation among
prospective users. The participants of the preliminary survey were briefed on the study’s aims and methodologies, and
consent was obtained following our institution’s guidelines. An online questionnaire1 was administered to a diverse
sample of 162 participants aged 15 to 44. The survey explored attitudes towards chatbots and AI helpers, current
satisfaction levels, and areas for improvement.

Participants rated various language styles for their ideal AI chat assistant using a scale from 1 (“not needed at
all”) to 5 (“highly needed”). In the analysis of the results, scores exceeding 3 were considered indicative of favourable
sentiments. A majority (82.67%) desired a more personalised AI chat experience. “Respectful” and “Humorous” styles
were most favoured (67.72% and 74.16%, respectively). “Playful” and “Serious” styles were preferred by 66.93% and
53.54%, respectively. A minority (33.86%) preferred an “Offensive” tone.

Acknowledging user preferences for personalisation and their favoured language styles (“Respectful” and “Humor”),
subsequent design prioritised these styles. Our approach anchored our research in authentic user preferences, enhancing
its relevance and practicality.

2.2 Key Features of Personalised Chat Assistant

The user interface incorporates an AI chat assistant specifically developed to enhance the overall communication
experiences of users. The diagram in Fig. 1 illustrates the two main functionalities of the system.

Text Recommendation: This functionality proved to be advantageous in situations where the users were uncertain
regarding appropriate responses inside conversational contexts. The AI provides a recommended response at a pre-
established AI extraversion level and language style, based on the user’s preferences:

• Extraversion Level: Three distinct levels were supported: introverted, average, and extroverted. This allows the
AI assistant’s suggested responses to align with the user’s preferred mode of interaction.

• Linguistic Style: Individuals can select between the options of “humorous” and “respectful”. This feature provides
a second customisation level, catering to the user’s preferences and their perception of the conversation’s context.

1https://qfreeaccountssjc1.az1.qualtrics.com/jfe/form/SV_0VQb8OE6ZM5R5u6
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Fig. 1. Sample interactions between users and AI chat assistants are shown in English; however, all participants in the study consented
to converse in Chinese.

Text Polishing: In addition to providing suggestions for responses, the assistant can enhance and improve messages
written by the user. Text polishing is tailored to the user’s preferences by choices of extraversion level and linguistic
style, with exactly the same options as the recommendation functionality. The symmetry of the design enhances
consistency, coherence, and clarity.

2.3 Implementation

The developed Personalised AI Chat Assistant, is supported by OpenAI’s GPT-3.5 API2, and provides a personalised
conversational interface, enabling users to adjust the AI’s amount of extraversion and linguistic style according to their
preferences. The workflow of the system combines user inputs with chosen AI-enhanced features to produce improved
textual outputs. Furthermore, it examines conversation data gathered from interactions with friends, meticulously
analyzing the language, tone, and context and incorporates user-defined AI recommendation functionalities to produce
contextually appropriate text recommendations. The system’s versatility, along with a user interface influenced by
the design of WhatsApp’s web platform and supported by an SQLite database for effective data storage, tailored for
analyzing user-focused digital communication, is detailed in an Appendix with a high-level flowchart.

3 USER STUDY

3.1 Participants & Study Setup

To obtain insights into user interactions with our Personalised AI Chat Assistant, we experimented with a cohort
of 18 Chinese participants. Following a comprehensive explanation of the objectives of the study, the participants
signed consent forms, indicating their voluntary agreement to partake in the experimental procedures. Gender and age
information for each participant can be found in the Appendix. The participants’ briefing was that they would chat
with unfamiliar people and that they should mainly focus on the topic of travel. This is to ensure our experiment was
conducted on the same conditions and conversation topic.

2https://platform.openai.com/docs/api-reference
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Fig. 2. Control group for an initial chat without AI followed by AI-assisted chat, with Comfort Level (CL), Continuation Willingness
(CW) assessments, and experimental group for post-experiment user experience questionnaire and interview.

Participants Pairing: We employed a random pairing approach with two restrictions: all pairs consisted of one male
and one female participant, and secondly, each participant engaged with different persons in their AI-assisted and
non-assisted conversations.
Experimental Process: Each participant engaged in two separate sessions, as illustrated in Fig. 2. 1) The control
session - a text conversation with someone they had no prior acquaintance with, without using the assistance of the
AI chatbot. After the interaction, participants evaluated their comfort levels during the chat and their inclination to
sustain the dialogue. 2) The experimental session - a subsequent text conversation with a new acquaintance, distinct
from that of the control session, using this time the functionalities of the AI chat assistant. Throughout this session,
participants received AI-generated recommendations and polishing. To ensure consistency, participants adhered to two
predetermined linguistic styles while having the freedom to select from various AI extraversion levels, and each session
was carefully regulated to last approximately 20 minutes.

At the end of this session, participants were invited to fill out the System Usability Scale (SUS) and User Experience
(UX) questionnaire3, a task lasting about 5 minutes.

3.2 Metrics

System Usability Scale (SUS): A validated questionnaire assessing user perceptions of usability in personalised AI
chat assistants. It gauges user-friendliness and comprehensibility, with higher scores indicating a more user-friendly
interface and a sense of control for users.
User Experience (UX): A metric evaluating the overall user experience during interactions with the AI chat assistant.
It includes a 7-point Likert scale of efficiency, effectiveness, and user satisfaction. A positive UX score indicates that the
AI assistant meets or exceeds user expectations in terms of usefulness and response [11].
Comfort Level (CL): A metric measuring user comfort during initial textual interactions on online platforms. Rated
on a scale from 1 to 5, it reflects ease or tension in conversation, providing insights for optimising chat interfaces and
interaction experiences [2].
Continue Willingness (CW): A metric assessing users’ desire to extend textual interactions after initial conversations.
Scored from 1 to 5, it helps understand engagement dynamics, emphasizing the importance of fostering continued
conversations for deeper connections [5].

3https://qfreeaccountssjc1.az1.qualtrics.com/jfe/form/SV_3acj95ynXNOclgO
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4 RESULTS

4.1 Usability and User Experience

First, we utilised the System Usability Scale (SUS) as a means of measurement of the perceived usability of the system.
With average System Usability Scale (SUS) scores of 70.83 (SD = 3.73) for males and 70.94 (SD = 6.37) for females, both
male and female users perceived the usability of the system as “good” [1], with minimal, statistically insignificant
differences between them.

Attractiveness Perspicuity Efficiency Dependability Stimulation Novelty
0.0

0.5

1.0

1.5

2.0

2.5

SD: 0.72

SD: 0.72

SD: 0.62 SD: 0.53 SD: 0.72
SD: 0.75

SD: 0.85
SD: 0.95

SD: 0.87
SD: 0.66 SD: 0.81

SD: 0.71

Excellent
Good
Above Average
Below Average
Bad
Mean (Male)
Mean (Female)

Fig. 3. Distribution of scores across six key dimensions of male and female user experience.

Table 1. Cronbachs Alpha-Coefficient for male and females.

Scales Male Female

Attractiveness 0.97 0.92
Perspicuity 0.96 0.98
Efficiency 0.95 0.89
Dependability 0.82 0.88
Stimulation 0.90 0.92
Novelty 0.97 0.94

Using the six UX dimensions outlined by Schrepp et al. [11], our questionnaire revealed the system’s strong perfor-
mance. As depicted in Fig. 3, the AI chat assistant demonstrated exceptional performance in the attractiveness and
efficiency dimensions, receiving a commendable grade of “Good” from both gender groups. “Novelty” also earned an
“Excellent” rating for innovation and engagement from both groups. However, a difference between female and male
groups emerged for perspicuity, dependability, and stimulation. While male users rated these dimensions as “Excellent”,
female users rated them as “Good”. This indicates that the system’s design and engagement features resonate well with
both female and male groups, but female users would have preferred further refinement. Encouragingly, the internal
consistency of our evaluation, gauged by Cronbach’s Alpha, exceeded the empirical 0.7 threshold for all dimensions,
as shown in Table 1. This high reliability strengthens the validity of our findings, adding confidence to the observed
gender differences in UX.
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4.2 Comfort Level and Continue Willingness

CL CW CL_AI CW_AI
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Fig. 4. Boxplots for males and females of the chat comfort level (CL) and the continue willingness (CW).

Fig. 4 shows boxplots of comfort level (CL) and continue willingness (CW) scores for male and female users.
Comfort Level without AI (CL): Male users reported a slightly higher average comfort level (M = 3.00) compared to

female users (M = 2.78). While their difference is not statistically significant (𝑝 = 0.28), we note the wider interquartile
range (spread of comfort levels) among male users, a finding that might warrant further investigation.

Continuation Willingness without AI (CW): Male users expressed a slightly higher willingness to continue the
conversation (M = 2.78) compared to females (M = 2.56), which again was not statistically significant. The similar spread
of responses within both groups, as evidenced by the interquartile range, suggests that individuals of both genders
displayed a comparable range of engagement, with some more interested and others less enthusiastic about further
conversation.

Comfort Level with AI (CL-AI): Male users reported a statistically significant (𝑝 = 0.02) higher level of comfort
level (M = 4.11) compared to females (M = 3.44). Interestingly, the female user group displayed a wider range of comfort
levels, suggesting a more varied AI experience. This could be an indication that certain aspects of the AI’s assistance
resonate more strongly with some female users than others, something that might warrant further investigation.

Continue Willingness with AI (CW-AI): While both genders showed a high overall willingness to continue
interacting with AI, response distributions differed. Male users had a higher degree of consistency in their scores,
resulting to a tighter interquartile range. Moreover, the mean score of the female user (M = 3.89) surpassed that of
males (M = 3.78), even though the difference was not statistically significant, (𝑝 = 0.41). These findings could suggest
that specific features of the AI implementation resonated very well with some of female users and stimulated their
inclination to continue the interaction, while male users maintained a more consistent level of interest.

Overall, the adoption of the AI chat assistant significantly increased users’ comfort levels and willingness to continue
interaction (𝑝 << 0.05). The 37.04% and 24.00% increases in the mean values of comfort levels for males and females,
respectively, and the 36.00% and 52.17% increases in the willingness to continue, indicate that AI had a positive impact
on the overall user experience.

4.3 Discussion

4.3.1 Usability and User Experience Reflection. The examination of the AI chat assistant’s user experience
and usability reveals its potential to enhance text-based initial conversation situations, especially for its intuitive

6
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interface and ease of use. The AI chat assistant received high ratings for Novelty and Perspicuity, due to its unique
conversational approach and the clarity of its interface. Nevertheless, user feedback pointed to areas for improvement.
Enhancing the visual appeal through customisable themes, expanding the personalisation options, and further refining
the language model’s context awareness could all contribute to an even more engaging and seamless UX.

4.3.2 Comfort Levels and Continuation Willingness. Our empirical findings demonstrate a significant increase in
the mean values of comfort levels and willingness to continue conversations for both males and females, highlighting
the potential of AI to mediate and facilitate positive user experiences, especially in unorganised social dialogues where
contextual information is sparse. Specifically, the AI’s engaging prompts, playful humour, and icebreaker questions
seem to contribute to a favourable atmosphere, highlighting its ability to create a favourable atmosphere for ongoing
interactions, even during the early phases of the unorganised dialogue, where there is less contextual information
available to guide the language model. On the other hand, it’s important to acknowledge that AI’s effectiveness can
vary depending on the specific topic and the quality of its training data, highlighting the need for further research and
development in this domain.

4.3.3 Limitations and Future Directions. While demonstarting the potential of artificial intelligence in facilitating
initial text interactions, particularly within the Chinese population segment studied, the present study also highlights
the need for greater diversity in future studies. Moreover, the primary focus on specific characteristics such as gender,
further limits the generalisability of the findings. To ensure broader applicability, future research should incorporate a
wider range of subjects in terms of age, ethnicity, geographical location, and socio-economic background, allowing for
a more nuanced understanding of how AI chat assistants can facilitate conversations within diverse populations.

It is worth noting that even subtle variations in AI behaviour within the same extraversion level can significantly
influence human impressions, highlighting the need for precise tuning of AI communication styles. Moreover, our
study, and several others on the topic, suggest a trend towards over-reliance on the text polishing feature, potentially
raising concerns about user agency and a long-term impact on communication skills. Investigating this phenomenon
and its long-term effects on genuine self-expression and language development, should be a priority for future research.

Furthermore, the study revealed an intrinsic subjectivity in the experimental design, suggesting that users might
interpret the AI responses in diverse ways. This highlights the need for future research to account for user variability.
One additional limitation is that using predetermined AI personality profiles limits adaptability to individuals with
diverse communication styles. Future studies should explore AI models that can dynamically adjust their personalities
to better cater to user preferences. Finally, this study did not assess the nuanced differences between various AI features
such as text recommendation and polishing, leaving a promising research direction for further investigations.

5 CONCLUSION

This digital age revolves around text-based interactions, making the initial texting experience crucial for building
positive communication dynamics. Our findings highlight the significant potential of AI interventions to enhance user
experience in these initial encounters. By fostering comfort and encouraging sustained conversations, AI chat assistants
can bridge the gap and establish meaningful connections. However, we must acknowledge the inherent limitations of
such innovations, and particularly the risk of over-reliance on the polishing feature and its potential impact on the
users’ communication skills. Additionally, ensuring consistent AI behaviour and adapting to the diverse personalities of
real-world users pose crucial challenges for future iterations.
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Workflow overview of the personalised AI chat assistant powered by GPT-3.5.

Demographics and control and experimental session pairs.

Control Session Without AI (Age, Male/Female) Experimental Session With AI

P1 (28, Male) & P2 (27, Female) P1 & P4
P3 (28, Male) & P4 (33, Female) P3 & P6
P5 (28, Male) & P6 (25, Female) P5 & P8
P7 (27, Male) & P8 (27, Female) P7 & P10
P9 (28, Male) & P10 (28, Female) P9 & P12
P11 (27, Male) & P12 (21, Female) P11 & P14
P13 (27, Male) & P14 (29, Female) P13 & P16
P15 (27, Male) & P16 (35, Female) P15 & P18
P17 (27, Male) & P18 (31, Female) P17 & P2
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