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Abstract—Future vehicular applications, such as safety guaran-
tee and autonomous driving, rely on vehicular-to-infrastructure
(V2I) ultra-reliable low-latency communication (URLLC). This
paper investigates the flow scheduling and power allocation
mechanism to improve the transmission capacity of the downlink
V2I orthogonal frequency division multiplexing (OFDM) URLLC
network. Given the stringent latency requirements, short package
transmission is adopted and the approximation of the finite
blocklength codes capacity is introduced for the algorithm design.
Also in the system design, we fully consider the effect of Doppler
spread caused by high vehicular mobility. We formulate the
problem of maximizing the number of flows that satisfy delay and
reliability requirements while meeting the constrained radio and
power resources. To solve this challenging non-convex problem,
we propose a joint optimization framework for iterative flow
scheduling and power allocation. In the scheduling phase, we
propose a deferred acceptance based flow scheduling algorithm
by leveraging matching game. In the power allocation phase,
we design a collection-reallocation algorithm for local power
optimization while fully considering the dynamic characteristics
of V2I scenarios. Numerical results show that the proposed
scheme effectively enhances the system performance compared
to other state-of-art mechanisms.

Index Terms—URLLC, OFDM, flow scheduling, power alloca-
tion, matching theory.

I. INTRODUCTION

Intelligent transportation system (ITS) is emerging as one of
the most fundamental scenarios in the future communication
era, which promises to improve network availability and relia-
bility, reduce latency, and conserve energy [1], [2]. Among the
technologies proposed for ITS, enhanced vehicle communica-
tion provides a more efficient and safer traffic experience for
our daily life. On the one hand, vehicle-to-vehicle (V2V) and
vehicle-to-pedestrian (V2P) communications adopt the device-
to-device (D2D) mode, which supports extended sensing and
enhanced mobile broadband (eMBB) services [3]. On the other
hand, vehicle-to-infrastructure (V2I) communication achieves
point-to-multipoint transmission, extends transmission range,
and provides high data rates for nodes in coverage, which

Jing Li, Yong Niu, Hao Wu and Bo Ai are with the State Key Labora-
tory of Advanced Rail Autonomous Operation, Beijing Jiaotong University,
Beijing 100044, China, and also with Beijing Engineering Research Center
of High-speed Railway Broadband Mobile Communications, Beijing 100044,
China (E-mails: jinglee@bjtu.edu.cn, niuy11@163.com, hwu@bjtu.edu.cn,
boai@bjtu.edu.cn.)

Tony Q. S. Quek is with the Information Systems Technology and Design,
Singapore University of Technology and Design, Singapore 487372, and also
with the Department of Electronic Engineering, Kyung Hee University, Yongin
17104, South Korea (e-mail: tonyquek@sutd.edu.sg).

Ning Wang is with School of Information Engineering, Zhengzhou Univer-
sity, Zhengzhou 450001, China (E-mail: ienwang@zzu.edu.cn).

Sheng Chen is with School of Electronics and Computer Science, University
of Southampton, Southampton SO17 1BJ, UK (E-mail: sqc@ecs.soton.ac.uk).

promises to enable ultra-reliable low-latency communication
(URLLC) for mission-critical applications, such as traffic
management, autonomous driving, collision prevention, etc.
[4], [5]. Typically, URLLC in V2I imposes strict requirements
on latency (e.g., 3–10 ms) and reliability (e.g., 10−5), with the
payload size limited to around 300 bytes [6]. To meet these
stringent metrics, research and development for V2I URLLC
are rapidly advancing.

From the standards aspect, the third generation partnership
project (3GPP) introduces the fifth generation (5G) new radio
(NR) to vehicular systems, which proposes advanced physi-
cal (PHY) layer design and medium access control (MAC)
layer operation for V2I communications [7]. 5G NR achieves
flexible transmission durations and minimum control signaling
overhead, where mini-slots, containing 2, 4 or 7 symbols, as
short and agile transmission units can be applied to facilitate
low-latency applications [8]. Orthogonal frequency-division
multiplexing (OFDM) forms the baseline waveform in NR
mobile systems, which can easily be combined with multiple
antenna configurations for spectral efficiency and reliability
enhancement. Evaluated by [9], 5G NR outperforms other
standards, in terms of reliability, latency and data rates, which
plays an essential role in motivating URLLC cases of vehicular
scenarios. In the transmission phase, short-packet with finite
blocklength codes (FBC) is introduced to satisfy latency
requirements, where the achievable data rate can typically be
modeled as a function of decoding error probability (DEP) and
blocklength [10]. The authors of [11] have further extended the
above result to quasi-static fading channels, and the work [12]
has demonstrated the feasibility of achieving URLLC require-
ments in the 5.9 GHz vehicular system, providing a holistic
study for promoting future mobile URLLC applications.

However, due to the limited available resources in mobile
vehicular networks, scheduling and resource allocation be-
comes a significant part of practical URLLC system design.
On the one side, considering the constrained radio resources,
it is necessary to design the scheduling policies that satisfy
the latency objectives of all users while addressing the un-
certainty of the vehicle channel [13]. Hence, several recent
efforts have been made to achieve this goal. The studies
[14] and [15] reviewed the packet scheduling in the existing
vehicular URLLC systems and presented potential challenges,
thereby providing deep insights for further research. The work
[13] innovatively modeled the scheduling problem in the
mobile network as a Markov decision process, and proposed
a dynamic programming based strategy to solve it. In addi-
tion, some researchers concentrated on the joint URLLC and
eMBB traffic scheduler, attempting to maximize the utility of
eMBB traffic while satisfying URLLC demands, for which
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puncturing-based transmission schemes [16]–[18] have been
proposed. Nevertheless, these mechanisms mainly focus on
static or low-mobility scenarios and thus cannot be directly
applied to V2I networks.

On another side, power allocation is also crucial for the V2I
URLLC system, especially in multi-user cases. Typically, this
is a challenging task due to the time-varying channel state and
the complex interactions among transmission signal power,
blocklength and DEP. To tackle this challenging problem,
several recent literature have conducted the related research
[19]–[22]. Specifically, the work [19] aimed to maximize the
overall capacity while guaranteeing the reliable and delay
requirements of V2V links, which was formulated as a joint
optimization problem of mode selection. A reinforcement
learning algorithm was adopted to solve the formulated opti-
mization. By characterizing the distribution of extreme events
through extreme value theory, the study [20] proposed a
federated learning framework to minimize the power con-
sumption in V2V networks with URLLC constraints, which
also yielded significant gains in reducing queue length. By
noticing the coexistence of URLLC and eMBB services in
vehicular networks, the studies [21] and [22] exploited the
resource management schemes based on network slicing and
puncturing technique to improve performance. These works
devised feasible solutions for vehicular resource allocation,
whereas the prioritized link scheduling as an important part
of quality of service (QoS) guarantee has not been fully con-
sidered. In addition, efforts on satisfying URLLC requirements
for V2I links are still sparse.

Motivated by the above discussion, we propose a joint
framework for flow scheduling and power allocation in a
multi-user downlink OFDM V2I network, aiming to maxi-
mize the number of successful flows while guaranteeing their
specific delay and reliability constraints. The proposed scheme
fits well with the dynamic channel and enables efficient power
utilization, serving as a lightweight candidate technique to
support vehicular URLLC networks. The main contributions
are summarized as follows.
• Considering the short-package transmission and vehicular

mobility, we construct the system model for the downlink
V2I URLLC based on the 5G NR standard, which speci-
fies the practical antenna model, channel model and data
rate. In this V2I network, to guarantee that the power-
constrained road-side base station (RSU) can successfully
send critical messages to multiple running vehicles, we
maximize the number of successful flows via the joint
optimization of flow scheduling and power allocation.

• Since the proposed optimization problem is non-convex
and difficult to tackle directly, we decouple it into the
sub-problems of flow scheduling and power allocation.
The flow scheduling sub-problem can be viewed as a
matching process between unscheduled flows and avail-
able frequency bins (FBs), which can be solved by
the deferred acceptance based flow scheduling algorithm
(DAFS). By fully leveraging the quasi-static characteristic
of the vehicular channel, we realize the local power opti-
mization by the collection-reallocation algorithm (CRA),
which enhances the successful transmission probability

effectively. Joint scheduling and power allocation is then
achieved by involving the iterative optimization between
the two sub-problems.

• Extensive simulations are conducted to evaluate the
performance of our proposed scheme under diverse
network environments, including different numbers of
users, power constraints, delay requirements and mobility
speeds. The results show that the proposed algorithm
always outperforms the existing works, in terms of the
completed flows and system throughput.

The remainder of this paper is organized as follows. Sec-
tion II introduces the system model of the multi-user V2I
URLLC system and formulates the optimization problem to
maximize the number of successful flows. To solve this chal-
lenging problem, a joint flow scheduling and power allocation
algorithm (JSPA) is proposed in Section III. Then Section IV
provides numerical results and Section V concludes this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Network Model

The downlink V2I network is illustrated in Fig. 1, where
the power-constrained RSU attempts to send safety-critical
information to K vehicles indexed by k ∈ K = {1, 2, · · ·,K}
via short packages. For ease of exposition, we assume that
vehicles are equipped with single antenna and are traveling in
the same direction at a constant speed of v. Denote the sizes
of the contents to be transmit by N = {N1, N2, · · · , NK},
where Nk represents the payload size of the k-th flow. Herein,
to satisfy the users’ latency and reliability requirements, each
URLLC flow should be successfully transmitted within Dk

mini-slots at a maximum block error rate (BLER) of εk.
Thus, we summarize the QoS requirements of each flow as
{Nk, Dk, εk}.

In the transmission design, to avoid strong co-channel
interference among different flows as well as to achieve the
low-latency objective, OFDM modulation is employed with
a subcarrier spacing of 15 kHz and supporting mini-slot
transmission, which complies with the 5G NR standard [24],
[25]. In this case, a mini-slot in the time domain and 12 sub-
carriers in the frequency domain form the basic scheduling

RSU

Fig. 1. Vehicular network.
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unit called the resource block (RB). There are a total of
|I|·|J | RBs, where I = {1, 2, · · · , I} and J = {1, 2, · · · , J}
represent respectively the sets of mini-slots and FBs. For
clarity, we denote the RB in the i-th mini-slot and j-th FB
by (i, j).

Since both radio and power resources are limited in this
V2I network, it is challenging to fulfill the QoS requirements
of all flows. Therefore, the RSU performs both radio resource
scheduling and transmit power allocation, based on the prin-
ciples: 1) each RB can only be occupied by one flow at most,
and 2) the total power consumption should be no more than the
constrained power. In practice, resource management should
also take into account the Doppler shift caused by vehicular
mobility, and this is considered in this paper.

B. Antenna Model

Conventional studies assume the antenna radiation pattern
at the RSU as omnidirectional since vehicles can be in any
direction relative to it, which is however not throughput-
effective [26], [27]. To achieve performance improvement, we
deploy four 90◦ sector antennas on the RSU, while neglecting
the interference effects of antenna co-location [28]. Such an
antenna configuration has the same transmission characteris-
tics as the omnidirectional ones and can realize the maximum
gain G0 = 6 dBi [29].

For vehicles, we consider the popular 3D antenna model in
3GPP TR 37.885, the power pattern of which is described as
a function of horizontal angle θ and vertical angle ψ, with the
total gain expressed as:

A(θ, ψ) = −min {−(AH(θ) +AV (ψ)), 3} [dBi], (1)

where AH(θ) and AV (ψ) represent the antenna gains in the
horizontal plane and the vertical plane, respectively.

C. Channel Model

As multiple learning techniques [30] have been developed
to perform mobile channel estimation, it is reasonable to
assume that the perfect channel state information (CSI) is
available at the RSU, which is consistent with the studies [20],
[31], [32]. We consider a quasi-static flat fading channel in
which the channel gain remains constant in the coherent time
Tc but varies independently across consecutive coherent-time
durations. The most common definition of coherence time is
given by [33]

Tc =

√
9

16πf2d
=

0.423

fd
, (2)

where fd = v
c fc is the maximum Doppler frequency shift, with

c being the speed of light and fc the carrier frequency. Let τ
denote the mini-slot duration, and Tc ≥ τ holds. We define
Tc =

⌈Tc
τ

⌉
as the coherent interval. Besides, the received

power at the k-th vehicle in RB (i, j) can be written as

P ri,j,k = βPi,j,kG0A
(
θi,j,k, ψi,j,k

)
gi,j,kd

−α
i,j,k, (3)

where β is a constant proportional to
(
λ
4π

)2
with λ being

the wavelength, G0 is the antenna gain at the RSU, α is the

path loss (PL) exponent, Pi,j,k and A(θi,j,k, ψi,j,k) are the
transmit power and the antenna gain at the k-th vehicle in
RB (i, j), while di,j,k is the distance between the RSU and
the k-th vehicle. Moreover, based on the channel measurement
and analysis results [34]–[36], it is reasonable to assume that
the channel gain gi,j,k follows the Rician fading, with the
amplitude probability density function (PDF) [37]:

f(g) =
2(Kf+1)g

Ω
e−Kf e−

(Kf+1)

Ω g2

I0

(
2

√
Kf (Kf + 1)

Ω
g

)
,

(4)
where Kf denotes the Rician K-factor, Ω is the average
envelope, and I0(·) is the zero-order modified Bessel function
of the first kind.

D. Data Rate

Although RBs in OFDM systems are designed to be orthog-
onal, the high-speed motion of vehicles causes the Doppler
shift, which destroys the orthogonality between subcarriers
and introduces inter-RB interference. Hence, the interference
power received by vehicle k in RB (i, j), denoted by Si,j,k,
includes both inter-RB and intra-RB interferences, and can be
expressed as

Si,j,k = xi,j,kS
e
i,j,k;i,j′,k′ + Sai,j,k. (5)

In (5), xi,j,k is a binary variable with xi,j,k = 1 only when
RB (i, j) is allocated to vehicle k. Sei,j,k;i,j′,k′ is the inter-RB
interference from vehicle k′ of RB (i, j′), given by [38]

Sei,j,k;i,j′,k′ =
P ri,j,k;i,j′,k′Λ(Tofd)

2

2L

×

 L∑
m=1

L∑
n=1,n6=m

1

((Lj+n)− (Lj′+m))2

 , (6)

in which P ri,j,k;i,j′,k′ and L stand for the received power at
RB (i, j) from RB (i, j′) and the number of subcarriers per
RB, while Λ and To are the number of OFDM symbols and
the duration of each symbol. In addition, the intra RB (i, j)
interference can be calculated as

Sai,j,k =
P ri,j,kΛ(Tofd)

2

2L

 L∑
m=1

L∑
n=1,n6=m

1

(m− n)2

 . (7)

Therefore, the signal-to-interference-plus-noise ratio (SINR)
of the k-th vehicle in RB (i, j) is given by

γi,j,k =
P ri,j,k

Si,j,k +N0B
, (8)

where N0 and B denote the bandwidth of each RB and the
noise power density, respectively.

As aforementioned, URLLC systems involve small pay-
loads and employ short packet transmission, rendering the
classic Shannon capacity no longer appropriate to describe
the maximum achievable data rate. To this end, the FBC
capacity formula given in [10] is adopted to characterize the
relationship among the achievable rate, latency and BLER,
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with the achievable rate of vehicle k in RB (i, j) given by

Ri,j,k=xi,j,kB

log(1+γi,j,k)−Q
−1(εk)

ln 2

√
V (γi,j,k)

Nk

, (9)

where Q−1(εk) stands for the inverse function of the Gaussian
tail function Q(εk) = 1√

2π

∫∞
εk
e−t

2/2dt, and V (γi,j,k) = 1−
(1 + γi,j,k)−2 defines the channel dispersion.

Then based on the joint channel coding theory [39], we
encode the data packets of each vehicle over all the scheduled
RBs, and the maximum number of the received data bits for
the k-th vehicle can be approximated as

Ck =
∑
i

∑
j

τRi,j,k. (10)

E. Problem Formulation

In this V2I network, the RSU receives the transmission
requests with QoS requirements from vehicles at mini-slot
0. Then the transmission of the desired data flows begins
when the scheduling is completed. Note that the RSU has
the complete knowledge of vehicles’ location and the system
resource utilization. Our objective is to fully exploit the
transmission ability of the V2I network, i.e., to accomplish
the traffic demand of URLLC services as much as possible, by
jointly optimizing the flow scheduling and power allocation,
given the constrained radio resource and limited transmission
power. Mathematically, this joint flow scheduling and power
allocation optimization problem can be described as

P : max
∑
k

δk, (11)

s.t. Ck ≥ Nk, ∀ k, (12)
xi,j,k ∈ {0, 1}, ∀ i, j, k, (13)∑
k

xi,j,k ≤ 1, ∀ i, j, (14)

xi,j,k = 0, ∀ i ≥ Dk, (15)
xi,j,kPi,j,k ≥ 0, ∀ i, j, k, (16)∑
i

∑
j

∑
k

xi,j,kPi,j,k ≤ Psum, ∀ i, j, k, (17)

δk =

{
1, Ck ≥ Nk withinDk,

0, otherwise.
(18)

The objective value
∑
k δk is the number of successful

flows. Constraint (12) ensures that the payload demand of Nk
bits for user k is met. Constraints (13) and (14) indicate that
each RB is assigned to at most one flow, to eliminate mutual
interference. To meet the delay requirement, constraint (15)
specifies that vehicle k is served within the first Dk time slots.
Constraint (16) guarantees the non-negative power allocation,
and constraint (17) restricts the total available power of the
RSU to no more than Psum. Constraint (18) defines the value
of δk, i.e., only when the target payload demand of flow k is
satisfied in the required delay Dk, δk = 1; otherwise δk = 0.
Therefore, the joint flow scheduling and power allocation
optimization is to maximize the number of successful flows,
while guaranteeing their specific rate, delay and reliability

requirements as well as meeting the RSU’s radio resource and
power constraints.

III. PROPOSED ALGORITHM FOR URLLC SERVICE
SCHEDULING AND POWER ALLOCATION

The joint flow scheduling and power allocation optimiza-
tion formulated in Subsection II-E involves both binary and
continuous variables, and it is a mixed-integer nonlinear pro-
gramming problem (MINLP), which is NP-hard and difficult
to solve directly. Inspired by the concurrent scheduling mech-
anism in time division multiple access systems, we propose a
heuristic algorithm to solve it. Specifically, we separately ad-
dress the flow scheduling and power allocation sub-problems
while considering content sizes, latency, and reliability require-
ments. Subsequently, an efficient joint optimization framework
is designed to solve this MINLP problem iteratively.

A. Sub-problem 1: Flow scheduling

Given that each flow can use multiple RBs but each RB can
only be assigned to one flow, the previous studies [32], [40]
modeled the flow scheduling as a many-to-one matching game
(MG) and solve it accordingly. However, we notice that each
flow tends to transmit in consecutive RBs with stable CSI,
i.e., not change its transmission state within a coherence-time
duration unless completed. Therefore, we reorganize the entire
radio resource and formulate a one-to-one MG as follows.

Definition 1 (Matching Concept). Let Ĵ (i) be the set of
available radio resource in the i-th mini-slot, each element of
which represents an idle FB. Let K̂ denote the set of remaining
flows that load URLLC services. Initially, we have Ĵ (1) = J
and K̂ = {1, 2, · · · ,K}. A two-side matching is defined as
the mapping result between flows in K̂ and resource in Ĵ (i),
with each available FB exclusively assigned to one flow for
collision avoidance, where

1) ∀j ∈ Ĵ , M(j) ∈ K̂ and |M(j)| = 1,
2) ∀k ∈ K̂, M(k) ∈ Ĵ (i) ∪ ∅ and |M(k)| = {0, 1}.

Herein, M(·) represents the partner of player j or k under
matching M, and |M(·)| denotes the cardinality of the
matched partners. To avoid resource waste and possible extra
latency, FBs should be fully allocated, such that |M(j)| = 1
holds. However, due to the limited radio resource, not all flows
can be scheduled such that |M(k)| = {0, 1}.

Definition 2 (Preference List). The matchingM contains two
groups of players whose preference relations are utilized to
describe the decision process. On the one hand, each flow aims
to maximize its achievable rate, and its preference list can be
built by calculating (9) over all available FBs. Denote the pref-
erence relation by �k, we have j �k j′ ⇔ Ri,j,k > Ri,j′,k.
On the other hand, each FB tends to accept the flow most likely
to be successfully transmitted, with its preference relation
denoted by �j . Herein, k �j k′ ⇔ 1

Nk·Dk >
1

Nk′ ·Dk′
indicates

that priority ones are flows with strict latency requirements
and light loads, in that a) flows with strict latency constraints
should be prioritized to increase the probability of successful
transmission; b) the content size Nk should be considered to
realize the optimization goal of completing URLLC services
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as much as possible. Since content-loaded flows take up a
large amount of resources, they are less preferred than lightly
loaded ones.

Definition 3 (Deferred Acceptance Based Algorithm). Since
both the FBs and flows are selfish and rational, the above
matching process can be formulated as a game in which the
preference list of each player is strict and complete [41].
According to [42], there exist stable states for such a game
and the classical deferred acceptance (DA) algorithm can find
the stable matching that maximizes the sum-utility.

Therefore, we propose the DA-based solution to obtain
the optimal flow scheduling results, as shown in Algorithm
1. The matching procedure is performed at the RSU side,
which receives the overall URLLC requests from vehicles
beforehand and captures real-time system parameters such as
vehicle location, flow scheduling, FB allocation and preference
lists. Since no FB proposes to a flow twice, the complexity is
bounded by the number of flows, denoted as O(|K|).

Algorithm 1: Deferred Acceptance Based Flow
Scheduling Algorithm (DAFS)

Input : Set of flows that have not been scheduled, K̂,
and their corresponding content sizes, N̂ ; Set
of available radio resource in time slot i,
Ĵ (i);

Output: Flow scheduling results; Index of each
scheduled flow, kµ.

1 Each flow in K̂ builds its preference list over Ĵ (i) by
calculating (9);

2 Each flow proposes to its top-ranked FB j that has not
rejected it before;

3 if j receives one request then
4 accept it;

5 if j receives two or more requests then
6 accept the top-ranked one by calculating 1

Nk·Dk ;

7 Repeat steps 2-6 until no flow request or each j has
been assigned.

B. Sub-problem 2: Local Power Allocation

We adjust the power of the scheduled flows to optimize
the transmission. In view of the quasi-static channel, it is
reasonable to locally adjust the power in each Tc, with the
basic idea of: 1) collecting available power from flows that
have more power than needed to complete their payloads
before the tolerable delay; 2) and reallocating it to flows that
cannot meet the latency requirements, thereby increasing the
number of completed flows. Algorithm 2 shows the two-phase
pseudo-code of the proposed algorithm, where a =

⌈
i
Tc

⌉
denotes the index of the current coherent interval.

1) Phase I: First we calculate the data rate of each flow at
the average power P , and then check whether its transmission
deadline Dkµ lies in the current coherent-time duration. If so,
we further examine whether and how much available power
this flow can provide, as indicated by lines 4-14. Specifically,

Algorithm 2: Collection-Reallocation Algorithm
(CRA)
Input : Index of each scheduled flow at time slot i,

kµ; Delay and BLER requirements, and
remaining content size of each scheduled
flow, Dkµ , εkµ , and N̂kµ ; Initial transmit
power of each flow, P ;

Output: Completed number of flows δ;
1 Phase I: Available power collection
2 foreach scheduled flow kµ do
3 Calculate corresponding Ri,j,kµ by (9);
4 if Dkµ ≤ a · τ · Tc then
5 if Ri,j,kµ · (Dkµ − (a− 1)τTc) ≥ N̂kµ then
6 Decrease power allocated to kµ from P to
7 Pkµ so that:
8 R′i,j,kµ · (Dkµ − (a− 1)τTc) = N̂kµ ;
9 δ = δ + 1;

10 ∆Pa = ∆Pa+(P−Pkµ)·(Dkµ−(a−1)τTc);

11 else
12 Kµ = Kµ ∪ kµ;
13 N̂kµ = N̂kµ −Ri,j,kµ · (Dkµ − (a− 1)τTc);
14 N̂kµ = N̂kµ ∪ N̂kµ ;

15 else
16 N̂kµ = N̂kµ −Ri,j,kµ · τ · Tc;

17 Phase II: Power reallocation
18 if |Kµ| ≥ 1 then
19 Sort elements in N̂kµ in ascending order;
20 for l = 1 : |Kµ| do
21 if ∆Pa > 0 then
22 Calculate power required by flow l to

achieve R′i,j,l · (Dl − (a− 1)τTc) = N̂l;
23 if Pl − P ≤ ∆Pa then
24 δ = δ + 1;
25 ∆Pa = ∆Pa
26 −(Pl − P ) · (Dl − (a− 1)τTc).

this algorithm obtains the local achievable data of flow kµ by
multiplexing its data rate Ri,j,kµ and transmission duration
(Dkµ − (a − 1)τTc), after which the following two cases
exist. a) When the achievable data size exceeds its remaining
content, decrease the power to Pku that just can complete its
transmission. Then increase the number of completed flows
by 1 and store the available power in Pa, as in lines 9-10.
b) When flow kµ fails to accomplish transmission within the
required delay, record it in Kµ and store its unfinished data
size N̂kµ in N̂kµ , as described in lines 12-14. As for the flow
that does not end in this interval, just update its remaining
content size N̂kµ as given in line 16. In this phase, the total
available power in the a-th Tc, denoted by ∆Pa, is collected.

2) Phase II: Considering that the flows with less content
remaining tend to be successful and deserve priority for power
reallocation, Phase II ranks the content sizes in N̂kµ in line
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19. Then ∆Pa is iteratively assigned to the flows most likely
to complete until all the flows are considered or the available
power runs out, as shown in lines 20-26. In this process, once
a flow’s payload is accomplished, increase δ by 1 and subtract
the power consumed in ∆Pa. The computational complexity
of Algorithm 2 is O(|J |2).

C. Joint Flow Scheduling and Power Allocation

Based on the solutions to the flow scheduling and power
allocation sub-problems, we propose the JSPA to iteratively
solve P . The basic idea is to schedule flows for idle FBs and
adjust local power at the first mini-slot of each coherent-time
interval or when a flow transmission completes. To illustrate
the principle clearly, an example of 5 FBs is presented in
Fig. 2, with the specific operations of JSPA at the following
time points:

1) aTc + 1: No idle FB, run CRA for all ongoing flows;
2) i1: Run DAFS for the idle FB 4 and CRA for the newly

scheduled flow;
3) (a+ 1)Tc + 1: Run DAFS for FBs 5, 2 and then conduct

CRA for all ongoing flows;
4) i2: For FB 1, execute the same procedure as in i1;
5) i3: For FB 3, execute the same procedure as in i1.

FB 1

aTc+1

......

......

......

......

......

i

j

FB 2

FB 3

FB 4

FB 5

(a+1)Tc+1 (a+2)Tc+1i1 i2 i3

Fig. 2. Illustration of JSPA principle.

The corresponding pseudo-code is summarized in Algo-
rithm 3. In the system, I mini-slots are divided by coherent
interval Tc into A segments, where I = A ·Tc. After the
initialization, the algorithm sequentially executes the joint
optimization algorithm for A intervals. In each Tc, we capture
the CSI, update the vehicles’ location, and initialize the
available power as 0. Then in lines 4-15, we make scheduling
decisions and conduct power allocation mini-slot by mini-
slot. Specifically, it is reasonable to adjust the power of the
scheduled flows at the first mini-slot of Tc according to the
updated system parameters, before which whether idle FB
exists is checked. If so, run Algorithm 1 to assign the flows
from K̂ to idle FBs, and then conduct the CRA in Algorithm 2
for the transmitting flows. In the following mini-slots, once a

Algorithm 3: Joint Scheduling and Power Allocation
Algorithm (JSPA)
Input : Set of vehicles K; Set of radio resource

J ; Initial transmit power of each flow
P ; Content sizes of overall flows N ;

Initialization: Remaining flows K̂ = K; Remaining
content sizes N̂ = N ; Completed flows
δ = 0;

1 for a = 1 : A do
2 Update system parameters;
3 Reallocated power ∆Pa = 0;
4 if slot i = ((a− 1)Tc + 1) then
5 if idle FB exists then
6 foreach idle FB do
7 Assign a flow k′ from K̂ by using

Algorithm 1;
8 Update K̂ = K̂ − k′;

9 Execute CRA using Algorithm 2 for all
scheduled flows;

10 i = i+ 1;
11 for slot i = ((a− 1)Tc + 2) : aTc do
12 if idle FB exists then
13 Execute steps 6-8;

14 Conduct CRA using Algorithm 2 for newly
scheduled flows;

15 i = i+ 1;

16 a = a+ 1;

17 return δ.

flow reaches its content requirement, the corresponding FB
turns idle. At this time, execute the same procedure as lines
6-8 and conduct the CRA for the newly scheduled flows. In
this way, we fully utilize the overall radio resource in each
interval and maximize the number of completed flows.

In Algorithm 3, the outer loop has A iterations, while in
the inner loop, the part (lines 11-15) has at most |I||J ||K|
iterations, which is generally more than the part (lines 4-9),
and dominates the inner loop complexity. Thus, the worst-case
computational complexity of Algorithm 3 is O(A|I||J ||K|),
which can be implemented in practice.

Besides, since the completed flows are upper-bounded by a
finite value due to the limited RB resource and total power,
Algorithm 3 guarantees to converge.

IV. PERFORMANCE EVALUATION

In this section, we provide numerical results to validate the
performance of our proposed scheme for V2I OFDM URLLC,
and investigate the impacts of the network parameters, such
as number of users, transmit power, delay requirement and
mobility speed, on the achievable system performance.

A. Simulation Setup

In the simulation, we consider a wireless vehicular network
in the 5.9 GHz band, where an RSU is located at the center of
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the coverage area with a radius of 500 m. Vehicles requiring
URLLC services are randomly distributed within the cell
and are moving in the same direction at a constant speed
of 60 km/h. The antenna heights of the RSU and vehicles
are respectively 5 m and 1.5 m [29]. According to the 5G
NR specifications [43], we set the duration of one mini-slot
to 0.28 ms, consisting of 4 OFDM symbols. Then each RB
is composed of 12 subcarriers with 15 kHz spacing in the
frequency domain and 4 OFDM symbols in the time domain.
Thus, the bandwidth of each RB is 180 kHz. Note that we
consider URLLC services with different QoS requirements in
the evaluation, which is more practical than the mean payload
size assumption in most of the previous works. The complete
list of the simulation parameters is given in Table I. Unless
otherwise specifically stated, these default parameters are used
in the simulations.

TABLE I
DEFAULT SYSTEM PARAMETERS

Parameter Symbol Value

Carrier frequency f 5.9 GHz
System bandwidth W 20 MHz
Number of mini-slots I 17
Number of FBs J 20
Symbol duration To 66.67µs
Total transmit power Psum 30 dBm
Noise power density N0 -169 dBm/Hz [39]
Rician K-factor Kf 7
PL exponent α 2
Speed of vehicles v 60 km/h
Number of vehicles K 34
BLER εk 1× 10−5

Latency requirement Dk 3− 5 ms [6]
Package size Qk 2400− 3000 bits [6], [32]

Based on the analysis of [1], [32], [44], we choose the
number of completed flows and the system throughput as the
key evaluation metrics, and we consider the four benchmark
schemes for performance comparison, which are

1) MG only (MGO) [45]: This scheme utilizes MG to solve
the flow scheduling sub-problem while allocating equal
power to all ongoing flows.

2) Local power allocation only (LPAO): This scheme runs
the proposed scheme without matching. Specifically, it
randomly selects an unscheduled flow for each idle FB
and conducts the CRA for local power allocation.

3) Water-filling power allocation only (WPAO) [46]: This
scheme utilizes random flow scheduling while conducting
water-filling power allocation for all scheduled flows.

4) Random transmission scheme (RTS): This scheme runs
random flow scheduling for idle FBs while maintaining
the same average power during transmission.

All the simulation results are averaged over 500 realizations.

B. Performance Under Different Numbers of Users
Fig. 3 compares the performance versus the number of users

for the proposed JSPA and four benchmark schemes.
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Fig. 3. Comparison of performance as the functions of number of users for
five schemes: (a) number of completed flows, (b) system throughput, and
(c) maximum delay experienced.

From Fig. 3a, it can be observed that as the number
of request users increases, the completed flows for all the
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five schemes increase until reaching the saturation values of
completed flows at 13 for RTS, 24 for WPAO, 27 for LPAO,
35 for MGO and 39 for JSPA, respectively. Evidently, the
proposed JSPA attains the best performance, and the proposed
local power allocation (LPAO) outperforms the traditional
water-filling mechanism (WPAO). Therefore, the simulation
results demonstrate that both our flow scheduling and power
allocation are effective in improving the transmission capacity.

Fig. 3b plots the achievable system throughput of the five
schemes as the functions of user numbers. Again we observe
that our JSPA achieves the best performance, MGO is better
than LPAO and WPAO, while RTS has the worst performance.
It can also be seen that the achievable system throughput of
JSPA and MGO decrease as K increases. This is owing to the
greedy nature of the matching process, which tends to select
flows with stricter latency requirements and lighter payloads.

In Fig. 3c, the maximum delay represents the completion
time of the last successful flow, i.e., the actual total time
consumption. It can be seen that as the number of users
increases, the total time consumptions of RTS, WPAO, LPAO
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Fig. 4. Comparison of performance as the functions of total power constraint
for five schemes: (a) number of completed flows, and (b) system throughput.

and JSPA increase until reaching their maximum values. For
MGO, the time consumption first increases with K since more
flows can be completed. However, since the matching process
tends to select flows with stricter latency requirements and
lighter payloads, its time consumption starts to reduce slightly
from K = 40 onward. Note that the maximum delay or the
actual total time consumption is only a parameter reflecting the
transmission process, rather than a performance metric. That
is, it should be seen in the context of the number of completed
flows depicted in Fig. 3a. From this context, the proposed
JSPA is particularly effective. For example, under light loads
of K ≤ 40), our JSPA consumes less time to complete more
flows than the other schemes.

C. Performance Under Different Maximum Power Constraints

As shown in Fig. 4, both the number of completed flows
and system throughput increase with the available total power
Psum. This is because larger available power enables higher
data rate and lower transmission delay, whereby more flows
can be transmitted successfully in the limited time. It can be
seen that our proposed JSPA outperforms the other schemes,
in terms of both number of completed flows and achievable
system throughput. We also notice that the performance gap
between the best JSPA and the second-best MGO narrows as
Psum increases, because almost all flows can be accomplished
with sufficient power. However, since most practical wireless
communication systems are power-constrained, efficient and
effective resource allocation is required.

D. Performance Under Different Delay Requirements

To investigate the impact of delay requirements on system
performance, in the simulation, we define a stricter delay
model of 3 − 4 ms and a looser delay model of 4 − 5 ms.
Fig. 5 compares the performance of the five schemes, in terms
of completed flows and system throughput, as the functions of
the ratio (%) of stricter-delay flows to looser-delay flows.

It can be seen from Fig. 5a that our JSPA completes the
most flows, which is expected. Also as the percentage of
stricter-delay flows increases, fewer flows are completed. This
is because when the delay requirements are looser, precious
radio resource can be allocated first to those flows with tighter
requirements. Then, once a flow is accomplished, one of the
remaining flows with looser delay demand can be scheduled
to the idle FB and transmitted successfully. However, in the
case with only stricter-delay flows, all the flows require to be
considered for transmission immediately or they easily fail to
meet the delay requirements.

Fig. 5b shows that our JSPA attains the best throughput
performance and its achievable throughput remains constant as
the percentage of stricter-delay flows increases, demonstrating
its effectiveness. However, the system throughput of MGO,
LPAO, WPAO and RTS first decrease with the increase of the
percentage of stricter-delay flows, and then improve slightly
when the percentage exceeds 80%. The reason is that when
most flows impose stricter latency requirements, the total time
consumption drops with less transmitted data, which is slightly
beneficial to throughput.
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Fig. 5. Comparison of performance as the functions of delay requirement for
five schemes: (a) number of completed flows, and (b) system throughput.

E. Impact of Mobility

Fig. 6 depicts the achievable performance of the five
schemes in terms of number of completed flows and system
throughput, given different mobility speeds. As expected, our
JSPA achieves the best performance in both the number of
completed flows and system throughput, indicating its ability
to adapt to mobile scenarios. It can also be seen that both the
numbers of completed flows and achievable system throughput
for JSPA, MGO, LPAO and WFPO degrade significantly
with the increase of mobile speed. The reason is that when
the Doppler shift enlarges as the speed increases, the RB
interference increases, which is detrimental to the network
performance. Besides, the performance of the worst RTS
scheme degrades slightly as the mobility speed increases, since
it can only transmit a small amount of flows at low data rates,
thereby less affected by RB interference.

V. CONCLUSIONS

This paper has proposed an effective joint flow scheduling
and power allocation (JSPA) scheme to maximize the number
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Fig. 6. Comparison of performance as the functions of mobility speed for
five schemes: (a) number of completed flows, and (b) system throughput.

of successful flows in the downlink V2I OFDM URLLC
network. Since this problem is NP-hard, we have derived a
tractable framework to decouple it into the sub-problems of
flow scheduling and power allocation. As the flow scheduling
process can be viewed as a MG between unscheduled flows
and available FBs, we have proposed the low-complexity
DAFS solution. We have also designed the CRA for local
power allocation, which fully leverages the quasi-static nature
of the vehicular channel and further improves the system
performance. Subsequently, the overall iterative optimization
algorithm has been summarized as JSPA. Numerical results
provided have demonstrated the superiority of the proposed
JSPA solution over the existing solutions, in terms of the
number of completed flows and system throughput.
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