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Abstract

Open raceway ponds (RWPs) are widely used in large-scale algae produc-

tion. To improve the performance of these systems, it is crucial to understand

the flow structure throughout the ponds. Computational fluid dynamics (CFD)

simulations have been widely used to study the flow field in RWPs. However,

such studies typically require assumptions about the distribution of velocities

at the inlet boundary of the domain (which is usually taken as the cross-section

a short distance downstream from the paddlewheel). In this study, laboratory

measurements were carried out to study the flow structure in the vicinity of a

paddlewheel in a raceway pond model. Results showed that the paddlewheel

may induce complex changes to the distribution of depth-average velocities, in-

cluding the complex inversion of the velocity gradient across the channel. The

measured non-uniform distribution of velocities was then used as the boundary

condition of a CFD simulation to understand the effects of common assump-

tions on the accuracy of CFD simulations of flows in RWPs. Furthermore,

observations in a field (full-scale) installation corroborated that the presence of

a paddlewheel significantly affects the velocity distribution in its vicinity, fur-

ther strengthening the argument that such changes to the flow should not be

disregarded in numerical simulations of RWPs.
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1. Introduction

The cultivation of microalgae has received increased attention in the past

decades. Microalgae are used in several applications, such as in cosmetics, phar-

maceuticals, and nutritional products [1, 2]. In addition, the possibility of pro-

ducing biofuel from microalgae has also been the object of intense research5

[3, 4, 5, 6]. Recent attention has also been given to the use of microalgae to

capture atmospheric carbon [7, 8, 9].

Owing to their low construction and operational costs [10, 11], open raceway

ponds (RWPs) have become the most popular choice of bioreactor for the culti-

vation of microalgae at large scale. RWPs are typically artificial ponds where a10

paddlewheel is used to recirculate the water, which promotes mixing and con-

tributes to algal growth (see Figure 1). Mixing plays a central role in the growth

of algae by preventing them from settling down to the bottom, eliminating ther-

mal stratification, increasing the diffusion of nutrients and gases, and ensuring

appropriate algal exposure to light. Computational Fluid Dynamics (CFD) is15

widely used to understand turbulent mixing and the complex hydrodynamics

of RWPs, [12, 13, 14, 15]. CFD simulations allow us to assess the effects of

different design and operational parameters on the hydrodynamic performance

of RWPs in an economic manner compared to physical modeling.

One of the difficulties in simulating the hydrodynamics of RWPs via CFD20

is the inclusion of a rotating paddlewheel. Common methods to simulate the

effects of the paddlewheel on the flow are Dynamic Mesh (DM) [16, 17] and

Inlet Velocity (IV) [18, 19]. In the DM method, the rotation of the paddlewheel

is simulated, and the transfer of momentum from the blades to the fluid is mod-

elled through a rotating mesh [13, 19]. This method provides predictions of the25

pond’s velocity field without the need for assumptions about the boundary con-

ditions to be made. However, the significant computational cost associated with

it often poses a barrier to its application. To mitigate the high computational

2



cost associated with the dynamic mesh simulation, other modelling techniques

have been typically adopted. For example, in the IV method, the paddlewheel30

is not simulated, and the inlet velocity distribution (commonly assumed to be

uniformly distributed) is prescribed at the inlet boundary of the computational

domain (typically a channel cross-section downstream of the paddlewheel) [20].

Another alternative is to model the transfer of momentum from the blades to the

flow by a momentum source in the governing equations [21, 22, 23]. Several stud-35

ies have utilised the IV method and constant momentum source as alternatives

to the paddlewheel in RWPs. For example, Liffman et al. [23] modelled various

raceway bend configurations in order to reduce energy loss and eliminate stag-

nation regions, potentially enhancing algae productivity in RWPs. They used

a constant momentum source with the source strength (1 kgm−2 s−2) for a vol-40

ume engulfing the full depth and width of the pond and extending a distance of

0.5m along the straight channel. In another study, Lima et al. [21] assessed the

hydrodynamic performance of standard raceway designs, focusing on geometry

and operational conditions. They used a localised momentum source in a zone

which covered the whole cross-section of the pond and spanned over a length45

of 0.5m. Prussi et al. [24] analysed the mixing of algae in straight and bend

sections of a 500m2 RWP, using the IV method and imposing a uniform flow

velocity of 0.2m s−1 in the inlet boundary. Zhang et al. [25] modelled RWP in-

corporating flow deflectors and wing baffles, aiming to minimise dead zones and

enhance the flashing light effect. They replaced the paddlewheel with a constant50

inlet velocity of 0.3m s−1. This is despite previous CFD simulations suggesting

that the velocity distribution downstream from the paddlewheel is highly non-

uniform [26]. More recently, Teshome [20] investigated the hydrodynamics of a

RWP both experimentally and numerically. For numerical modeling, both DM

and IV (uniform velocity at the inlet) methods were utilised and the results were55

compared with experimental data. A good agreement was shown between the

vertical velocity profiles obtained by the DM method and the experimental data

downstream and in close proximity to the paddlewheel, but as expected, the IV

method did not produce an accurate prediction of the vertical velocity profile in
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that region. Due to the computational cost of the DM method (six weeks for a60

200 s simulation) Teshome [20] took an intermediate approach to enhance the IV

method. In this approach, a non-uniform velocity profile along the depth given

by experimental data or the DM method was prescribed as the inlet boundary

condition for the IV method. Despite the fact that the updated non-uniform

velocity (vertical) profile for the IV method gave a relatively good prediction of65

the flow field, it did not take into account the non-uniformity across the width

of the channel.

The objective of this paper is to conduct a detailed investigation of the veloc-

ity distribution in the vicinity of paddlewheels used in RWPs, and to compare

laboratory measurements against the results of CFD simulations performed us-70

ing different approaches to model the effects of the paddlewheel (uniform IV

and momentum source). To this end, Particle Image Velocimetry (PIV) was

employed in a physical model of a RWP to measure twelve vertical profiles of

the streamwise velocity per cross-section, at eleven cross-sections distributed

throughout the pond (i.e. a total of 132 velocity profiles). The velocity pro-75

files measured downstream of the paddlewheel displayed a counterintuitive non-

uniform distribution of the depth-averaged velocity across the channel. These

measurements were then used as the inlet boundary condition for the CFD IV

method. The results of simulations performed with the IV method with uni-

form inlet velocity and the measured (laterally non-uniform) inlet velocity were80

compared against the velocity measurements undertaken at other cross-sections

along the pond. In addition, velocity measurements were undertaken in the

vicinity of a paddlewheel in a full-scale 110m long RWP, which also confirmed

the role of paddlewheels in substantially modifying the distribution of flow ve-

locities.85
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Figure 1: Physical model of the RWP. The length and width of each straight section are 10m

and 1.22m, respectively, and the radius of the bends is 1.235m. The water depth in the pond

is 10 cm.

2. Experimental set-up and methods

2.1. Raceway pond

The physical model of the RWP is illustrated in Figure 1. The length and

width of each straight section are 10m and 1.22m, respectively, and the radius

of the bends is 1.235m. The water depth in the pond is 10 cm and the flow is90

subcritical (Froude number, Fr < 1). The whole RWP pond (walls and bed) is

made of acrylic to enable full optical access from the sides and from below. The

paddlewheel is located in the middle of one of the straight sections and is driven

by an electrical motor, which was set to produce an angular velocity of 10 rpm.

The gaps between the paddlewheel and the model’s bottom and sidewalls are95

2 cm and 3.5 cm, respectively. To ensure steady-state conditions are reached,

the pond is run for at least 10min before any measurements are undertaken.

2.2. Experimental method

Measurement of the flow velocity was conducted by means of Particle Image

Velocimetry (PIV). The flow was seeded with spherical polyamide particles with100
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Figure 2: a) Position of the laser and camera with respect to the pond, b) Location of the

cross-sections (A to K) where measurements were conducted.

an average diameter of 55µm and density of 1.016 g/cm3. A double-pulsed laser

(300W) at 808 nm was used for illumination. The pairs of images were recorded

at the frame rate of 15 Hz by a 12-bit 1920 x 1080 pixels CCD camera with a

50 mm f1.4 Nikon lens. The time interval between two images making a pair

was 200 µs. In each measurement, 7,000 pairs of frames were recorded. Frames105

were analysed using a grid refining scheme whereby the interrogation windows

were refined sequentially from 96 × 96 to 32 × 32 pixels. This improves the

dynamic spatial range (DSR) without losing the correlation due to the large

displacements within the flow[27]. In each refinement step, 50% overlap for the

interrogation windows was considered. Finally, to remove spurious values from110

the obtained velocity vectors, a normalised median test with a threshold of 3

was employed [27].

As illustrated in Figure 2.a, the laser sheet expands in the streamwise-vertical

direction (i.e. the xz plane, where x and z are the streamwise and vertical

coordinates, respectively). Flow measurements were conducted at eleven differ-115

ent cross-sections (A to K in Figure 2.b). At each cross-section, images were
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Figure 3: a) Raw image from PIV with velocity vectors superimposed, corresponding to cross-

section B; b) Streamwise velocity profile (blue line) corresponding to the vertical line shown

in (a) as well as its depth-averaged value (red line). Depth-averaged velocities are reported in

Figure 5.

recorded at twelve planes in the spanwise (y) direction. All planes are positioned

at distances ranging from 4 to 114 cm from the outer wall, with increments of

10 cm. After the measurement and in each plane at every cross-section, velocity

fields are obtained that allow us to perform relevant analysis. For example,120

Figure 3 shows the conversion of PIV images to velocity profiles. In Figure

3.a, the raw PIV image is superimposed with the velocity vectors recorded at

cross-section B, 104 cm away from the external wall. Figure 3.b illustrates the

streamwise velocity profile derived from these velocity vectors, along with the

resultant depth-averaged velocity; the distribution of the latter across the pond125

is our main target, as detailed in Section 3.1.

2.3. Numerical simulation

Three-dimensional numerical simulations of the RWP were conducted with

the use of the open source code, OpenFOAM [28]. The fluid motion for in-

compressible, steady state, and turbulent flow conditions is modelled by the130

continuity and Reynolds-averaged Navier-Stokes (RANS) equations; namely:

∇ · (ρu) = 0 (1)
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∇ · (ρu u) = −∇p+ {∇ · (τ − τR)}+ S, (2)

where u = u+u′ is the instantaneous velocity vector (with the overbar and prime

symbols denoting time-averaged quantities and their fluctuations, respectively,

as per the Reynolds decomposition underpinning the RANS equations), ρ is the

density of the fluid, p = p + p′ is the instantaneous pressure, τ and τR are135

the viscous and Reynolds stress tensors, respectively, and S is the momentum

source. Based on the Boussinesq hypothesis [29], τR can be expressed as a linear

function of the mean velocity gradient, such that:

τR = −ρu′u′ = µt{∇u+ (∇u)T } − 2

3
[ρk + µt(∇ · u)]I, (3)

where µt is the eddy viscosity, k is the turbulent kinetic energy, I is the identity

matrix, and ∇u + ∇uT is the strain rate tensor. Different turbulence models140

have been developed to compute µt. In this paper, the k−ϵ model was adopted,

in which the turbulent kinetic energy, k, and the dissipation rate, ϵ, are calcu-

lated by solving transport equations for k and ϵ. After calculating k and ϵ, the

eddy viscosity µt is determined by:

µt = Cµ
ρk2

ϵ
, (4)

where Cµ is typically taken as 0.09 [30]. By plugging (4) back into the (3) and145

(2), we can predict the evolution of the mean flow velocity.

2.3.1. Modelling treatment of the paddlewheel

Two alternative methods are available for simulating the paddlewheel; namely,

the IV and the momentum source methods. The boundaries of the simulation

domain for the IV method are illustrated in Figure 4. In this method, the150

boundaries of the domain are located ± 0.35m upstream and downstream from

the paddlewheel axis (outlet and inlet, respectively). At the inlet, both uniform

and non-uniform velocity distributions are considered. For the non-uniform dis-

tribution, we use the flow velocity obtained from our measurements at the inlet
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Figure 4: Simulation domain for the IV method. The non-uniform inlet velocity is displayed

in the top left.

boundary to model the effect of the paddlewheel on the flow (see the inset of155

Figure 4). In the uniform distribution, we consider the average of the non-

uniform velocity distribution as the velocity magnitude at the inlet. Other than

the velocity distribution at the inlet, the remaining boundary conditions for the

uniform and non-uniform IV methods remain the same. The pressure gradient

at this boundary is set to zero. At the outlet, the velocity is set such that its160

gradient is zero, except for negative flux where this boundary condition switches

to zero fixed value. At the top boundary, the slip condition and zero gradients

are set for the velocity and pressure, respectively. At the wall boundary, the

standard no-slip condition is defined for the velocity and the zero gradient is

used for the pressure.165

The constant momentum source method does not make use of inlet or outlet

boundaries. Instead, the flow domain matches the physical domain, and the

transfer of momentum from the blades of the paddlewheel to the flow is modelled

through the source term in Eq. 2. This source is applied only to a region of

the computational domain in the vicinity of the paddlewheel (specifically, to a170

volume spanning the whole depth and width of the flow, and 0.7m along the

longitudinal direction). In this method, the top and wall boundary conditions

are the same as those used for the IV method described above.
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Table 1: Grid convergence test results for four different numbers of cells.

Number of cells

(million)

RMS of TKE

×10−4(m2/s2)

Relative

difference (%)

RMS of velocity

magnitude (m/s)

Relative

difference (%)

5.4 5.16 5 0.1586 3.3

11.9 5.42 0.9 0.1640 0.11

21.7 5.47 0.4 0.1642 0.10

33.9 5.49 - 0.1640 -

2.3.2. Grid convergence test

Unstructured hexahedral cells were used to discretise the flow domain. A175

grid convergence analysis was done by doubling the number of cells and moni-

toring the root mean square (RMS) of the turbulent kinetic energy (TKE) and

the velocity magnitude in the entire pond. TKE represents the energy associ-

ated with the turbulent eddies and is defined as the sum of the average of the

fluctuating components of the velocity squared, and it is given by:180

TKE =
1

2
(u′2 + v′2 + w′2) (5)

where u′2, v′2, and w′2 represent the mean of the fluctuations in the velocity

(squared) components in the x, y, and z directions, respectively. The results

in Table 1 show that the relative difference in the RMS of TKE and velocity

magnitude is of the order of 0.1% when the number of the cells was increased

from 21.7 to 33.9 million cells. Thus, 21.7 million cells were used in this study.185

The average characteristic length, corresponding to the final cell count of 21.7

million cells, is 10−2m.

2.4. Field measurements

To further investigate the effect of paddlewheels on the distribution of flow

velocities under different conditions and to shed some light on potential ef-190

fects arising from scale, imperfections in construction in the real-world (i.e. not

laboratory), and the location of the paddlewheel, measurements have been un-

dertaken also at a full-scale installation in Morocco. The field prototype is

110m long, and each section is roughly 4.5m wide (free surface width) and
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0.4m deep (small variations are present throughout the RWP due to the con-195

struction method employed). Incidentally, this approximately represents a scale

factor (relative to the laboratory model described in this paper) of 1:4 for the

lateral and vertical dimensions (but not for the longitudinal dimension, which

is ∼ 1 : 8.8). However, strictly speaking, the laboratory model cannot be

regarded as a scale model of this particular installation because of other dif-200

ferences; e.g. the cross-section is trapezoidal and the geometry is less regular

in the field installation, and neither the roughness nor the flow conditions were

scaled to match the prototype’s conditions. Also, in this installation the pad-

dlewheel is positioned downstream of one of the bend (the paddlewheel axis is

positioned 1.5m downstream from the bends), as opposed to the position used205

in the model. Acoustic Doppler Velocimetry was employed to measure vertical

profile distributions of the transverse and streamwise components of velocity

along two cross-sections, located 1.5m upstream and 2.0m downstream of the

axis of the paddlewheel. A total of 10 measurement points were taken at differ-

ent distances from the bottom at each vertical. The duration of measurements210

at each location was 90 s.

3. Results & Discussion

This section presents the results from the velocity measurements undertaken

in the scale model. These measurements are then utilised to investigate how as-

sumptions usually adopted to model the paddlewheel (e.g. uniform inlet velocity215

and momentum source) may affect the results of CFD simulations. Furthermore,

measurements on a field installation are also reported, confirming that the pad-

dlewheel has a strong effect on the structure of the approach flow, even when

the position of the paddlewheel is changed along the RWP.

3.1. Measurements220

The depth-averaged streamwise velocity (U), displayed in Figure 5, shows a

general increasing trend in cross-sections A to C (i.e. highest velocities near the
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Figure 5: Depth-averaged streamwise velocity (U) against distance from the external wall for

the eleven cross-sections shown in Figure 2.

central divider) and decreasing in the other cross-sections (i.e. highest velocities

near the external wall of the RWP). The wake produced downstream of the first

bend as a result of flow separation near the central divider is clearly observed by225

the velocity distribution in sections D and E. This region is also characterised

by a highly unsteady flow due to the shedding of large eddies, and low mean

velocities, and is usually referred to as the dead flow area. The lateral gradi-

ent in the depth-averaged streamwise flow velocity gradually decreases until the

flow reaches cross-section H, where the velocity distribution across the channel230

is nearly uniform. A similar flow pattern is observed downstream of the second

bend (i.e., sections I to K), with the flow approaching the paddlewheel with a

strong transverse gradient in depth-averaged streamwise velocity. The compar-

ison of velocity distributions at sections K and A (upstream and downstream of

the paddlewheel, respectively) is particularly interesting and has been largely235

overlooked in the literature [20, 24, 25]. Namely, our results show that flow ap-

proaches the paddlewheel with a negative lateral gradient (i.e. highest velocities

near the external wall), while downstream from the paddlewheel the gradient is
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Figure 6: a) The location of the laser sheet under the paddlewheel. It spans from the outer

wall to 35 cm from the outer wall. b) Streamlines between 30-35 cm from the outer wall.

inverted and the highest velocities are observed near the central divider. The

inversion of the velocity distribution can be hypothetically explained as follows.240

Because of the strong lateral gradient in the depth-averaged streamwise veloc-

ity, the relative velocity between the flow and the blades of the paddlewheel

changes substantially across the channel. This means that the flow is strongly

decelerated near the external wall, producing a lateral pressure gradient, which

in turn produces a spanwise flow acceleration. As a result, the depth-averaged245

streamwise flow velocity downstream of the paddlewheel near the central divider

is higher than the velocity near the outer wall.

To further investigate the above hypothesis, we provide a more detailed

visualisation of the flow in the vicinity of the paddlewheel (15 cm upstream from

the axis), by examining the streamlines in the xy plane. To this end, the laser250

plane was shone horizontally across the pond while a camera was positioned

vertically underneath the RWP (which is everywhere transparent). The laser

sheet spanned from the outer wall up to a distance of 35 cm from the wall (as

illustrated in Figure6.a), and was set at a height of 5 cm from the bottom. A

measurement was taken at a distance from the outer wall, spanned from 30 cm255

to 35 cm away (see Figure 6.b). The streamlines clearly indicate that the flow

deviates towards the center as it approaches the paddlewheel, providing further
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evidence to support the aforementioned hypothesis.

3.2. Simulations

The observation of the radical change in the distribution of velocity by the260

paddlehweel has important implications for CFD simulations of RWPs. As pre-

viously discussed, the majority of existing studies of flow in RWPs modelled the

effects of the paddlewheel by either a uniform IV boundary condition or a mo-

mentum source. This section examines how these modelling choices may affect

the overall model predictions of flow in RWPs. To this end, the results of three265

simulations are compared. The first simulation uses the observed non-uniform

distribution of velocities as the inlet boundary condition (i.e. our measurements

at cross-section A). The effectiveness of this method was validated by compar-

ing CFD results with PIV measurements. Figure 7 shows three examples of

this validation for cross-sections C, F and I. The figure shows that the depth-270

averaged velocity (which is made dimensionless in Figure 7 by the maximum

value of the streamwise velocity, Umax, at each section) predicted by the CFD

simulations using the measured non-uniform IV approach closely matches the

PIV results in all three cross-sections. Nevertheless, when employing the uni-

form IV method and the constant momentum source, a discrepancy between275

the depth-averaged velocity in cross-section C and the PIV results is clearly

observed. Cross-sections F and I, which are further away from the boundary

condition, displayed a closer match between the uniform IV method, constant

momentum source, and the PIV outcomes. This outcome highlights that using

a uniform IV approach and a constant momentum source primarily influences280

the flow field downstream of the paddlewheel.

To further illustrate this, the velocity contours for the non-uniform and uni-

form IV boundary conditions and the momentum source methods are presented

in Figure 8. This figure shows that the influence of the modelling choice is

most pronounced in the region of flow downstream of the paddlewheel. Flow285

between the paddlewheel and the first bend displays a distribution of velocity

that is almost uniform in Figure 8.a (uniform IV), while the velocities display
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Figure 7: Validation and comparisons of the normalised depth-averaged velocity (U/Umax)

derived by CFD against the PIV data for cross-sections C, F and I. U is the depth-averaged

streamwise velocity and Umax is the maximum value observed in the cross-section.
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Figure 8: Velocity magnitude contours for a) uniform inlet velocity, b) constant momentum

source, and c) non-uniform inlet velocity.

a strong gradient with the highest velocities near the external wall in Figure

8.b (momentum source) and near the central divider in Figure 8.c (non-uniform

IV). While this region constitutes only about 25% of the total RWP volume in290
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Figure 8, this effect becomes more pronounced in RWPs where the paddlewheel

is positioned near the bend. This is in line with what was mentioned in section

2.4, where the region downstream of the paddlewheel made up half of the total

RWP volume.

3.3. Full-scale RWP295

Figure 9 shows the transverse distribution of mean depth-averaged velocities

measured at cross-sections located 1.5m upstream and 2.0m dowsntream of the

paddlewheel axis in a field installation. In this installation, the paddlewheel is

positioned at the exit of a bend, and therefore, the distribution of flow veloci-

ties impinging on the paddlewheel are substantially different from that observed300

previously in the laboratory (Section 3.1). Namely the flow velocity has a strong

lateral (i.e. y−component) component, and the highest magnitudes impinging

on the paddlewheel are located close to the central divider. Nonetheless, it is

also observed that the paddlewheel induces a remarkable change in the distribu-

tion of the depth-averaged velocity. The direction of the approach flow changes305

significantly from upstream to downstream. The approach flow is characterised

by a jet directed towards the outer wall (induced by the flow separation at the

bend), which then exits the paddlewheel towards the central divider. The ex-

planation for this phenomenon may be drawn via the same hypothesis invoked

for the inversion in streamwise component of the velocity observed in the lab-310

oratory. In this case, the transverse component of the approach flow velocity

(which is not negligible here) must vanish at the blades and at the outer wall;

this deceleration of the transverse component of the velocity gives raise to a

lateral pressure gradient, which is responsible for the change in flow direction

at the exit of the paddlewheel. The substantial change in the distribution of315

flow induced by the paddlewheel observed here provides further evidence that

approaches commonly used by CFD modellers (i.e. uniform IV or momentum

source) are unlikely to accurately model the flow conditions in the vicinity and

downstream from paddlewheels.
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Figure 9: Measured depth-average velocities at cross-sections upstream and downstream of

a paddlewheel in a field installation.

4. Conclusions320

This work analyses flow in RWPs through an exhaustive set of velocity mea-

surements undertaken using PIV in a laboratory model, along with a set of

field measurements conducted in a full-scale RWP. The results from these ex-

periments showed that the spanwise distribution of depth-averaged streamwise

flow velocity is substantially altered by the paddlewheel. Namely, laboratory325

results showed that the flow approaches the paddlewheel with the highest ve-

locities located in the region near the external wall of the RWP, while the flow

downstream from the paddlewheel displays the highest velocities on the oppo-

site side of the channel (i.e. a complete inversion of the velocity gradient takes

place). A hypothesis was proposed to explain this phenomenon. A substantial330

change in velocity distribution was also observed in the full-scale installation

where the paddlewheel was located immediately downstream of a bend in the

RWP. The non-uniform distribution of velocities measured in the laboratory

model was then used as the inlet velocity boundary condition of a CFD model

to assess the effect of commonly used modelling assumptions on the accuracy335

of CFD predictions. In particular, the non-uniform IV method, which provided

excellent agreement against measured data, was compared against the uniform

IV and the momentum source methods, which are widely used in simulations
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of flow in RWPs. The results of our comparative analysis shows that such

assumptions may lead to substantially inaccurate model predictions of flow be-340

tween the paddlewheel and the subsequent bend. Errors in model predictions

induced by such approaches may have important implications for the design of

efficient algae cultivation systems, particularly in RWPs where the paddlewheel

is positioned near the bend, and the region downstream of the bend constitutes

almost half of the RWP. It is recommended that conclusions previously derived345

from CFD simulations which might have inaccurately represented the boundary

conditions should be revisited.

This research highlights the importance of accurate boundary conditions in

CFD simulations of flow in RWPs and provides a foundation for further studies

to improve the efficiency of large-scale algae production.350
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Experimental and numerical investigation of hydrodynamics in raceway

reactors used for algaculture, Chemical Engineering Journal 250 (2014)

230–239.

[14] S. Sawant, S. Gosavi, H. Khadamkar, C. Mathpati, R. Pandit, A. Lali,390

Energy efficient design of high depth raceway pond using computational

fluid dynamics, Renewable Energy 133 (2019) 528–537.

19



[15] S. Sawant, H. Khadamkar, C. Mathpati, R. Pandit, A. Lali, Computa-

tional and experimental studies of high depth algal raceway pond photo-

bioreactor, Renewable energy 118 (2018) 152–159.395
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