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**Abstract:**

The study of introspection has, up until now, been predominantly human-centric, with regrettably little attention devoted to the question of whether introspection might exist in non-humans, such as animals and artificial intelligence (AI), and what distinct forms it might take. In their target article, Kammerer and Frankish (2023) aim to address this oversight by offering a non-anthropocentric framework for understanding introspection that could be used to address these questions. However, their discussions on introspection in animals and AIs were quite brief. In this commentary, we will build on their suggestions to offer some methodological guidance for how future research into introspection in animals and AIs might proceed.
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# **1 Introduction**

The ability to introspect has received much attention among both philosophers and scientists. However, as with other mental phenomena such as consciousness (see Veit 2022), research on introspection has largely only investigated its instantiation in humans, with very little attention given to the distinct forms of introspection we might find in non-human systems, whether animals or AIs. This narrow focus is unfortunate, since it means that we could at best only derive a theory of *human* introspection, rather than a more general theory describing a broader natural phenomenon that may be shared by both living and artificial systems.

In their target article, Kammerer and Frankish (2023) lament this neglect in the literature, aiming to offer a tentative research programme for investigating the different forms that introspection may take in varied cognitive systems - both actual and possible. As philosophers working on different kinds of minds, we are naturally enthused about their proposal. Too often, philosophers and scientists have confused the question of how mental processes - such as consciousness, introspection, memory, and the like - work in humans with the more general question of how we can understand them as broader natural phenomena. There has been a widespread failure to recognize that this is a different research question entirely, an oversight that Kammerer & Frankish thankfully acknowledge. Additionally, understanding introspection as a natural phenomenon requires us to look not only at its actual extant instances, but also its possible ones; similar to the way in which understanding of living systems also requires exploring the other forms or body plans life may take. As one of us has argued recently, theories of mental processes have to account for the “full diversity and complexity” of mental phenomena across species as well as a within our own (Veit 2023, p. 41); which is echoed in the argument by Kammerer & Frankish that we require a non-anthropocentric approach to the mind that recognizes the “diversity and complexity of terrestrial minds”. We could thus hardly be more in agreement with their general approach and share their prediction that their tentative research programme will also help us to better recognize and understand neurodiversity even within our own species.

Our goal in this article will thus not be to offer some general criticism of their proposal but rather to “take up the challenge” they extend, to investigate the diversity of forms introspection is likely to take in nonhuman minds. While they begin their paper by emphasising how useful their framework will be for the study of introspection in animals and AIs, they have not been able to dedicate much space to detailing what this might look like. Here, we use this paper to expand on their discussion and offer some methodological suggestions on how research into nonhuman introspection may proceed.

This article is structured as follows. In Section 2, we will discuss some possible methods, including use of evolutionary thinking, for studying introspection in animals. In Section 3, we will examine how these approaches to the study of introspection in animals can be exported to the AI case, and some of the additional methodological challenges this raises. Finally, in Section 4 we will conclude the discussion and offer some further suggestions for a truly comparative study of introspection across a variety of minds.

# **2 Introspection in Animals**

The project proposed by Kammerer & Frankish follows an emerging tradition within the sciences of animal cognition more generally, which seeks to explore the dimensions and variety within a cognitive trait such as consciousness (Andrews, 2022; Birch et al., 2020; Veit, 2023) or affect (Browning, 2022), rather than simply map its presence or absence. Such a research programme can tell us more about what it is like to be different types of animal, and adding an understanding of introspective processes can only help deepen such an understanding. Further, a multidimensional approach helps to better integrate empirical research where these concepts are operationalized in different ways which has previously caused many needless conceptual disputes.

However, Kammerer & Frankish are right to emphasise the methodological challenges in researching introspection in animals. After all, as they point out, this research is difficult even in humans, where we have access to the ‘gold standard’ measure of verbal self-report. There is the problem of underdetermination, where observed behavioural variation could be explained not just by variation in introspective processes but also by variation in first-order mental states or production of behavioural responses. While we agree that this makes research into animal introspection more difficult, we think there are some potential ways forward, which we will outline here.

To begin with, there is the potential of using modified paradigms of self-report. Though the authors take it for granted that self-report is not possible in animals, we suggest that there are indeed some methods that may count as self-report (or at least, *quasi* self-report) that could be used with animals. These include what we shall call ‘symbolic direct reporting’, ‘non-symbolic direct reporting’, and ‘indirect reporting’. Let us briefly describe each.

While it is true that most animals are incapable of using symbolic language for self-report, there are some possible exceptions (Pepperberg, 2017; Péron, 2012). Some animals, such as great apes (Fouts & Mills, 1997; Gardner & Gardner, 1969; Miles, 1990; Patterson, 1978; Premack, 1971; Rumbaugh, 1977; Savage-Rumbaugh, 1986; Terrace et al., 1979), parrots (Pepperberg, 2000), and dogs (Hunger, 2021; Rossi & Ades, 2008) have been trained to use symbols to name objects, properties, and in some cases seemingly their own internal states, such as desires (Péron, 2012). While this work has remained controversial regarding whether or not it counts as language use, this is not important for its use in the context of the type of research we are considering here. An animal may be able to use a symbol to ‘report’ its experience of some mental state or another, regardless of whether or not it can produce more complex linguistic utterances. However, we accept that this sort of ‘verbal’ self-report is limited only to single-word reports, rather than more complete descriptions of perceived interior states and thus would require more careful experimentation to draw out meaningful conclusions about introspective processes.

There are also more basic types of non-symbolic direct self-report that have been used with animals, without the need for learning or producing symbols. Some animals have been trained to perform a specific behaviour to indicate their affective state, which we take to be a form of introspective report. For example, pigs were able to indicate (through pressing a lever) whether or not they felt anxiety and could do so when the feeling was induced through a range of different conditions, such as pharmacological manipulation, presence of novel objects, or anticipated electric shocks (Carey et al., 1992; Carey & Fry, 1993, 1995). In cases such as these where it seems animals are able to produce a deliberate response when experiencing a specific mental state, this can provide information about their knowledge of their own mental states, such as the range of states they are capable of introspecting and reporting on.

Lastly, there are forms of indirect self-report that could be used to infer introspective processes. Examples of these can be seen in metacognition studies on animals (Beran, 2019), as were discussed by Kammerer & Frankish, where (e.g.) decisions to continue (or not continue) a task can be seen as reflecting the animal’s perception of their own knowledge, or confidence. While the authors are correct that this work has been controversial so far, we are confident that progress could be made with careful controls and repetitions in different modalities. Thinking about the likely behavioural effects of different types of introspection (and through mapping some of these in humans), we could construct a range of tasks that allow indirect inferences about introspection. This would then require first thinking through and identifying the likely behavioural markers of possession of different introspective devices or repertoires, before devising tests to identify their presence or absence in animals. A similar approach can be seen in research into animal sentience - a similarly difficult target for scientific measurement. Here, use of a list of indicators developed from theorising about the likely functions and effects of sentience has been used to draw inferences regarding the possession of sentience (in particular, the ability to experience pain) (Birch et al., 2021; Crump et al., 2022b, 2022a; Gibbons et al., 2022). Something like this could also be used as a model for investigating different forms of introspection in animals.

One concern raised by Kammerer & Frankish is that there is more room for scepticism when interpreting animal studies. Not just because of the limitations in method, but because of different prior assumptions about cognitive capacity. While in the human case research begins from agreement that there is introspection of some type in humans and we are merely looking to map out its features and varieties, in the animal case we still need to establish whether they can introspect at all. For those with a higher degree of scepticism about complex processes in animal minds, they may prefer to take a ‘simpler’ explanation for observed behaviours. This mirrors the more general disagreements between ‘romantics’ and ‘killjoys’ about animal cognitive abilities, where background assumptions about the complexity and distribution of different abilities, and their likelihood in nonhuman animals, affect preferred interpretations of observed data (Andrews, 2020). However, we see that the account of introspection provided by the authors might allow for some progress here by allowing us to consider far less complex forms of introspection. In such cases, there is less reason for scepticism that animals can perform at least some of the simpler forms and thus perhaps a greater willingness to look at *what types* of introspection different animals can perform rather than becoming stuck on the question of whether they can at all.

Overcoming the twin problems of underdetermination and scepticism requires carefully designed experimental paradigms that try to control for and rule out variation resulting from anything other than differences in introspective abilities. In particular, we think a robustness approach will be of use here. This could proceed through using multiple independent tests across different modalities, relying on varying background assumptions (see Browning, 2023 for a similar approach using robustness to validate indicators of animal welfare). By varying the lines of evidence used, where similar results are seen it makes it far more likely that they are coming from the target process (introspection) rather than alternative processes (first-order mental states or behavioural responses). In the absence of this, it might also be possible to strengthen the background theory and working assumptions to make more well-justified inferences about which processes are the *most likely* explanations for the observed variation, given our current best understanding of the functions and mechanisms of introspection of various types.

Finally, a research programme into animal introspection could also take a more ‘bottom up’ evolutionary approach, broadening the scope to think about which ecological and life history conditions could correlate with, or even produce different introspective features. We think it is worth emphasising a point raised by Kammerer & Frankish: that “*all* forms of introspection will be inefficient for a vast range of possible minds, simply because they don’t need introspection and couldn’t make use of metacognitive information if they had it”. An evolutionary approach to animal minds must account for the simple fact that more complex forms of cognition will both be costly and often unnecessary. Thus, it will be very important to link introspective abilities in animals, whatever forms they may take, to the fitness benefits they would provide for these animals. Importantly, evolutionary thinking about cognitive abilities needs to be based on empirical data rather than *just* adaptationist story-telling about the possible benefits of different forms of cognition.

In response to a similar challenge for the study of animal consciousness, one of us developed the *pathological complexity thesis*: “The function of consciousness is to enable the agent to respond to pathological complexity” (Veit, 2022a, p. 1). Pathological complexity is defined in terms of the economic life-history trade-offs animals are faced with during their life cycles; trade-offs that will vary substantially even for species that are morphologically very similar, if they occupy different ecological niches or pursue different life history strategies (see also Veit, 2022a, 2022c, 2023).[[1]](#footnote-1) In other words, pathological (or life history) complexity is a measure of how complex the life history strategies are that different animals pursue. A deep understanding of different animals’ life history strategies and the ecological challenges they face will offer us a much better framework for thinking about the evolution and fitness benefits of distinct cognitive innovations, whether or not they are phenomenal, thus allowing for application beyond its original domain in consciousness science. This could include its use to address the difficult question of what forms of introspection might pay off for different animals. We might, for instance, take social animals to require different capacities to solitary species, or predators to prey. Of course, this would be a bidirectional process, both informing and informed by other research into the introspective abilities of animals, as outlined above. The need to link different forms of introspection to their possible fitness benefits in the particular life history strategies of animals will help us by both constraining the scope of plausible explanations for the empirical tests discussed above and by providing us with plausible hypotheses regarding the distribution of different forms of introspection across the animal branch of life, that could in turn be tested.

Mapping out the features of introspection across a range of animal minds could then help answer a range of additional interesting questions, such as the relationships between different types of introspection and other cognitive features, such as consciousness, or types of intelligence. For instance: are some types of introspection only present in conscious animals? Does the range and complexity of introspection between species correlate with greater intelligence in other domains? It can also help answer some questions about evolution, development, and distribution of introspection. Looking for the taxonomic distribution of specific features can suggest how and when they evolved, and looking for ecological or life-history correlates could help provide clues as to their functions. It will also help to inform us about the range of possible types of introspection and their mechanisms and instantiation, which can help with understanding or creating introspection in artificial systems, as we will explore in the next section.

# **3 Introspection in AIs**

While we have described some possible ways forward for researching introspection in nonhuman animals, the study of introspection in AIs is potentially much more difficult. The methods we have discussed for studying animal introspection typically rely on background assumptions about evolution and life history of different species, evolved functions of introspection, or analogies with human mental processes - all of which seem unavailable (or at least, far less reliable) in the case of AIs. It will thus be harder in this case to make the same inferences from behavioural processes to features of introspection. On the other hand, our greater understanding of the mechanisms used and ability to program in features such as self-reporting, may make other types of study easier.

On the surface it would seem like our proposal for the use of the pathological/life history complexity framework would be inapplicable to non-living systems since they do not have fitness by which to assess this. Yet, machines are no less a product of design than are animals. While their goals differ, we know in fact much more about the functional architecture of artificial systems, which provides us with an important advantage. Just as we do in the animal case, for instance, one could similarly ask what kinds of introspection it would be worth having for a machine, given its intended design.

As an example, Kammerer & Frankish note that care robots provide an excellent case of a form of AI that would require human-like mental concepts. What is one of many proximate goals for humans (i.e. social communication), can be the ultimate goal for machines, who are obviously not ‘designed’ like living systems for the maximisation of fitness. Elsewhere, we have explored the different ways that humans treat such social robots, arguing that humans shift regularly between a design and intentional stance[[2]](#footnote-2) when dealing with such robots (Veit & Browning, 2023). When engaging with an entity as a social agent, future social robots will plausibly have to rely on introspective access to their own mental states to understand the behaviour of humans they are dealing with by employing the intentional stance. Human minds have largely been shaped by the design challenges of their social environments, so in robots emulating these design challenges we could plausibly expect important similarities to human introspection. The worry that we cannot make any analogies with human mental processes thus seems premature.

Nevertheless, while the social robot example relates to a goal that is very similar in form to one faced by human agents, many other challenges that AIs are dealing with will have virtually nothing to do with those faced by animals (including humans). The example given by Kammerer & Frankish - that AIs would benefit from “massively fractionated and distributed forms of introspection” to deal with attacks from the outside, which makes them very different from humans (or for that matter, animals) - is a particularly useful one for highlighting that AIs could have very distinct kinds of introspection. It can be a common error in cognitive science to argue from the success of an artificial system such as deep neural networks in a cognitive task, to maintaining that the human mind must operate on the same principles (Veit & Browning, forthcoming), but an error we should aim to avoid. Even human levels of performance in experimental paradigms designed for testing introspection in humans and animals might operate very differently in AIs. Nevertheless, since we do have a much better understanding of how computers process information than brains, this challenge could be overcome by taking a design stance that will help us to investigate what kinds of introspection would be useful for different task-specific AIs. Although they are not evolved biological systems, some of the same tools used in evolutionary thinking may still be useful for understanding the functions and constraints in artificial design.

# **4 Conclusion**

Kammerer & Frankish have laid the foundation for a comprehensive research programme investigating the diversity of introspective processes across human and nonhuman minds, including animals and AIs. In this paper, we endeavoured to contribute to their goal of a comparative study of introspection by considering some potential methods that could be used to study introspection in animals and AIs, as well as offering some tentative proposals for overcoming new challenges associated with research into nonhuman introspection. Necessarily, this could not here be a detailed or comprehensive analysis, but we hope to have provided a set of suggestions that can serve as the basis of future work developing more sophisticated methodologies for studying the range of introspection in nonhumans. In particular, we want to emphasise that the study of introspection in animals holds a special role, allowing us to expand our methodological toolkit and practice our design thinking - essential in creating new artificial forms of introspection and examining the widely different forms of introspection that AIs may be able to achieve in the future.
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1. For a discussion over why life history theory offers us the best theoretical resources for how to measure this goal-directed complexity, see (Veit et al., 2023). [↑](#footnote-ref-1)
2. For an introduction to Dennett’s intentional stance, see (Dennett, 1988). [↑](#footnote-ref-2)