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Abstract

Calcification has significant influence over cardiovascular diseases and interventions. Detailed characterization of calcification is
thus desired for predictive modeling, but calcified heart meshes for physics-driven simulations are still often reconstructed using
manual operations. This poses a major bottleneck for large-scale adoption of computational simulations for research or clinical
use. To address this, we propose an end-to-end automated meshing algorithm that enables robust incorporation of patient-specific
calcification onto a given heart mesh. The algorithm provides a substantial speed-up from several hours of manual meshing to ∼1
minute of automated computation, and it solves an important problem that cannot be addressed with recent template registration-
based heart meshing techniques. We validated our final calcified heart meshes with extensive simulations, demonstrating our ability
to accurately model patient-specific aortic stenosis and Transcatheter Aortic Valve Replacement. Our method may serve as an
important tool for accelerating the development and usage of physics-driven simulations for cardiac digital twins.

Calcification plays an important role in cardiovascular dis-
eases (CVD). High levels of calcification in the coronaries,
aorta, and heart valves have all been shown to be effective pre-
dictors of CVD incidence and death [1, 2, 3, 4], and vascu-
lar calcification has been correlated with atherosclerosis [5, 6].
For aortic stenosis (AS), degenerative calcification and the sub-
sequent over-stiffening of the aortic valve leaflets is the most
common etiology in industrialized countries [7], and calcifica-
tion is a diagnostic biomarker for inconclusive AS [8].

Beyond simple quantification and statistical analyses,
physics-driven biomechanical simulations can help eluci-
date the effects of calcification on cardiovascular physiology.
The morphometry of calcification can significantly affect the
patient-specific hemodynamics across the aortic valve [9, 10],
and the irregular stress patterns induced by calcification may
stimulate further progression of calcification [11, 12, 13]. Cal-
cification can also heavily influence the outcome of Tran-
scatheter Aortic Valve Replacements (TAVR), potentially caus-
ing various complications, such as aortic rupture, paravalvu-
lar leak, and conduction abnormalities [14, 15]. Simulation-
based cardiac digital twins have been actively explored as a
tool for assessing these risks and planning for TAVR procedures
[16, 17].

Accurate modeling of calcification has thus been a long-
standing clinical interest, leading to notable progress in au-
tomated algorithms for calcification segmentation. For non-
contrast computed tomography (CT), global thresholding and
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filtering via aorta segmentation has been suggested for calcifi-
cation segmentation [18]. For CT angiography (CTA), where
the lumen intensity is much higher and may vary across differ-
ent patients, adaptive thresholding based on luminal attenuation
is the most common approach [19, 20, 21, 22]. Learning-based
methods have also been proposed using hand-crafted features
[23, 24] and deep learning [25].

The caveat is that incorporating calcification into simulations
often requires converting the predicted segmentation into a fi-
nite element mesh. The conversion generally consists of ex-
tensive manual work, primarily due to the complexity of the
final mesh and the unreliability of automated meshing opera-
tions [16, 23]. Manual adjustments could take several hours
per model for a trained expert, which introduces a key bottle-
neck in the simulation workflow. Alternatives exist, such as
assigning different element properties on the heart tissue geom-
etry [26, 27], defining surface-based tie constraints [28], and
re-meshing calcification with a nearby tissue [29]. However,
existing workarounds are suboptimal due to various reasons,
such as missing geometry, instability in complex simulations,
and inability to setup large-scale simulations due to the loss of
the heart mesh correspondence.

In contrast, we propose a robust fully automated calcifica-
tion meshing algorithm that satisfies the following challenging
constraints:

• Accurate calcification geometry
• Clean manifold surface for tetrahedralization
• Preservation of the input heart mesh topology
• Complete surface matching (i.e. node-to-node and edge-

to-edge) along the heart-calcification contact surfaces
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A key benefit of our approach is that it enables large-scale
physics-driven simulations with complex multi-body interac-
tions. The initial geometry definition as well as the simula-
tion setup are both massively simplified due to our output mesh
characteristics, resulting in a speed-up of up to a few orders of
magnitude for simulation setup. Together with the recent ad-
vances in heart tissue meshing algorithms, our method could
serve as an important tool for accelerating the development and
usage of physics-driven simulations for cardiac digital twins.

Results
Heart mesh reconstruction

For automated meshing of the calcified heart, we must con-
sider two main components with substantially different geomet-
rical characteristics: the native heart tissue and the calcification.
For the native heart tissue, we modeled the aortic valve, ascend-
ing aorta, and left ventricular myocardium. This allowed us to
test our algorithm on a sizable portion of the ascending aorta
with the complex aortic valve geometry included in the domain.

From the numerous recently proposed algorithms [30, 31, 32,
33], we decided to use a slightly modified version of DeepCarve
for heart mesh reconstruction [34], mainly to take advantage of
its demonstrated performance on aortic valve meshing. Here,
we briefly describe the method for completeness.

The main objective for DeepCarve is to train a deep learn-
ing model that will take an input image and generate a
patient-specific mesh by deforming a template mesh. The re-
quired training label is a set of component-specific pointclouds
that can help measure the spatial accuracy of the prediction.
The predicted mesh is penalized for large deformations from
the original template elements via deformation gradient-based
isotropic and anisotropic energies. The deformation generated
by the model is constrained to be a diffeomorphic b-spline field
to enforce additional smoothness.

The three minor modifications for this work are (1) random
translation augmentation, (2) a better LV template with fewer
distorted elements, and (3) the addition of 0.1*AMIPS [35] to
the training loss. These changes mainly allowed us to adapt to
more realistic meshing environments, while maintaining similar
model performance.

Once DeepCarve is trained, a single forward-pass of the 3D
patient scan directly generates high-quality volumetric meshes
of the heart geometry in <1 second. We confirmed the accu-
racy of the reconstructed heart geometry (Fig. 1a, Fig. 2a) and
focused on robustly incorporating calcification to the resulting
output. For additional detail, we refer the readers to the original
publication [34].

Calcification Meshing with Anatomical Consistency
Our calcification meshing algorithm requires two inputs: the

original patient CTA scan and the reconstructed heart mesh.
The main goal is to incorporate calcification into the heart mesh
for more accurate and realistic structural simulations. The ma-
jor steps are outlined in Fig. 1a and Algorithm 1, and samples
of input/output pairs are shown in Fig. 1b.

A deep learning model is used to perform the initial calcifica-
tion segmentation, and a series of model-based post-processing
techniques are used to ensure the anatomical consistency be-
tween the predicted segmentation and the reconstructed heart
mesh. The segmentation and the heart mesh are then processed
intricately together to generate the final calcification mesh. The
meshing steps are centered around Deep Marching Tetrahedra
and controlled mesh simplification via constrained remeshing.
The details and the performance of each step will be discussed
in the following sections. We will henceforth refer to our al-
gorithm as C-MAC (Calcification Meshing with Anatomical
Consistency).

Algorithm 1 C-MAC overview
1: function C-MAC(I,Mheart)
2: y0 ← DLCa2Seg(I)
3: yca2 ← PostProcessCa2Seg(y0,Mheart)
4: Mbg ← GenerateBackgroundMesh(Mheart)
5: S ca2 ← DMTetOpt(yca2,Mbg)
6: if not satisfied then
7: S ca2 ← ConstrainedRemesh(S ca2)
8: Mca2 ← TetGen(S ca2)
9: return Mca2

I: image, y: segmentation, M: volume mesh, S : surface mesh

Initial segmentation via deep learning (DLCa2Seg)

Given the inherent voxelgrid structure of 3D medical images,
the most common intermediate representation for meshing is
voxelgrid segmentation. Following this trend, we first focused
on accurately extracting the initial segmentation of the calcified
regions within the CTA.

Thresholding techniques are easy to implement and generally
perform well for calcification segmentation. However, they are
particularly vulnerable to imaging artifacts due to their simplis-
tic approach, and they are usually supplemented with manual
post-processing to refine the segmentation. Deep learning (DL)
models, on the other hand, utilize learned feature aggregation
to make the final prediction, freeing themselves from the sim-
ple errors of thresholding approaches. Therefore, for our task,
we aimed to train a DL model that can handle the following
conditions:

• Highly unbalanced target (i.e. calcification is very sparse
compared to the input image volume)
• Empty target (i.e. no calcification in the input image)
• Accurate segmentation boundary

To meet these criteria, we used a modified 3D U-net [36] and
evaluated four different training strategies involving the follow-
ing losses:

• Dice + Cross Entropy (DiceCE)
• Generalized Dice Loss (GDL)
• GDL + boundary loss (Gbd)
• GDL + chamfer loss (Gch)
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Figure 1: (a) The main overview of C-MAC. Starting from a 3D CTA, a patient-specific heart volumetric mesh is first generated using DeepCarve. The resulting
heart mesh is used to aid the voxelgrid segmentation of calcification, as well as to generate the background mesh for DMTet. The SDF values are first initialized
by sampling the voxelgrid segmentation at each node of the background grid, and subsequently the node coordinates and nodal SDF values are optimized for better
element quality. The resulting DMTet output mesh is further processed via node-based remeshing to generate the final input for tetrahedralization. The details of
each process can be found in the main text and later figures. (b) C-MAC robustly and automatically incorporates a voxelgrid segmentation into an existing mesh
without changing the original mesh topology. Here, we demonstrate its performance using two vastly different calcification segmentations (orange) and complex
aortic valve meshes (gray).

The evaluations are summarized in Table 1 (top). We first
observed that nnU-net [37], a popular self-configurable seg-
mentation algorithm, suffers from a high rate of false positive
segments outside of the aorta. All of our methods had better
overall performance than nnU-net. The only metric that nnU-
net performed relatively well was the number of false positives
for empty targets (i.e. when there is no aortic calcification in
the CTA scan).

Among our own models, we first compared the effects of dif-
ferent image intensity ranges for the min-max normalization,
while using DiceCE or GDL. The metrics generally indicate
that (1) using the right intensity range can help boost the per-
formance and (2) GDL with I minmax [-200,1500] achieves the
best overall performance.

Then, we used the best performing training setup from our
initial evaluation and tested the modified GDL losses: Gbd and
Gch. Gbd was effective at reducing false positives, but other-
wise both Gbd and Gch showed worse overall performance than
the standard GDL loss. For our task, false positives for empty

targets were less critical than accurate prediction of non-empty
targets because false positives for empty targets can be easily
identified and omitted using the source image. Therefore, we
used the GDL with I minmax [-200,1500] as our final segmen-
tation model for downstream tasks.

Fig. 2a shows a few representative examples of ground-truth
segmentation vs. DL segmentation using “GDL (ours)” (col-
umn 2 vs. column 5). The DL segmentation qualitatively
matches the ground-truth very well.

Segmentation post-processing (PostProcessCa2Seg)

Although our DL model delivered promising initial results,
it still falls short of the high standards required for simulations.
In particular, the predicted segmentation may have slight spatial
gaps (2-3 voxels) to the input heart mesh, which are generally
negligible errors but not for establishing contacts between the
predicted calcification and the surrounding heart tissue. These
small errors could drastically alter the results of the simulations,
so we aimed to explicitly improve the anatomical consistency
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Figure 2: (a) Qualitative evaluation of the spatial accuracy of calcification using two image slice views for two test-set patients. GT: ground-truth segmentation,
DL: deep learning segmentation using “GDL (ours)”, post: result of PostProcessCa2Seg using either GT or DL as the initial segmentation, final: result of
the full C-MAC. Yellow: calcification, red: partial LV myocardium, blue: aorta, (green, orange, purple): aortic valve leaflets. (b) Highlighting the effects of
PostProcessCa2Seg on one test-set patient. The first two columns are two different 2D-slice views, and the third column is a 3D view of the aortic valve. (c)
Visualizing the effect of PostProcessCa2Seg on the final C-MAC mesh. Purple dots indicate merged nodes between the calcification and the heart mesh. This
example illustrates both the benefit and drawback of our post-processing algorithm. Benefit: improved anatomical consistency with the surrounding heart tissue.
Drawback: some overestimation of calcified regions.

4



Table 1: Deep learning model performances on the initial calcification segmentation (DLCa2Seg) with and without post-processing (PostProcessCa2Seg). I
minmax: range for image intensity min-max normalization, Post: post-processing, HD: Hausdorff distance, CD: mean symmetric chamfer distance, CDHeart: one-
sided chamfer distance from calcification to heart surfaces, False pos: false positives, mm: millimeters, vx: voxels, ∗: p < 0.05 between GDL (ours) and nnU-net.
All metrics are mean ± stdev across patients.

Experimental condition Non-empty target segmentation Empty target

Train strategy I minmax Post Dice ↑ HD 95% (mm) ↓ CD (mm) ↓ CDHeart (mm) ↓ False pos (vx) ↓

nnU-net self-configured ✗ 0.656 ± 0.222 13.259 ± 18.055 2.337 ± 2.994 2.501 ± 2.955 5.4 ± 10.0

DiceCE [ -158, 864] ✗ 0.685 ± 0.180 8.254 ± 11.605 1.462 ± 2.421 1.345 ± 0.319 25.5 ± 25.2
DiceCE [ -200, 1500] ✗ 0.690 ± 0.144 8.362 ± 13.141 1.320 ± 1.653 1.653 ± 0.922 28.9 ± 30.1
DiceCE [-1000, 2500] ✗ 0.680 ± 0.134 5.684 ± 8.165 1.155 ± 1.529 1.409 ± 0.301 151.9 ± 249.2

GDL [ -158, 864] ✗ 0.685 ± 0.184 6.503 ± 9.066 1.380 ± 2.102 1.381 ± 0.419 48.9 ± 81.0
GDL (ours) [ -200, 1500] ✗ 0.709 ± 0.111 4.668 ± 6.977∗ 0.842 ± 1.081∗ 1.314 ± 0.280∗ 31.5 ± 44.2
GDL [-1000, 2500] ✗ 0.679 ± 0.152 7.336 ± 9.745 1.419 ± 1.932 1.711 ± 1.320 129.2 ± 171.6

Gbd [ -200, 1500] ✗ 0.675 ± 0.142 5.797 ± 7.180 1.000 ± 1.002 1.319 ± 0.295 4.4 ± 4.8
Gch [ -200, 1500] ✗ 0.672 ± 0.150 6.306 ± 8.282 1.098 ± 1.089 1.365 ± 0.306 16.2 ± 14.3

nnU-net self-configured ✓ 0.629 ± 0.158 8.315 ± 10.688 1.478 ± 1.910 0.929 ± 0.188 2.2 ± 6.4
DiceCE [-200, 1500] ✓ 0.657 ± 0.086 5.058 ± 7.658 0.918 ± 0.860 0.989 ± 0.219 24.9 ± 41.7
GDL (ours) [-200, 1500] ✓ 0.657 ± 0.079 5.083 ± 7.277 0.834 ± 0.758 0.976 ± 0.206 22.8 ± 31.0
Gbd [-200, 1500] ✓ 0.632 ± 0.113 4.973 ± 5.074 0.906 ± 0.644 0.979 ± 0.209 2.9 ± 4.1
Gch [-200, 1500] ✓ 0.624 ± 0.112 4.543 ± 4.421 0.900 ± 0.611 0.972 ± 0.200 5.2 ± 5.4

of the DL predictions by removing any obvious gaps between
the calcification segmentation and the input heart mesh.

Our main method for filling in the gaps is morphological
closing (dilation→ erosion). Unfortunately, a naı̈ve application
of this approach with differently sized isotropic filters leads to
overly connected components, such as undesired calcification
fusing and excessive contact with the neighboring heart struc-
tures. We incorporated several additional operations, such as
the combination of isotropic and anisotropic filters and vox-
elgrid upsampling, to minimize the deviation from the initial
segmentation while still being able to fill in the gaps.

For segmentation post-processing, we first evaluated its ef-
fects on the final segmentation’s spatial accuracy and anatom-
ical consistency (Table 1 bottom). The overall improvements
in the mean surface accuracy metric (CD) combined with our
qualitative evaluations (Fig. 2a) indicate that our algorithm rea-
sonably preserves the initial segmentation’s spatial character-
istics. Significant improvements in the calcification-to-heart
distance (CDheart) indicates reduced spatial gaps and better
anatomical consistency between calcification and its surround-
ing tissue.

The improved surface metrics HD and CD demonstrate our
algorithm’s effectiveness in filtering out easily avoidable false-
positive calcification segments, such as those outside the aorta
and those with tiny volumes. Interestingly, this filtering process
reduced the performance gap between different segmentation
models (Table. 1 top → Table. 1 bottom), which suggests that
our post-processing algorithm was effective at removing seg-
mentation outliers for various models.

The worse Dice and better CDHeart demonstrates the trade-
off between volume overlap and anatomical consistency. This
is expected, since the current strategy for removing the

calcification-to-heart spatial gaps is to extend the calcification
segments while keeping the heart mesh fixed. For the purposes
of calcification meshing, the benefit of anatomical consistency
far outweighs the slight reduction in volume overlap (Fig. 2b,
Fig. 2c). An interesting future direction is to jointly optimize
both the heart mesh and the calcification segmentation to en-
courage anatomical consistency while minimizing this trade-
off.

Background mesh generation (GenerateBackgroundMesh)

The post-processed segmentation and the input heart mesh
are combined together to perform calcification meshing, and
Deep Marching Tetrahedra (DMTet) [38] is at the core of our
meshing algorithm. Similar to regular marching tetrahedra,
DMTet generates an isosurface triangular mesh given a back-
ground tetrahedral mesh and its nodal SDF. Unlike regular
marching tetrahedra, DMTet additionally performs simultane-
ous optimization of the background mesh node positions and
the nodal SDF to refine the final mesh.

DMTet defines the typology of the isosurface based on the
sign changes of the SDF and the location of the isosurface based
on the magnitude of the SDF (Eq. 1).

v′ab =
va · S DF(vb) − vb · S DF(va)

S DF(vb) − S DF(va)
(1)

Here, vi is the nodal position and S DF(vi) is the nodal SDF.
Note that the node interpolation is only performed along edges
where there is a “sign” change, i.e. between a positive
SDF node and a non-positive SDF node (S DF(va) ≤ 0 and
S DF(vb) > 0). This prevents division by 0.

Based on the DMTet definition, the background mesh is a
main driver of the final output mesh topology. To enable con-
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tact surface matching, we designed our background mesh to
be constrained by the original heart surfaces, with a few mi-
nor adjustments to enable closed non-overlapping calcification
surfaces (Fig. 3a). We first extracted the relevant heart surfaces
from the input heart mesh, and then generated a clean mani-
fold offset layer from the extract surfaces to add to our input to
TetGen [39]. Following tetrahedralization, the elements inside
the original heart surface were removed, and fake tetrahedral
elements were added to the boundary surfaces to ensure closed
calcification surfaces at the end of the DMTet tessellation.

The success rate for background mesh tetrahedralization was
100%, mainly due to the nice heart mesh quality from Deep-
Carve and our method of generating a clean manifold offset
surface. The density of the tetrahedral elements was tuned to
provide enough resolution, but the element quality was not crit-
ical, as we additionally refined the surfaces in the following
steps.

DMTet optimization (DMTetOpt)

We evaluated the remaining meshing steps of C-MAC using
the following metrics: (1) the success rate of tetrahedralization,
(2) the spatial accuracy of the final mesh surface, and (3) the
element quality of the final tetrahedra (Table. 2). We also com-
puted the same metrics for existing mesh editing approaches
to showcase our improvements. For all methods, the general
strategy was to first construct a triangular surface mesh using
the post-processed segmentation and the heart mesh, and then
apply TetGen to tetrahedralize the inner volume.

For baselines, we applied mesh boolean operations from a
wide variety of existing meshing libraries. For 5 of the 8 li-
braries, the success rate for the final tetrahedralization was be-
low 10% (Table. 2). For some, even the initial boolean op-
eration failed completely. This is consistent with the notion
that mesh boolean operations are generally unreliable, espe-
cially when coupled with complex input geometry and complex
downstream tasks such as constrained tetrahedralization.

For mesh boolean operations with relatively high success
rates, the issue still remained that the element qualities were
heavily compromised along the mesh intersections. This is
shown both qualitatively as thin triangular elements (Fig. 3c),
and quantitatively as low Jacobian determinants (Table. 2).
Mesh boolean approaches had worse performance in essentially
every category compared to our method.

As an additional baseline, we performed DeepCarve’s node
stitching operations as outlined in [34]. The only metric that
performed well for this method was the Jacobian determinant,
which makes sense given the generally smooth and uniform el-
ements (Fig. 3c). However, the method notably suffered from
irregular node-stitching along the contact surfaces, which is fur-
ther confirmed by the low numbers of merged nodes between
the calcification and heart meshes (Table. 2). The irregular
node-stitching also causes various other issues, such as the oc-
casional undesired mesh intersections and failure of TetGen due
to the weirdly shaped elements. Since it is difficult to automat-
ically and robustly fix ill-formed meshes, our approach aims to
generate good quality meshes from the beginning.

For marching tetrahedra, a well-known shortcoming is the ir-
regular shape and distribution of the triangular elements along
the output mesh surfaces [40, 41]. This can be easily verified
by applying DMTet without any optimization (Fig. 3b). Such
irregularity noticeably degrades the success rate of tetraheral-
ization and the final tetrahedra quality.

Thus, we applied DMTet optimization on both the back-
ground mesh node locations and the nodal SDF values to in-
crease the output mesh quality while minimizing the deviation
from the input segmentation. In addition, we modified the nodal
SDF values for two edge cases to ensure clean transition ele-
ments along the boundary and contact surfaces.

DMTet optimization provides significant improvements for
all metrics (Table. 2). DMTet optimization was crucial in reach-
ing 100% success rate of tetrahedralization, and it led to consis-
tent improvements over DMTet without optimization regardless
of the application of the subsequent remeshing steps. Qualita-
tively, it especially helps address the aggregation of sliver ele-
ments characteristic of marching tetrahedra (Fig. 3b). In most
cases, it was entirely acceptable to stop the meshing algorithm
after DMTet optimization, given its high quality outputs.

Constrained remeshing (ConstrainedRemesh)
Although DMTet optimization already provides great qual-

ity outputs with robust performance, we can further improve
the mesh quality and speed up the finite element simulations
by additionally simplifying the output mesh with constrained
remeshing.

The main remeshing operation is voronoi diagram-based ver-
tex clustering [42]. By our way of constructing the background
mesh and DMTet optimization, the contact surfaces already
have complete surface matching to the heart mesh. To preserve
this, we first split the output mesh into contact and non-contact
surfaces, and only remesh the latter. For the non-contact sur-
faces, we further ensure that the remeshed surfaces can be com-
bined with the original contact surfaces by preserving the bor-
der vertices during the clustering steps.

Quantitatively, constrained remeshing markedly improves
the final output mesh for all evaluation metrics, especially in
conditions with no DMTet optimization (Table. 2). However,
constrained remeshing without DMTet optimization is usually
less reliable, as the input mesh is often riddled with aggregated
sliver elements without DMTet optimization. This leads to the
occasional failure of tetrahedralization as well as lower achiev-
able final mesh quality. Constrained remeshing can also oc-
casionally generate non-manifold surfaces due to the separa-
tion of contact and non-contact surfaces. We are still able to
reach 100% tetrahedralization success rate because we can eas-
ily store and select the optimally processed mesh at lower iter-
ations of constrained remeshing by simply performing tetrahe-
dralization on all intermediate meshes. This is possible because
both constrained remeshing and calcification tetrahedralization
take a fraction of a second to perform, and the outputs are also
not very memory intensive.

As shown in Table. 2, the condition that includes both
DMTetOpt and ConstrainedRemesh results in the best over-
all meshing performance, both in terms of spatial accuracy and
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Figure 3: (a) Illustration of the background mesh generation process. From left to right: patient-specific mesh of the aorta + aortic valve leaflets, TetGen input
generated by combining the exterior surface and an offset surface from the original geometry, preliminary background mesh generated by TetGen and hollowing,
and final background mesh after adding a “fake” vertex to the exterior surface elements of the preliminary mesh. All meshes are clipped at a viewing plane for
visualization purposes. (b) The three main sequential steps for anatomically consistent surface meshing. From left to right: initial inputs of patient-specific aorta +
aortic valve leaflets (gray) and voxelgrid segmentation of calcification (red), initial DMTet mesh with raw sampled SDF, optimized DMTet mesh, and final remeshed
surface. Green box indicates the viewing region, and colored circles indicate noticeable regions of improvement after each step. (c) Baseline comparisons for
the final mesh quality. Yellow: calcification, green: aortic valve leaflet. Top: front view, bottom: back view. Colored circles indicate the noticeable regions of
improvement from each baseline to C-MAC.

element quality. The final version of C-MAC is able to com-
bine the best of both worlds of the baseline meshing methods,
i.e. (1) establish complete contact surface matching, similar to
mesh boolean operations, and (2) provide great element qual-

ity along the non-contact surfaces, similar to DeepCarve’s ap-
proach. (Fig. 3b, Fig. 3c). In addition, C-MAC ensures that any
node residing on any of the heart surface’s planes will be co-
incident with an existing heart mesh node, which prevents any
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Table 2: The effects of the calcification surface meshing algorithms on the final tetrahedral mesh. “Bool” refers to the mesh boolean difference operation between
the original calcification surface and the aorta + aortic valve surface. All metrics were obtained using 10 repeated trials to account for the occasional failure of
TetGen. We used the post-processed ground truth segmentation as the initial segmentation. Spatial accuracy metrics were measured against the initial segmentation,
so we are strictly measuring the error induced by the meshing steps. All metrics are calculated using samples with non-empty targets only. ∗: p < 0.05 between
C-MAC and “Bool: corefinement”. †: p < 0.05 between C-MAC and DeepCarve.

Mesh technique Success (%) ↑ Dice ↑ HD 95% (mm) ↓ CD (mm) ↓ Merged nodes ↑ | J | ↑

Bool: pymadcad 0.0 N/A N/A N/A N/A N/A
Bool: OpenSCAD 0.0 N/A N/A N/A N/A N/A
Bool: vtk 0.0 N/A N/A N/A N/A N/A
Bool: cgal 3.7 N/A N/A N/A N/A N/A
Bool: blender 7.4 0.777 ± 0.113 1.207 ± 0.293 0.351 ± 0.206 441 ± 546 0.349 ± 0.099
Bool: cork 70.0 0.794 ± 0.060 1.399 ± 0.080 0.384 ± 0.081 3013 ± 1742 0.458 ± 0.043
Bool: igl 77.8 0.791 ± 0.066 1.394 ± 0.090 0.370 ± 0.080 2718 ± 1570 0.449 ± 0.044
Bool: corefinement 81.5 0.793 ± 0.066 1.395 ± 0.088 0.370 ± 0.079 2748 ± 1539 0.452 ± 0.043

DeepCarve 92.6 0.733 ± 0.077 2.362 ± 3.071 0.607 ± 0.270 658 ± 237 0.605 ± 0.020†

DMTet (no opt) 89.6 0.814 ± 0.044 1.030 ± 0.075 0.234 ± 0.017 3582 ± 1995 0.547 ± 0.013

DMTet (no opt)→
ConstrainedRemesh

99.3 0.819 ± 0.041 1.041 ± 0.118 0.237 ± 0.017 3666 ± 2024 0.582 ± 0.008

DMTetOpt 100.0 0.827 ± 0.038 1.019 ± 0.073 0.225 ± 0.018 3583 ± 1995 0.579 ± 0.008

DMTetOpt→

ConstrainedRemesh

(C-MAC)
100.0∗ 0.831 ± 0.037∗† 1.035 ± 0.108∗† 0.226 ± 0.018∗† 3576 ± 1993∗† 0.588 ± 0.010∗

potential issues with minute mesh intersections that can intro-
duce cumbersome errors during simulations.

Run-time

The approximate run-time to generate the entire calcified
heart geometry (i.e. DeepCarve + C-MAC) is ∼1 minute per
3D image. The three most time-consuming tasks are (1) clos-
ing operations for segmentation post-processing (∼10 seconds),
(2) TetGen for background mesh generation (∼15 seconds), and
(3) DMTet optimization (∼20 seconds). Most other individual
processes typically take <1 second. All times were measured
on a single NVIDIA RTX3080Ti laptop workstation. Note that
the algorithms are fully automated with no human annotations
for any of the meshing steps.

Solid mechanics simulations

We performed two sets of solid mechanics simulations to as-
sess different aspects of our final C-MAC meshes. First is valve
opening simulations, which demonstrate our method’s unique
ability to set up large-scale simulations. Second is TAVR stent
deployment simulations, which demonstrate our meshes’ ro-
bustness to complex simulation environments (Fig. 4). Simu-
lations were performed using Abaqus (3DS, Dassault Systéms,
Paris, France).

For valve opening, a uniform pressure of 8 mmHg was ap-
plied to the ventricular surface of the leaflets. The pressure was
increased compared to previous work [43] to represent elevated
aortic valve pressure gradient in mild aortic stenosis. Valve
opening simulations were performed across all 35 patients with
fully automated simulation setups. This was possible because

we maintained the mesh correspondence of heart meshes, and
all boundary and loading conditions were defined with respect
to the heart mesh elements. This allowed us to both qualita-
tively confirm the consistency of our results across a large num-
ber of samples, and also quantify our observations across the
entire test-set population.

For TAVR stent deployment, we modeled a 26 mm,
self-expandable, first-generation Medtronic CoreValve device
(Medtronic, Minneapolis, MN, USA) following previous works
[44, 45]. We selected 10 patient-specific anatomies that are suit-
able for this device size according to the manufacturer’s rec-
ommendation of CoreValve system [46]. Briefly, the crimped
TAVR stent with an exterior diamater of 6mm [43] was aligned
coaxially within the aortic root and centered into the aortic
annulus, following the manufacturer’s recommendations [46].
The stent was deployed inside the aortic root by axially moving
the cylindrical sheath towards the ascending aorta.

From both simulations, we extracted two main pieces of in-
formation. First is the effect of the calcification on the leaflet
movement. The leaflet movement is clearly restricted near
the calcified regions (Fig. 4a). This can be attributed to the
high stiffness of the calcification and the aortic wall, which
incur both intrinsic resistance from the leaflet elements and
external push-back from the physical connection to the aortic
wall. Second set of information was the stress/strain values.
The stress/strain values are significantly influenced by the lo-
cation of the calcification. The simulations were performed
using completely auto-generated meshes from DeepCarve and
C-MAC, and the stress/strain results correspond well to the lo-
cation of the ground-truth calcification.
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Figure 4: (a) Valve opening simulations demonstrate the effects of calcification on the final leaflet positions. Yellow is the ground-truth calcification, left is the input
valve geometry predicted by DeepCarve, and right is the deformed geometry after finite element analysis. Movement is clearly restricted near calcified regions.
(b) Stress (top) and strain (bottom) analyses from valve opening simulations. Left is the Gaussian KDE plot of stress/strain vs. distance to calcification from the
aggregate of 35 test-set patient simulations. Right is one test-set patient with stress/strain overlaid with the valve leaflets, plus the ground-truth calcification (gray)
for reference. (c) TAVR stent deployment simulation results. Left: image and simulated geometry overlay. Right: maximum principal stress magnitudes plotted on
the aortic valve leaflets for 10 different test-set patients.

For valve opening, we furhter performed Gaussian kernel
density estimation (KDE) [47, 48] on the aggregated data points
of all test-set simulations to estimate the joint distribution of
the leaflet nodes’ stress/strain values vs. their distances to the
nearest calcification (Fig. 4b). The KDE plots (1) confirm our
qualitative observations that nodes closer to calcification have
low strain, and (2) reveal new insights that the leaflet stress may
exhibit a complex pattern at 1-10 millimeters away from the cal-
cification. More detailed analyses of the simulation results may
lead to important insights on the growth mechanism of calcifi-
cation as well as the intricate leaflet behavior associated with
the positioning of the calcification within the aortic root.

For stent deployment, the key finding was the unmatched ro-

bustness of C-MAC’s outputs in the complex multi-body simu-
lation. Using the original calcification meshing algorithm from
DeepCarve, 4 out of the 10 simulations failed due to calcifica-
tion element distortions. Using C-MAC, all 10 simulations suc-
cessfully ran to completion. The simulation results in Fig. 4c
concur with previous observations that the calcified regions are
associated with higher levels of stress. This further confirms
the high robustness of our meshing algorithm and the benefit it
provides for complex downstream tasks.
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Discussion
Our extensive evaluations suggest that C-MAC is a robust

fully automated solution for incorporating aortic calcification
mesh into an existing heart mesh. (1) Our deep learning seg-
mentation model provides a good initial calcification segmen-
tation. (2) Our segmentation post-processing algorithm en-
hances the calcification-to-heart anatomical consistency while
slightly compromising the segmentation volume accuracy. (3)
Our meshing algorithm accurately converts the input voxelgrid
segmentation into surface meshes with great element quality
along both contact and non-contact surfaces. The meshing al-
gorithm also preserves the original heart mesh topology.

Unlike the original DMTet paper [38], we did not train a
separate neural network to expedite the DMTet optimization
process. Instead, we opted for a per-image optimization ap-
proach. The main reason for this choice was the long process-
ing time of TetGen for the background mesh generation. Unlike
[38] where the background mesh was a fixed lattice of regu-
larly spaced tetrahedra, our meshing workflow requires a back-
ground mesh that contains the patient-specific heart geometry
in the inner volume. Since the element density and configura-
tion can change drastically based on the leaflet conformation,
we could not reliably construct the background mesh without
repeating TetGen for each scan separately. This poses a sig-
nificant restriction on our training scheme since repeating Tet-
Gen for every augmented training sample would significantly
increase the training time (from ∼1 second to ∼15 seconds per
sample) or storage (∼20 MB per background mesh for hundreds
of thousands of samples).

Furthermore, even if we were able to successfully train a
deep learning model for the DMTet optimization process, it
would only reduce the total run-time from ∼1 minute to ∼40
seconds because the other major time-consuming processes
have nothing to do with DMTet optimization. Therefore, we
decided to simply use the proposed per-image optimization ap-
proach. This approach has an additional minor benefit that we
can slightly randomize the output with different initialization
for DMTet optimization if we are unsatisfied with our output.

Our current approach for segmentation post-processing has
a trade-off between calcification segmentation accuracy and
anatomical consistency because we fix DeepCarve’s heart struc-
tures while extending the calcification segments to remove the
spatial gaps. We aimed to achieve the best possible solution for
this approach using an adaptive closing kernel, but the inherent
reduction in volume overlap is likely unavoidable. An inter-
esting future direction would be to jointly optimize the heart
structures and the calcification segments to deform the heart
structures towards the predicted calcification, instead of simply
extending the calcification. This approach is technically more
challenging because it requires simultaneous optimization of
multiple metrics, such as the calcification accuracy, heart sur-
face accuracy, heart mesh element quality, and also requires a
robust formulation for the selective attraction between only the
contact surfaces of the heart and calcification meshes.

Another important consideration for C-MAC is the usability
of the final meshes. Since we optimize for good element qual-

ity using DMTet optimization, the key remaining consideration
is the manifoldness of the output. One of the main strengths
of marching tetrahedra is its ability to generate topologically
consistent outputs due to its unambiguous tessellation of the
tetrahedral lattice. The same principle applies to the raw non-
optimized DMTet output with our custom background mesh
and calcification segmentation, which means the output should
be manifold surfaces without any modifications. The main is-
sue with the non-optimized DMTet output is that TetGen can
occasionally fail due to the highly irregular triangular elements
from the raw node-sampled SDF.

We proposed DMTet optimization to maintain the original
manifoldness of DMTet while improving the element quality.
The element quality improvements are straightforwardly ob-
tained using LDMTet (Eq. 8), which optimizes for various de-
sired triangle properties. For the manifoldness, we first argue
that ModifyEdgeCases (Eq. 6) does not alter the manifold-
ness of the original DMTet output. From Eq. 7: (1) For any
tetrahedron with an SDF sign-change across the fake node, the
output surface will always be a heart surface element. Deep-
Carve’s heart meshes all have manifold surfaces by design, so
the DMTet output at contact surfaces will also be manifold. (2)
For any tetrahedron with an SDF sign-change across a bound-
ary node, the output surface will always only expand its borders
along the boundary surface, and the amount of expansion will at
worst cause coincident faces. This means no self-intersections
will be introduced by our modification, so the DMTet output
will be manifold.

For DMTetOpt’s δ optimization (Alg. 4), ∆S DF is con-
strained to only change each nodal SDF’s magnitude while
keeping its original sign, which prevents any topological
changes. The only remaining potential concern is ∆Vbg. Given
that LDMTet is only calculated for tetrahedra with nodal SDF
sign-changes, the ∆Vbg optimization will also only be applied to
those elements’ nodes. In this case, a potential way for ∆Vbg to
cause non-manifoldness is to cause self-intersections by heav-
ily displacing the background mesh nodes near the segmenta-
tion isosurface. This is strongly discouraged by many of our
design choices, such as (1) LDMTet’s surface smoothness con-
straints and ∆Vbg regularization and (2) our strategy of updating
the nodal SDF at the new node coordinate for each DMTetOpt

iteration. Empirically, DMTetOpt consistently generates high
quality manifold meshes, leadig to a TetGen success rate of
100%.

Clinical validation of solid mechanics simulations is ex-
tremely challenging because post-TAVR CT’s are not routinely
collected and the ground-truth stress/strain values for in vivo
anatomical structures are nearly impossible to obtain. The solid
mechanics simulations in this work instead illustrate two other
important points: (1) our generated meshes can handle complex
solid interactions such as TAVR stent deployments and (2) the
high-quality mesh output with mesh correspondence allows for
large-batch simulations, even with the addition of calcification.
Further clinical validation of our simulations will be performed
with flow-based simulations in future studies using the more
routinely collected Doppler echo data.

In this work, we propose an automated end-to-end image-
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to-mesh solution for incorporating calcification into an exist-
ing heart geometry. Our solution includes (1) a segmentation
algorithm that encourages anatomical consistency between the
predicted calcification and heart mesh and (2) a meshing al-
gorithm that establishes complete contact surface matching be-
tween the two geometries while maintaining the original heart
mesh topology. Our technique allows for large-batch simula-
tions due to the preservation of inter-patient mesh correspon-
dence of the heart geometry. We demonstrated the viability of
such downstream tasks using solid mechanics simulations. Our
method may help accelerate the development and usage of com-
plex physics-driven simulations for cardiovascular applications.

Methods
Data acquisition and preprocessing

We used the same dataset as DeepCarve with some minor
modifications. The original dataset consisted of 80 CTA scans
and the corresponding labels for the heart structures and calci-
fication. 14 of the 80 CT scans were from 14 different patients
in the training set of the MM-WHS public dataset [49]. The re-
maining 66 scans were from 55 IRB-approved TAVR patients at
Hartford hospital. We used more than one time point for some
of the Hartford patients. Of the 80 total scans, we used 35/10/35
scans for training/validation/testing. We ensured that the test-
ing set had no overlapping patients with the training/validation
sets. All evaluations were performed with the 35 test-set cases.
All patients had tricuspid aortic valves and varying levels of
calcification. Some scans had no aortic calcification.

The calcification segmentation was obtained using adaptive
thresholding and manual post-processing. The original dataset
included calcification that is within some distance away from
any of the pointclouds. For this work, we further processed it
to only include segments around the aorta. This was mainly to
omit calcification along the mitral valve, which would require
accurate mitral valve leaflet geometry for us to properly apply
our meshing techniques.

Both Gbd and Gch require extra training labels extracted
from the original calcification segmentation. Gbd requires vox-
elgrid SDF, which we obtained using isosurface extraction and
point-to-mesh distance from each voxel position. Gch requires
calcification pointclouds, which we obtained using isosurface
extraction and surface point sampling.

For preprocessing, we rescaled all images and labels to an
isotropic spatial resolution of 1.25mm3 and cropped them to
1283 voxels. The default crop center was the center of the
ground-truth heart pointclouds’ bounding box. For translation
augmentation, the crop center was offset by a random sam-
ple from a 3D Gaussian (stdev = crop width/3), and the offset
amount was capped to prevent any labeled structures being out-
side the cropped region. The images were not pre-aligned with
any additional transforms.

Image intensities were first clipped to [lower bound, up-
per bound], and further min-max normalized to [0,1]. The
lower and upper bounds were fixed for DeepCarve at [-158,864]
Hounsefield Units (HU) and chosen between three different

ranges for calcification segmentation, as specified in the results
tables (Table. 1).

Deep learning model training details

Dice (a.k.a. DSC) [50, 51] and cross entropy (CE) [36] are
commonly used for training segmentation models. Dice has
several advantages over CE, such as being more robust to un-
balanced targets and being able to directly optimize a common
evaluation metric, but it is ineffective at handling empty targets.
A common workaround is to instead optimize the combined
DiceCE loss [52], which can be defined for binary segmenta-
tion tasks as

LDiceCE(y, ŷ) = 1 − 2
∑N

i=1 yiŷi∑N
i=1 yi +

∑N
i=1 ŷi + ϵ

+ λ

 1
N

 N∑
i=1

yi log(ŷi) + (1 − yi) log(1 − ŷi)


(2)

where yi is the target and ŷi is the predicted value at each ith

voxel, λ is a weighting hyperparameter, and ϵ is an error term
that prevents division by 0. To prevent numerical issues with
log(0), the log output is set to have a minimum bound at -100
[53].

Generalized Dice Loss (GDL) is a variation of the Dice loss
that handles multi-class segmentation with a per-class weight-
ing term that mitigates biases towards larger segments [51]. For
a binary segmentation task, we can treat the background as its
own class, in which case

LGDL(y, ŷ) = 1 − 2
∑2

c=1 wc
∑

i yciŷci∑2
c=1 wc

∑
i(yci + ŷci)

(3)

where wc =
1

(
∑

i yci + ϵc)2 . We set ϵ0 = −100 and ϵ1 = 100 via

hyperparameter tuning, where c = 0 is background and c = 1
is calcification. The ϵc helps prevent division by 0 and helps
maintain a smooth Dice-like behavior for both empty and sparse
targets. Empirically, GDL performed better than DiceCE for
our task, so it was chosen as the main region-based loss for the
rest of our experiments.

All variants of distribution-based losses (i.e. CE) and region-
based losses (i.e. Dice) penalize each voxel prediction indepen-
dently, and fail to capture the magnitude of error from the orig-
inal segmentation boundary. The boundary loss was proposed
to combat this phenomenon [54]:

LGbd(y, ŷ) = LGDL(y, ŷ) + λ
∑

i

−S DF(y)iŷi (4)

where S DF(y) is the signed distance function (SDF) calculated
using the ground-truth segmentation y. By this definition, SDF
is assumed to be positive on the inside and negative on the out-
side of the y = 0.5 isosurface. The weighting hyperparameter
λ is adjusted based on training epochs, similar to [54]. In our
case, λ = 0 at epoch 0 and was linearly increased to λ = 1000
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from epochs 1000-2000. We clipped the SDF from -3 to 3 for
numerical stability.

Finally, instead of relying on the integral approximation ap-
proach as did [54], we evaluated the effectiveness of directly
optimizing for the symmetric chamfer distance [55] between
the predicted and target segmentations:

LGch(y, ŷ) = LGDL(y, ŷ)

+ λ

 1
| A |

∑
a∈A

min
b∈B
∥a − b∥22 +

1
| B |

∑
b∈B

min
a∈A
∥b − a∥22

 (5)

where A and B are pointclouds sampled on the segmentations’
extracted surfaces. We used DMTet to extract the surface from
the predicted segmentation, which makes the operation dif-
ferentiable with respect to the segmentation model parameters
[38]. λ = 0 at epoch 0 and linearly increased to λ = 0.1 from
epochs 1000-2000.

All models were trained for 4000 epochs with the Adam op-
timizer, at a learning rate of 1e-4. For data augmentation, we
used random translation and b-spline deformation.

We also compared our models’ performance against nnU-
net, a popular self-configuring DL segmentation method. For
fair comparisons, we trained the nnU-net with the same train-
ing/validation/test splits as our own models, which effectively
discarded nnU-net’s default ensembling operations.

Segmentation post-processing details

Algorithm 2 Post-processing of ca2 segmentation
1: function PostProcessCa2Seg(y0,Mheart)
2: {yi} ← GroupSegByLeaflets(y0) ▷ i ∈ {1, 2, 3}
3: while not satisfied do
4: for yi in {yi} do
5: ŷheart ← FilterHeartSeg(yi,Mheart)
6: yi ← AdaptiveClose(yi, Ŝ heart)
7: yca2 ← SubtractAndFilterSeg({yi},Mheart)
8: return yca2

S i is assigned in-place, so S i is updated with each iteration.

(GroupSegByLeaflets) First, we split the calcification seg-
mentation into three groups - one group for each aortic valve
leaflet. Each island of the segmentation was assigned to the
closest aortic valve leaflet, measured by the mean symmetric
chamfer distance.

(FilterHeartSeg) Using the grouped calcification seg-
ments and the predicted heart mesh, we extracted heart seg-
ments that are within some distance away from the calcification.
We first converted the heart mesh to heart segments using the
image stencil operation [56], and only kept the segments inter-
secting with dilated calcification segments. The dilation filter
was 7x7x7 voxels and adaptive, meaning the filter values were
ellipsoidal with the major principal axis pointing in the same
direction as the closest heart mesh node’s surface normal.

(AdaptiveClose) We used a two-step morphological close
operations on the grouped calcification segments and the cor-
responding filtered heart segments. The first closing opera-
tion was performed with the same adaptive kernel described in
FilterHeartSeg, and the second closing operation was per-
formed with an isotropic spherical 3x3x3 filter.

(SubtractAndFilterSeg) Due to the limited resolution of
the voxelgrid representation, directly meshing from the com-
bined segments results in many undesired protrusions in the fi-
nal mesh. To avoid this, we filtered the combined segments by
subtracting away the heart segments and performing volume-
based island removals. For the subtraction, we tripled the seg-
mentation resolution to make sure that we can capture the thin
leaflet geometries in the voxelgrid representation. The final seg-
mentation for downstream meshing (yca2) therefore has a 3x
voxelgrid resolution compared to the original image.

Background mesh generation details

Algorithm 3 Background mesh generation
function GenerateBackgroundMesh(Mheart)

S aorta ← ExtractAortaSurf(Mheart)
S o f f set ← OffsetSurf(Mheart)
Mprelim ← TetGenAndHollow(S aorta, S o f f set)
Mbg ← CreateFakeElems(Mprelim)
return Mbg

(ExtractAortaSurf) Since we were focusing on aortic cal-
cification, the original heart surface consisted of the surface el-
ements of the aorta and the aortic valve leaflets, which we can
extract using standard meshing libraries [56].

(OffsetSurf) For the outer bound of the background mesh,
we generated an offset surface that includes all areas within 10
voxel spacings away from the aortic surface. The extracted aor-
tic surface and the offset surface were combined by addition,
which was easily doable because the offset surface and the ex-
tracted heart surface are clean manifold surfaces with no inter-
sections by construction.

(TetGenAndHollow) The merged surfaces were processed
by TetGen for constrained tetrahedral meshing, and then the
elements inside the aortic surface were removed.

(CreateFakeElems) Lastly, we created “fake” tetrahedral
elements by adding a “fake” node to all background boundary
surfaces, i.e. the aortic surface and the offset surface elements.
TetGenAndHollow and CreateFakeElems are crucial for

accurate meshing. The rationale will be explained further in the
following subsection*.

DMTet optimization details

(LinearMapAndInterp) We first converted the predicted
segmentation to a simplified voxelgrid SDF via linear mapping
S DF(ŷ) = 2ŷ−1, which means ŷi ∈ {0, 1} → S DF(ŷ)i ∈ {−1, 1}.
Then, we trilinearly interpolated the SDF at each background
mesh node.

To demonstrate the need for further processing, let us con-
sider applying marching tetrahedra with the default S DFi ∈
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Algorithm 4 DMTet optimization
function DMTetOpt(yca2,Mbg)

(Vbg, Ebg)← Mbg

δ ∼ Un(−1e − 3, 1e − 3)
for nopt do

(∆Vbg,∆S DF)← δ
Ṽbg ← Vbg + ∆Vbg

M̃bg ← (Ṽbg, Ebg)
S DF ← LinearMapAndInterp(yca2, Ṽbg)
S DF ← ModifyEdgeCases(S DF) ▷ Eq. 6
S̃ DF ← S DF + ∆S DF
S DMTet ← DMTet(S̃ DF, M̃bg) ▷ Eq. 1
(V, E)← S DMTet

δ← Adam(δ,LDMTet(V, E,∆Vbg)) ▷ Eq. 8
return S DMTet,LDMTet, δ

[−1, 1] and the preliminary background mesh. Due to the
smooth transition of the nodal SDF magnitudes, none of the
resulting surface mesh would match exactly with the original
background mesh nodes. This is counterproductive, as our de-
sired output is a surface mesh with coincident nodes and edges
along the contact surfaces.

(ModifyEdgeCases) To enforce complete contact surface
matching, we make two modifications to the nodal SDF after
the initial interpolation:

S DFi =


0 if background boundary node
−1e12 if fake node
S DFi else

(6)

Then, from Eq. 1, this results in the following node assign-
ments:

v′ab ≈


va if background boundary node
vb if fake node
v′ab else

(7)

Recall that (1) all elements inside the heart volume were re-
moved via TetGenAndHollow and (2) the fake node was added
to the background boundary surface to generate fake tetrahe-
dral elements via CreateFakeElems. Together with Eq. 7, this
means that any SDF sign change involving a boundary node
will always result in that node being included as a part of the
DMTet output. This is exactly our intended output with com-
plete contact surface matching with the original boundary ele-
ments.

Applying Eq. 6 is enough for establishing complete contact
surface matching. However, another known problem of march-
ing tetrahedra is the irregular elements of the output surface
[57]. Although some related solutions exist, our task also re-
quires that the contact surfaces be preserved during mesh pro-
cessing. DMTet optimization is the first step of our two-part
solution. Constrained surface remeshing is the optional second
step (Section e).

Similar to the original DMTet [38], we optimized (1) the de-
formation of the background mesh and (2) the offset from the
initial interpolated nodal SDF. Unlike the original paper, we
do not train a deep learning model for the prediction. Instead,
we perform the optimization for each inference target indepen-
dently. The rationale for this choice is described in Section e.
During the optimization process, we minimize the output’s de-
viation from the original segmentation by penalizing the back-
ground mesh deformation and prohibiting sign changes in the
nodal SDF.

The overall idea is to improve the mesh quality while mini-
mizing its deviation from the original segmentation. The loss
is a combination of Laplacian smoothing, edge length, edge
angle, and deformation penalty (Eq. 8). The first three losses
help improve the overall mesh and individual element qualities,
while the deformation penalty helps minimize surface shrink-
ing. Eq. 6 is applied after each optimization step, so only the
non-contact nodes’ SDF values are optimized during this pro-
cess.

LDMTet(V, E,∆Vbg) = λ0

∑
vi∈V

∥∥∥∥∥∥∥∥ 1
| N(vi) |

∑
v j∈N(vi)

vi − v j

∥∥∥∥∥∥∥∥
2

+ λ1

∑
vi∈V

∑
v j∈N(vi)

(∥∥∥vi − v j

∥∥∥
2 − ϵ
)2

1
2

+ λ2

 ∑
a∈A(V,E)

(a − α)2 ∗ σ(a)


1
2

+ λ3

∑
vi∈Vbg

∥∆vi∥2

(8)

(V,E): vertices and edges of the DMTet output. N : neighboring
nodes. A: angles between all edges. ϵ: desired edge length, set
to 0.1 for our task. α: desired edge angle, set to 60 degrees.
λi: hyperparameters, each set to [10, 1, 1, 0.5]. σ(a) = (1 −
sigmoid(a− 10))+ sigmoid(150): filter to minimize the penalty
for “good enough” angles, i.e. between 10 and 150 degrees.

We used the Adam optimizer with a learning rate of 1e-2
and achieved convergence at around nopt = 100. For the final
DMTet output, we cleaned the mesh by removing overlapping
nodes (distance < 1e-2) and elements with repeated nodes (i.e.
points and edges), which are caused by Eq. 6.

Constrained surface remeshing details

Although the DMTet output is already a suitable manifold
surface for the final tetrahedralization, it can be further refined
via surface remeshing (Alg. 5). The main remeshing algorithm
we used is ACVD, a Voronoi diagram-based vertex clustering
method [42].

To preserve the contact surface elements, we made two mod-
ifications to the remeshing steps.

(SeparateContactSurf) First, we split the initial surface
into contact and non-contact elements by checking the number
of nodes merged with the original heart mesh’s nodes. If all
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Algorithm 5 Constrained remeshing by vertex-clustering
function ConstrainedRemesh(S ca2)

for nremesh do
S contact, S f ree ← SeparateContactSurf(S ca2)
S f ree2 ← ConstrainedClustering(S f ree)
S ca2 ← Merge(S contact, S f ree2)

return S ca2

three nodes of a triangular element are coincident with heart
mesh nodes, then that element is a contact element.

(ConstrainedClustering) We performed the initial
ACVD clustering step on the non-contact surface, which as-
signs a cluster index to each node. The number of initial clusters
was set to 80% of the number of nodes. The nodes belonging
to both the contact and non-contact elements were preserved
by assigning new unique cluster indices. Note that the percent-
age of vertices actually being clustered progressively decreases
with each remeshing step because of our cluster re-assigning
scheme. Finally, we performed the standard ACVD triangula-
tion to obtain the remeshed non-contact surface.

(Merge) We merged the contact surfaces and the remeshed
non-contact surfaces to obtain the final output surface mesh.
This step was easy to perform because we preserved the coinci-
dent nodes between the contact and non-contact surfaces using
constrained clustering.

The constrained remeshing was repeated as many times as
necessary to achieve the desired element size and density. We
often stopped at nremesh = 15 to prevent oversimplification.
The remeshing step is optional, as we can obtain good qual-
ity tetrahedral calcification meshes directly from the output of
DMTetOpt. However, we found that the remeshing step gener-
ally further improves the element quality for downstream appli-
cations.

Final tetrahedralization
We obtained the final tetrahedral calcification mesh by ap-

plying TetGen on the surface mesh from the previous subsec-
tions. This step was straightforward because we designed the
surface meshes to be clean and manifold. For node-stitching,
we first assigned each connected component of calcification
to a leaflet based on the lowest mean symmetric chamfer dis-
tance, and nodes from the assigned leaflet or the aortic wall
were merged with calcification nodes if the distances were less
than 1e-3. Connected components of calcification that had no
merged nodes with heart surfaces were removed.

Statistical analyses
The scipy package [48] was used to perform related-sample

t-tests with two-sided alternative hypothesis. Metrics from re-
peated meshing trials were first averaged across each patient.
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ing of 3d triangular meshes with metric-dependent discrete voronoi dia-
grams. IEEE Transactions on Visualization and Computer Graphics, 14
(2):369–381, 2008.

[43] Caitlin Martin and Wei Sun. Comparison of transcatheter aortic valve and
surgical bioprosthetic valve durability: a fatigue simulation study. Journal
of biomechanics, 48(12):3026–3034, 2015.

[44] Wenbin Mao, Qian Wang, Susheel Kodali, and Wei Sun. Numerical para-
metric study of paravalvular leak following a transcatheter aortic valve

15



deployment into a patient-specific aortic root. Journal of biomechanical
engineering, 140(10):101007, 2018.

[45] Andrés Caballero, Wenbin Mao, Raymond McKay, and Wei Sun. The
impact of self-expandable transcatheter aortic valve replacement on con-
comitant functional mitral regurgitation: a comprehensive engineering
analysis. Structural Heart, 4(3):179–191, 2020.

[46] Medtronic LLC. Medtronic corevalve system instructions for
use. https://www.accessdata.fda.gov/cdrh_docs/pdf13/

P130021S033C.pdf, 2017. Accessed: 2023-09-04.
[47] David W Scott. Multivariate density estimation: theory, practice, and

visualization. John Wiley & Sons, 2015.
[48] Pauli Virtanen, Ralf Gommers, Travis E. Oliphant, Matt Haberland,

Tyler Reddy, David Cournapeau, Evgeni Burovski, Pearu Peterson, War-
ren Weckesser, Jonathan Bright, Stéfan J. van der Walt, Matthew Brett,
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