
University of Southampton Research Repository 

Copyright © and Moral Rights for this thesis and, where applicable, any accompanying data are 

retained by the author and/or other copyright owners. A copy can be downloaded for personal 

non-commercial research or study, without prior permission or charge. This thesis and the ac-

companying data cannot be reproduced or quoted extensively from without first obtaining 

permission in writing from the copyright holder/s. the content of the thesis and accompanying 

research data (where applicable) must not be changed in any way or sold commercially in any 

format or medium without the formal permission of the copyright holder/s. 

When referring to this thesis and any accompanying data, full bibliographic details must be given, 

e.g., Thesis: Garcia, F (2023) “Microfluidic control of oxygen for long-term maintenance of tissues 

on chip”, University of Southampton, Faculty of Engineering and Physical Sciences, Department 

of Electronics and Computer Sciences, PhD Thesis.



 

University of Southampton 

Faculty of Physical Sciences and Engineering 

School of Electronics and Computer Science 

_________________________________ 

Microfluidic control of oxygen for 

long-term maintenance of tissues 

on chip 

________________________________________ 

 

Fernando Carlos García García 

 

fcgg1g17@soton.ac.uk 

 https://orcid.org/0000-0003-0539-5884  

 

 

 

Thesis for the degree of Doctor of Philosophy 

April 2023 

mailto:fcgg1g17@soton.ac.uk
https://orcid.org/0000-0003-0539-5884




iii 

 

Abstract 

Faculty of Engineering and Physical Sciences 

School of Electronics and Computer Sciences 

Doctor of Philosophy 

Microfluidic control of oxygen for long-term maintenance of tissues on chip 

By 

Fernando Carlos Garcia Garcia 

 

Current in vitro models are not able to accurately replicate the in vivo architectures, mor-

phologies, cell diversity and the communications and interactions between the cells and their 

microenvironments. Culturing whole tissue explants presents many advantages, the most remark-

able one being that they preserve the original three-dimensional architecture, cell types and 

extracellular matrix of the tissues in vivo. However, this field as not been yet widely explored and 

still presents many challenges. The aim of this project is the development of new technologies for 

extending the viability of tissue biopsies in vitro. This project seeks to study how the oxygen con-

centration affects the survival ex vivo of tissues to optimise the culture conditions and increase 

our understanding of the behaviour of the samples outside the body.  

A microfluidic platform able to control oxygen concentrations inside culture chambers, 

with an integrated electronic oxygen sensor to monitor in situ and in real time the gaseous micro-

environment has been developed. The results demonstrate the ability of the system to obtain four 

oxygen concentrations with a microfluidic gradient generator to control the gaseous conditions of 

four cell culture chambers. An integrated optical oxygen sensing detector was built to monitor the 

oxygen levels in real time during the experiments without disturbing the culture. The results 

showed that the platform was able to culture HeLa cells for up to 48 h and maintain the oxygen 

levels constant for the duration of the hypoxic challenge (24h). We observed a 12.3- and 2.73-fold 

increase in the hypoxia-related genes CA9 and VEGF, evidencing the suitability of this system to 

be integrated with conventional biological assays to study the response of the cells or tissues to 

changes in the gaseous microenvironment. 
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1.1 Introduction 

The human body is an extraordinarily complex system composed of cells, tissues, and or-

gans. Organs are formed by several tissues and these, in turn, contain an abundance of different 

cell types. Cells are connected to each other by intercellular junctions and are located within a 

specialised extracellular matrix (ECM). Each organ possesses a specific architecture and func-

tions. They are functionally interdependent and are integrated to perform organ-specific 

functions. Understanding the intricate network of pathways, signals and interactions between 

cells and their microenvironment is key for the advancement of biology and medicine. Human 

anatomy has been studied for centuries, and it was already well known at the microscopic level 

from the beginning of the twentieth century. However, it is yet not fully understood at the cellular 

and molecular level, and there are still many open questions, for instance, or how cells change 

during disease [1,2]. 

Mammalian tissues and organs are relatively difficult to access for experimentation, ma-

nipulation, or observation. Additionally, tissues and organ functions are highly interdependent, 

and isolating the components to study their individual roles can be very complex and lead to in-

consistent results. Non-human animals have been widely used in scientific research and current 

techniques rely greatly on animal experimentation. Since the publication in 1959 of “Principles of 

humane experimental techniques”, scientific progress has been guided by the 3Rs framework: Re-

placement, Reduction and Refinement. This report highlights the need to replace, reduce and 

refine the use of animals for biomedical and pharmaceutical research by developing new methods 

and models that are more human-relevant [3]. Hence, in vitro models and culture techniques have 

become necessary. In vitro cultures at different levels of physiological relevance can give insight 

on the morphology of the different cell types, their primary functions, behaviours, migration, and 

proliferation mechanisms, as well as their gene expression and regulation. More complex models 

can yield information on processes such as tissue formation and organisation, on the role and 

function of cells, tissues and organs and the communication and interactions between them, and 

their responses to stimulus such as mechanical stress, hormonal fluctuations, or drug exposure. 

The major goal of in vitro models used in biomedical research is to translate our under-

standing of the fundamental principles that govern biological systems to improve patient 

outcomes. A deeper understanding of human physiology and pathology can lead to better prog-

nosis and diagnosis methods and novel or improved treatments, as well as to guide the selection 

of therapies and to help healthcare professionals make more informed decisions [4]. Opportuni-

ties arise to use the patient's own tissue to obtain individualised predictive or prognostic 
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information, leading to patient-specific or population-specific treatments and even to the devel-

opment of tissues ex vivo that can be transplanted in the patient to repair or replace damaged 

tissues.  

1.1.1 Models for pharmaceutical research 

The pharmaceutical industry and biomedical progress are strongly linked. Pharmaceuti-

cal research aims to turn the fundamental research advances into innovative treatments for 

patients. These improvements have led to a decrease in mortality, control and management of 

diseases, and improved quality of life. In the past century, life expectancy has increased globally 

from 30 to 73 years [5], and the pharmaceutical industry has played a crucial role with the dis-

covery and market approval of many drugs such as aspirin or antibiotics [6]. Besides the impact 

in the health of the population, the pharmaceutical industry is a key part of the world’s economy. 

The world pharmaceutical market was worth an estimated €845,235 million in 2018 [7]. The 

pharmaceutical and biotechnology sector amounts to 18.9% of total business research and devel-

opment (R&D) expenditure worldwide and, as of 2017, it directly employed 760,000 people just 

in Europe [7]. However, the pharmaceutical industry is in an unprecedented situation. Environ-

mental issues, major revenue losses due to patent expirations, escalating R&D costs and 

increasingly demanding regulatory requirements are putting the industry under growing pres-

sure. Since the sequencing of the human genome in 2004, the number of compounds in 

development has increased 62%, and R&D expenditures have doubled, yet the number of drugs 

approved per year has not significantly increased since the 1990s. Amongst the contributing fac-

tors are the higher regulatory efficacy hurdles, commercial and financial decisions driving to 

project termination, and the increased complexity and costs of clinical trials [8]. Nevertheless, 

more recent studies show an upward trend since 2013, potentially due to an improvement in the 

potential failure identification by the companies, the use of biomarkers for better targeted drugs, 

or a new wave of medical breakthroughs, especially in immunotherapies [9]. 

1.1.1.1 The drug discovery process 

The drug discovery process begins in laboratories, where thousands of potential candi-

date compounds are screened. These candidates are discovered through new insights into a 

disease process, or by testing many molecular compounds to find possible beneficial effects 

against a large number of diseases. Additionally, some compounds previously discovered can be 

repurposed, from existing treatments with unanticipated effects; or even through new technolo-

gies that provide new ways to target medical products [10]. Once a promising candidate is found, 

investigations are carried out to gather information on pharmacokinetics (what the body does to 
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the drug) and pharmacodynamics (what the drug does to the body). When the new drug candi-

dates have been selected, they undergo preclinical studies. Researchers need to obtain detailed 

information on absorption, distribution, metabolism, and excretion (ADME), as well as on safety, 

dosing, and toxicity levels prior to testing them in humans. Drug development must establish the 

physicochemical properties of the new candidate (chemical composition, solubility, stability, etc) 

together with examining if the product is suitable for packaging (tablets, capsules, aerosols, in-

jectables, etc). At this stage, tests are performed using in vitro methods, mainly two-dimensional 

cell cultures, and animal models. After the new compound has successfully passed the previous 

tests, it undergoes clinical trials. Clinical trials are powerful experimental techniques for as-

sessing the effectiveness of a new drug or intervention in humans (medical device, surgical 

procedure, etc). They are divided into four phases [11]: 

Phase I: attempts to estimate tolerability and characterise drug pharmacokinetics and 

pharmacodynamics. It is usually performed in small groups (~10-20) of healthy individuals. It 

provides a first assessment of the drug activity and serves to estimate the maximum dose before 

it shows unacceptable levels of toxicity. It also gives information on how the drug should be ad-

ministered. 

Phase II: aims to evaluate whether the drug has any biological activity or effect. It is per-

formed in larger groups (up to 100) of individuals with the targeted condition. It is used to get an 

initial estimation of efficacy (ability of the drug to show effectiveness for the indicated disorder) 

and is usually tested against a placebo or control group. 

Phase III: is designed to determine the safety and efficacy of the new drug in large num-

bers of patients (hundreds to thousands) with the targeted disease. It is also used to assess the 

effectiveness of the new drug compared to pre-existing treatments. If the drug is successful, the 

investigators can then apply for approval. 

Phase IV: drug approvals in phase III are based on relatively short-term and group size-

limited studies, compared to the years or decades the drugs may be used in practice and the mil-

lions of people that would use them. This means that the drugs are released with incomplete 

information on the clinical outcomes and could have adverse effects after a few years. Thus, phase 

IV is a long-term surveillance study after regulatory agency approval, also known as post-market 

safety monitoring. If problems are observed, the regulatory agencies can add cautions to the dos-

age or usage, and even consider more serious measures. 

The drug discovery and development process is long, risky, and expensive. The stages of 

the pipeline and the approximate timelines are represented in Figure 1.1. From the first synthesis 

or isolation of a compound in the laboratory until its market release, it takes an average of 12-13 
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years and an approximated cost of €1,926 million (figure from 2014) [7]. On average, out of every 

10,000 substances that start the process, only one or two will make it successfully to the market. 

In a thorough survey on clinical trials success made in 2014 by Hay et al., it was found that 1 out 

of every 10 development paths entering phase I clinical trials ended up being approved by the 

Food and drug administration (FDA). It was observed that ~64% transition from phase I to phase 

II, only ~32% of the remaining candidates are successful in phase II and move on to phase III, and 

around 60% of these are submitted for approval. Even at this stage, only 83% of the applications 

are approved by regulatory bodies [8]. This means that after all the trials and the documentation 

for submission have been completed (a process that takes more than 10 years) one in four com-

pounds are rejected, incurring the full discovery and development costs. 

  
Figure 1.1: Drug discovery and development process. Adapted from https://www.efpia.eu/publications/data-
center/innovation/research-and-development-process/ 

This makes the whole process very inefficient and costly. From the data shown in the 

mentioned report, it can be easily concluded that the biggest attrition rate occurs in phases II and 

III of the clinical trial. In a study by Arrowsmith et al., 2013 on the causes of failure, it was ob-

served that up to 80% of the candidates failed due to efficacy and safety causes (Figure 1.2) [12]. 

And yet, 50% of the R&D investment in the drug discovery process is allocated to clinical trials, 

mainly to phases II and III [7]. This clearly evidences the poor prediction power of the methods 

used in the preclinical stage to evaluate the pharmacokinetic properties and toxicity of the com-

pounds in the human body (Figure 1.3).  

https://www.efpia.eu/publications/data-center/innovation/research-and-development-process/not
https://www.efpia.eu/publications/data-center/innovation/research-and-development-process/not
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Figure 1.2: Causes of failure in the drug development pipeline for the overall process and for phase II and III 
clinical trials [12]. 

 
Figure 1.3: Allocation of the investment in Research and Development in the different steps of the process made 
by the pharmaceutical industry in the year 2017. Note how clinical trials involving human subjects get over half 
of the funding and how the cost of human trials increases with the number of participants. Data obtain from 
EFPIA, The Pharmaceutical Industry in Figures 2019 [7]. 

Paul et al., 2010 did an analysis of the relative contribution to the overall success of the 

drug development process of each step. They concluded that a key aspect for improving the R&D 

efficiency and productivity was the reduction of the attrition in Phases II and III. To do that, two 

approaches were proposed to reduce technical uncertainty early in the development, i.e., whether 

or not the compound engages the target and has the desired effect in humans: 1) improve the 

target selection, i.e., select more validated and druggable targets; and 2) pursue early proof-of-
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concept clinical trials to detect activity and toxicity issues in humans much earlier in the pipe-

line[13]. It is therefore crucial for the industry to develop new paradigms and methodologies that 

are more predictive to identify risks preclinically. Since most of the candidates are destined to fail 

inevitably, the aim should be to get them to fail sooner and less expensively. Even though the 

scenario may look pessimistic, localising and pinpointing the root of the problem is the first step 

towards the solution. As an example, in 1991, the main reason for failure (~40%) was adverse 

pharmacokinetics and bioavailability. In 2000, these factors only accounted for 10%, which evi-

dences the power of the industry to identify and put a remedy to the issues that are involved in 

the attrition of the new drugs [6]. 

1.1.1.2 Personalised medicine 

When it comes to the real application of medicine to patients, one size does not fit all. 

Current practice consists usually of the prescription of therapies based on population averages. 

However, treatments that have proven to be effective in some, are ineffective for others and can 

cause different adverse effects in different individuals. According to the Personalised Medicine 

Coalition, 75% of cancer drugs are ineffective, and so are 70% of Alzheimer’s drugs and 50% of 

arthritis drugs [14]. After the launch of a new HIV treatment (abacavir), it was found that a rare 

but serious side effect was increased risk for myocardial infarction. This was not observed in clin-

ical trials as this risk is only present in patients with an already high risk of cardiovascular disease, 

that were excluded from the trial because of this same reason, and thus the side effect was not 

detected [15]. Personalised, stratified, precision or individualised medicine is an emerging field 

in which physicians use different diagnostic tests to help determine which medical treatment will 

work best for each patient. Nevertheless, the concept of personalised medicine is not new. When 

patients present fever, for example, the underlying cause is studied to identify if it is bacterial or 

viral, and the treatment is selected accordingly. Similarly, individuals are divided by blood type 

(A, B, AB and O) for blood transfusions or organ transplants. With the completion of the Human 

Genome Project in 2003, individuals can now get their genome sequenced. This genetic infor-

mation yields an enormous amount of information on the patient’s health such as how likely they 

are to suffer a condition, detect the risk or presence of the disease before symptoms appear, or 

predict how they will respond to a specific treatment. For example, cytochrome P450 is involved 

in the metabolism of drugs. Mutations in the genes coding these drug-metabolising enzymes can 

cause drugs to be metabolised faster than normal, eliminating the drugs before they had any ef-

fect; or slower than normal, struggling to inactivate and eliminate the drug, leading to 

toxicity[16]. Combining the genetic information with the individual’s medical records, circum-

stances and habits, personalised medicine allows clinicians to develop targeted treatments and 

prevention plans, shifting the health care away from the current trial-and-error approach (Figure 
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1.4). The detailed knowledge of the genetic material of an individual can help determine appro-

priate dosages and create maximum efficacy with prescription drugs. Using genetic diagnosis, the 

presence of a pathogenic mutation can be detected, and a treatment or prevention plan can be 

established early on, reducing the need to repeat testing for signs of the disease, relieving the 

individual of the burden of uncertainty, and saving the time and money of unnecessary testing. 

Additionally, this approach could also be used to stratify or segment populations, grouping the 

patients presenting specific sets of gene mutations and targeting therapies to those groups rather 

than to only individuals or the whole population. This can change the dynamics of drug develop-

ment and the practice of medicine. Exclusion and inclusion criteria in clinical trials can be decided 

using this information and would help identify who will benefit the most from the clinical trial. It 

would increase safety, reduce adverse outcomes, and improve the efficiency of the process, as 

drugs previously deemed to be ineffective for the larger population can be beneficial for that spe-

cific subpopulation group. In summary, personalised medicine presents many benefits such as 

the shift from reactive to preventive medicine, help the selection of optimal therapies, reduce 

adverse reactions, increase patients’ adherence to treatments and, overall, improve their quality 

of life. Moreover, it would reveal additional or alternative uses for drug candidates that were per-

ceived as failures, controlling the overall cost of the drug development process and the health 

care system [17,18]. 

 
Figure 1.4: Without personalised medicine all patients receive the same treatment, however, only a few will 
benefit from it. With personalised medicine, the additional testing and individual diagnostic allow for each 
patient to receive the right therapy, increasing the number of patients that get a benefit. From The personalised 
medicine report 2017 [14]. 

There are many obstacles facing precision medicine, for example, regulatory hurdles, lack 

of reimbursement strategies or the need for a wider clinical adoption. One of the key challenges 

is to gather all the health-related data of a patient obtained from genomics, imaging, biomarkers, 

and biometrics and link this information to functional outcomes in their response to treatments. 

In vitro models could help bridge this gap, by reproducing the physiological environment outside 
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of the body and giving relevant read-outs to drug tests, they offer the possibility to generate rep-

resentations of patients and apply the treatments directly to the patient’s samples in the clinic, 

informing decisions on strategies for treatment and prevention [19]. These models have the po-

tential to be used in parallel to link the gene variations of single patients or specific populations 

to their responses to treatments, generating an extensive health-database that can be used for the 

benefit of all. 
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1.2 In vitro models 

The aim of any model is to simplify experimental variables to isolate different components 

for their study under controlled conditions. In vitro models in biomedical research try to mimic 

organs or organ structures at different levels (whole organ, tissues, cellular or molecular) (Figure 

1.5). In vitro cell culture models have been a very valuable tool for the study of physiological and 

pathological cellular processes for over a century. They have made possible the study of cell biol-

ogy, tissue morphology, disease mechanisms, protein production and gene expression, and also 

drug action and toxicity investigations in preclinical research. In this section, the current in vitro 

models recapitulating the in vivo situation at increasing degrees of complexity are discussed with 

their benefits and drawbacks.  

 
Figure 1.5: Classification of the current models in order of complexity. Note that the more physiologically-
relevant the model is, the more complex it becomes and the capacity of high-throughput screening is reduced. 
From Li et al., 2016 [20]. 

1.2.1 2D culture models 

Cell culture refers to the removal of cells from a tissue and their incubation in a favourable 

artificial environment. The first publications describing cell dissociation of explanted cells for cell 

culture were over a century ago [21]. Two-dimensional cell culture on plastic surfaces has been 

the basis of much of our cellular biology knowledge and is still the mainstay for biomedical and 

pharmacological research. It presents many advantages such as ease of cell maintenance and ma-

nipulation, lower cost compared to other models, the possibility for high-throughput screening 

and the potential for genetic manipulation. Because of its wide use throughout the years, there 

are a large number of commercialised cell lines and products for maintenance and assessment 

and established reproducible and reliable culture techniques [22,23]. 

Nonetheless, cells cultured in monolayers on a plastic flat surface fail to mimic the in vivo 

physiological conditions. Two-dimensional culture does not recapitulate the cell-cell, cell-matrix, 

or cell-extracellular environment interactions. These interactions, such as cell communication or 
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signalling pathways, play a key role in cell differentiation, proliferation, activity, gene and protein 

expression and many other vital cell functions [24]. Also, 2D methods fail to mimic the architec-

ture and morphology of the tissues and the variety of cell types present in those tissues. Moreover, 

cells are usually cultured in high glucose media and without any mechanical, chemical stimuli or 

fluctuation hormones and other signalling molecules. The media is refreshed in batches, meaning 

that the concentration of nutrients decrease over time while cytotoxic metabolic products build-

up, meaning that the cells are starving and slowly suffocating until the media is changed [25]. It 

is because of these reasons that researchers have started to look into other in vitro models, with 

the aim of obtaining models able to mimic the in vivo environment more closely and obtain more 

physiologically relevant results. One of the key parameters that influence the results, and the suc-

cess of these models is the origin of the cells and the tissues used [1,26]. 

1.2.1.1 Primary cells 

These are obtained directly from harvesting the tissues from the individual, followed by 

disaggregation, separation and/or purification using mechanical, enzymatic or chemical meth-

ods. These cells preserve their phenotype, unadulterated nature which results in a better 

preservation of the structural and biochemical complexity found in vivo, closely mimicking the 

physiological state of the cells in the organism, which allows for the generation of more biologi-

cally-relevant data. Thus, they are usually the chosen model to validate data obtained in vitro or 

in immortalised cells, as well as in research comparing specific characteristics of the donors, such 

as diseases, age or smoking. Several cell types are frequently used in research as primary cells, 

such as fibroblasts, epithelial cells, endothelial cells, hematopoietic cells, or mesenchymal cells. 

However, once isolated, primary cells begin to de-differentiate within a short time of culture in a 

process difficult to control, requiring continuous host tissue isolation and major planning of the 

experiment. Moreover, because they are directly derived from fresh tissue, it is difficult to obtain 

homogenous populations, which is often reflected in higher experimental variability. They are 

also sensitive to passaging (subculture into a new vessel/plate) which results in altered pheno-

types (observable characteristics such as morphology, behaviour, developmental processes and 

biochemical properties), slow proliferation and metabolic rates [27,28]. 

1.2.1.2 Immortalised cell lines 

These originate from primary cells that have undergone deliberate genetic modification. 

These modifications are aimed to overcome the challenges posed by primary cells mentioned 

above. Immortalisation can be achieved by selective gene mutation, introducing oncogenes, viral 

vectors or introducing telomerase reverse transcriptase [29]. This enables rapid proliferation, 
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resistance to de-differentiation, improved passaging, and greater resilience in culture. Immortal-

ised cell lines are easy to maintain and can be easily expanded and stored.  They have been widely 

used in the research community and have become the models for many experimental designs, 

due to the reproducibility of the data obtained from them (although there are different opinions 

on this topic [30]), and the fact that they are cost-effective, work-friendly and can run many pas-

sages compared to primary cells. In this work, HeLa cells have been used. HeLa cells are the first 

immortal human cells grown in culture and have been used for countless scientific experiments. 

They were isolated in 1951 from the epithelium of a 31-year old female patient with cervical car-

cinoma. These calls were infected with human papilloma virus 18 [31] and report a low 

expression of the oncogene P53 (reported to help prevent the development of tumours) [32]. 

These cells are easy to manipulate and expand, making them an attractive model, given that there 

is an almost unlimited supply. 

However, due to the genetic manipulations, immortalised cells are no longer primary 

cells, and have lost their original phenotype. There is a growing number of publications showing 

examples of the changes in cell behaviour upon immortalisation compared to the homologous 

primary cells: altered genomic content, abnormal expression of intracellular proteins, deteriora-

tion of key morphological features and loss of cellular polarity amongst others [27]. Therefore, 

there is a need for validation of the models with primary cells, induced pluripotent stem cells or 

animals, to assess the physiological relevance of the data obtained. 

1.2.1.3 Induced pluripotent stem cells 

These are obtained by reprogramming of differentiated somatic cells to an embryonic-

like state. These induced pluripotent stem cells (iPSCs) are comparable to human embryonic stem 

cells in morphology, proliferation, surface markers, gene expression and differentiation potential 

[33,34]. The resulting cells can self-renew virtually indefinitely and can be differentiated into any 

cell type, offering a versatile, improved, standardised, personalised and virtually unlimited source 

of cells for tissue engineering, therapeutic discovery and modelling of diseases. Nevertheless, this 

is still an emerging field, and many challenges exist in directing iPSCs differentiation with high 

efficiency and reliability, but their potential is undeniable. 

1.2.2 3D culture models 

As presented above, the two-dimensional culture of dissociated cells poses a number of 

limitations in the recapitulation and prediction of cellular responses. The addition of a third di-

mension has the potential to fulfil the gaps in research and open avenues to a better and deeper 

understanding of physiological and pathological processes. Three-dimensional models are in 
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vitro cultures where immortalised cell lines, primary cells, stem cells or whole tissue explants are 

placed within a matrix or scaffold that mimics the in vivo cell microenvironment. This allows the 

growth and interaction of the cells with their surroundings in all dimensions, which in turn ena-

bles the study of cellular processes not possible in 2D models, such as cellular organisation, 

cancer propagation and metastasis, inflammatory pathways or angiogenesis. 3D cultures show 

improved viability, proliferation, differentiation, responses to stimuli, cell-cell communication, 

cell polarisation and, overall, more physiological relevance. On the other hand, they are more dif-

ficult to obtain and reproduce as the generation of the construct is complex and laborious, and 

they have limitations in performance and compatibility with high-throughput screening technol-

ogies [26]. 

1.2.2.1 3D constructs 

Three-dimensional culture constructs are usually made by suspending cells in biocom-

patible hydrogels that can be cross-linked in vitro, or by seeding cells on solid support matrices 

with high porosity or other non-planar surfaces. There are many examples in the literature that 

use these methods to engineer tissues from different organs. For example, Tobita et al., 2006 en-

gineered cardiac tissue to investigate myocardial growth, differentiation and maturation by 

mixing isolated cells with Matrigel™ into culture plates with a silicone membrane that was sub-

sequently deformed using vacuum pressure to form a trough. After culture and incubation, a 

cylindrical-shaped construct was obtained, to which mechanical stretch forces could be applied 

[35].  Bokhari et al., 2007 opted for a different approach in which hepatic cells were seeded in a 

highly porous scaffold. Compared to the 2D culture counterparts, the constructs showed better 

morphological characteristics and improved function and viability and also were less susceptible 

to cell death when exposed to a toxin [36]. This same scaffold was more recently used to mimic 

the architecture of bone and was seeded with stem cells to recapitulate the bone marrow niche 

microenvironment. This platform allowed for prolonged maintenance of haematopoietic stem 

and progenitor cells, which can be a useful cell source for other studies as well as for the study of 

the investigation of haematopoiesis and serves as a first step for the use of this scaffold for the 

culture and manipulation of other types of stem cells [37]. More sophisticated techniques have 

been used to recapitulate specific architectures present in vivo. For example, Sung et al., 2011 

produced a 3D hydrogel using microchip fabrication techniques to obtain villi-like structures and 

seeded them with intestine epithelial cells to mimic the intestinal architecture [38]. 

A technique more widely used for the 3D reconstruction of epithelial barriers is the 

Transwell® technology. It consists of a two-compartment culture-well separated by a semiper-

meable membrane. Cells can be seeded and co-cultured on one or both sides of the membrane to 
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replicate epithelial barriers such as the airway epithelium, the intestinal epithelium, or the epi-

dermis. Because the cells in each compartment are separated, cells on each side can be subjected 

to different environments, to mimic for example an air-liquid interface, or exposed to different 

substances and treatments. This type of culture has gained popularity in the scientific community 

in the past decades and there are now many commercialised epithelial barrier constructs such as 

EpiSkin® (L’Oreal), EpiDerm™ (MatTek) or MucilAir™ (Epithelix). 

Even though 3D culture models entail a significant increase in the capability to mimic the 

physiological setup, they still have some drawbacks in that they are seeded with a limited number 

of cell types, and the scaffolds and matrices do not completely replicate the in vivo ECM. For ex-

ample, Matrigel™ is a tumour-derived ECM that has several characteristics highly dissimilar to in 

vivo ECM in terms of composition (the mixture of proteins, growth factors, etc) and of structure 

and organisation. Additionally, it has a significant batch-to-batch variation, which complicates the 

interpretation and extrapolation of the results. Furthermore, the most common way of validation 

of the biological relevance of 3D models is only through direct comparison with 2D models in 

terms of cell adhesion, proliferation, and viability. 

1.2.2.2 Organoids and spheroids 

Organoids and spheroids are self-assembled clusters of cell colonies which can be gener-

ated from one or several cell types and are formed by taking advantage of the tendency of cells to 

aggregate. The main difference between organoids and spheroids is that organoids use organ-

specific progenitor cells that self-organise whilst spheroids are formed from cancer cell lines or 

tumour-derived cells. There are many different approaches for organoid formation (hanging 

drop, rotating culture, centrifugation pellet culture, etc.) reviewed in Lin et al. [39] (Figure 1.6). 

Organoids can serve as in vitro platforms for the study of cell interactions, migration, tissue de-

velopment and toxicology. Their use has increased significantly in the last years and to the point 

where there are now commercial methods for the consistent generation of organoids. Different 

generation techniques have been used to produce equivalents of intestinal [40], cerebral [41] or 

testicular [42] tissue using stem cells to mimic early development of these organs and for the 

generation of disease models related to congenital defects. In other studies, organoids have been 

used as a method for expansion of liver stem cells and bipotent progenitor liver cells, which can 

be a useful tool as a source of human liver material for other studies [43].  

They have had their widest application in cancer research, as they provide an excellent 

platform to mimic the tumour environment. Organoids usually represent avascular tissue or tu-

mour masses, in which the transport of nutrients, oxygen and waste products is governed by 
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diffusion. This means that for organoids above a certain size, the supply of nutrients is insufficient, 

resulting in a necrotic core with a proliferating outer layer. 

 
Figure 1.6: Most common methods to generate organoids and spheroids. Cells are brought together using 
scaffolds to promote adherence to other cells and to the scaffold that acts as support (left) or without scaffolds 
using external forces (right) [44]. 

1.2.2.3 Tissue explants  

Organ culture preserves the whole or partial architecture of a surgically removed organ 

or biopsy. This type of culture presents many advantages in that it is the most accurate recapitu-

lation of the situation in vivo as it preserves cell diversity, architectures, and ECM. However, it 

presents many drawbacks such as their elevated cost, limited availability, difficulty for long-term 

maintenance, and low applicability for high-throughput screenings. Tissue explants include 



16 

 

whole organ extraction and investigation ex vivo [45], decellularised and reseeded scaffolds [46], 

punched biopsies [47] and tissue slices [48]. Tissue slices present certain advantages compared 

to whole organ explants as they combine the 3D architecture and multicellularity preservation 

with better operability and viability. However, their poor reproducibility and long-term viability 

hinder their wider application. Recent technological advances allow the obtention of precision-

cut tissue slices (PCTS) that allow for more reliable and reproducible samples. Standardised pro-

cedures and protocols for their culture have been established [49], resulting in an increase in 

operability and viability, making them more suitable for assessment methods such as visual anal-

ysis, immunochemistry or live imaging. PCTS can be a simpler, faster, and more reliable ex vivo 

model for biological and drug research than current in vitro models and have the potential to be 

a link in the in vitro-in vivo extrapolation[50]. PCTS for investigation have been obtained from 

several body organs such as liver [51,52], intestines [48,53] or lungs [54]. As an example to illus-

trate their potential as candidates to link in the translation in vitro-in vivo, some reports have 

proven their ability to be kept viable for at least five days in the case of liver slices [55], up to 15 

days for lung slices [54,56], and even some reports have claimed to maintain brain slices for sev-

eral months [57,58]. 

However, they have some limitations. Typically, the tissue slices are submerged in culture 

medium, exposing the whole sample to the same environment. This can present some problems 

for tissues such as intestines or lungs that constitute epithelial barriers, and each side is subjected 

to a different microenvironment in vivo. This comes as part of the loss of physiological context 

when the tissue is extracted and loses its possibility to communicate with other tissues and or-

gans and lacks physiological signals and cues such as hormones, stress and growth factors, and 

cytokines. 

1.2.2.4 Bioreactors 

Bioreactors are devices that sustain biological and chemical processes under highly con-

trolled environment and operating conditions, such as temperature, oxygen tension, pH or 

nutrient supply, as well as mechanical stimulation. They enable the culture of tissue 3D constructs 

in vitro with good reproducibility, control, and automation of experimental processes [59]. How-

ever, current designs do not allow for continuous interrogation and sampling and are not 

compatible with high-throughput screening techniques. Moreover, even though feedback and au-

tomation loops strategies have been developed, adjustments into bioreactor designs and 

integration systems able to respond to in vivo conditions have not yet been completely exploited. 
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1.2.3 Disease modelling 

One of the aims of biomedical research is the obtention of deeper and more insightful 

knowledge of the human body in healthy and diseased states in order to develop new and more 

effective methods of diagnosis, prevention and intervention. Diseases are extremely complex and 

very difficult to model. Typically, animal models are used to replicate human diseases as they 

show similar manifestations and phenotypes [4]. However, animals are not the best representa-

tion of the complex gene-environment interactions that occur in many chronic human diseases, 

and the underlying mechanisms vary greatly between species. In some cases, the species used do 

not experience the human condition modelled, and thus it has to be artificially generated in the 

animal [60,61]. Hence, investigators have started to build in vitro models of human diseases using 

the techniques discussed above.  

For example, cardiac tissue and liver tissue have been generated in two dimensions using 

micropatterning techniques where a monolayer of cells is grown on top of a patterned substrate. 

Chang et al., 2009 used this method to mimic myocardial infarcted regions to study the re-entry 

cardiac rhythm dynamics after healing [62], whereas Beauchamp et al., 2012 used it to replicate 

the ventricular myocardium to study arrhythmogenesis [63] and March et al., 2013 used it as a 

liver platform to study the effects of malaria infection on the liver [64]. 

Three-dimensional models have also been developed to simulate human diseases. For ex-

ample, 3D scaffolds have been used to engineer cartilage tissue to model osteoarthritis [65], or 

the cylindrical-shaped cardiac constructs explained above have been used to study hypertrophic 

cardiomyopathy [66]. The Transwell® barrier models discussed previously have been used to 

study asthma [67], chronic obstructive pulmonary disease [68], inflammatory bowel disease [69] 

or psoriasis [70], amongst many other conditions. Moreover, other more sophisticated methods 

have been reported like the three-dimensional bronchiole model developed by Miller et al., 2010, 

in which a bioreactor was designed to culture cylindrical-shaped bronchioles constructed from 

different cells lines, that allows the application of radial forces. This model enables the study of 

airway remodelling components such as subepithelial fibrosis, smooth muscle hyperplasia and 

hypertrophy or epithelial cell metaplasia [71]. There are also reports of modelling diseases using 

tissue slices like the one presented by Duff et al., 2002, where brain slices from transgenic mice 

overexpressing Alzheimer’s-relevant genes were cultured to mimic the disease [57]. Spheroids 

have had a major impact in the modelling of diseases, especially in the cancer research field, given 

their unique capability to mimic the complexity of solid tumours and the tumour environment. 

Tumour organoids can be generated from a wide variety of cell types to study metabolic altera-

tions during tumour progression, cancer cells invasion and migration, the tumour 
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microenvironment and gain insight in the tumour generation, progression and chemotherapy re-

sistance [44]. 

iPSCs can play an important role in the modelling of diseases as they can virtually differ-

entiate into any cell type and offer an almost unlimited supply of cells. For example, they have 

been used to model inherited metabolic liver disorders [72], arrhythmogenic syndromes such as 

long QT syndrome [73] or familial dilated cardiomyopathy [74]. Even though these advances have 

greatly contributed to our understanding of disease states, they still present the limitations in-

herent to the culture models used. It is, therefore, crucial to keep exploring new possibilities and 

paradigms and improving the current systems to drive the investigations towards more realistic 

and physiologically-relevant representations. 
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1.3 Microphysiological systems 

Microphysiological systems are in vitro platforms created with microchip manufacturing 

methods that recapitulate many structural, biological, and functional properties of tissues in a 

small scale. They are able to overcome many of the issues of the conventional 2D and 3D culture 

models discussed above and have the potential to serve as a bridge between them and the com-

plexity of humans in vivo. MPS technology arises from the convergence of two other technologies: 

microfluidics and tissue engineering.  

1.3.1 Introduction to microfluidics 

Microfluidics is the science of the behaviour, control and manipulation of small volumes 

of fluid (10-9 to 10-18 litres) and particles on the scale of tens to hundreds of micrometres [75]. 

Fluids at this scale behave differently. The fluid flow in microchannels is characterised by a low 

Reynolds number (Rec) which is a dimensionless parameter that describes the ratio between the 

inertial and viscous forces in a fluid.  

 
𝑅𝑒𝑐 =

𝜌𝑈𝐷ℎ
µ

 ( 1.1) 

Here 𝜌 is the fluid density, 𝑈 the fluid velocity, 𝐷ℎ the hydraulic diameter of the channel 

(𝐷ℎ = 2ℎ𝑤/(ℎ + 𝑤), where 𝑤 is the width and ℎ the height of the channel cross section) and µ 

the dynamic viscosity. When the Rec is low, viscous forces dominate over inertial forces. The fluid 

flows parallel to the channel walls and is referred to as laminar flow, i.e., there is no turbulence, 

and mixing occurs only through diffusion. For values above ~2300, the flow is considered turbu-

lent, and its study is much more complex. In the human body, the Reynolds number varies widely 

from the large arteries such as the aorta with an average Rec around 3000, which means turbulent 

flow, all the way down to 150 for veins, or as low as 0.002 for the capillaries [76]. This property 

makes microfluidics a really interesting technology, as it is possible to predict and control the 

behaviour of the fluids in laminar flow, resulting in excellent spatial and temporal regulation of 

solute concentrations, and therefore could be a useful tool for mimicking the behaviour of the 

fluids in the body. Microfluidics has a wide range of applications across many fields and holds 

many advantages compared to conventional macroscale platforms such as reduced sample and 

reagent volumes, faster processing, higher sensitivity, lower cost and improved portability. It also 

allows for automation and integration with other technologies, reducing human intervention and 

errors [77].  

In the biomedical and pharmaceutical research fields, microfluidics is also an interesting 

tool. In addition to the properties mentioned above, microfluidic devices have high surface-to-
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volume ratio. This can be exploited to provide a biomimetic environment for cell and tissue cul-

ture. Compared to traditional methods, microfluidic devices allow for a continuous flow of fresh 

media. Laminar flow replicates the normal fluid flow within the body, supplying nutrients contin-

uously, removing waste and facilitating mass transport of solutes, with a tight control of the 

culture conditions (oxygen tension, pH, temperature, etc.) therefore generating more in vivo-like 

environments [78,79]. The high control over the fluid irrigating the sample also translates in the 

possibility of a highly spatiotemporally controlled exposure to xenobiotics, gradients, and rele-

vant physiological cues within the culture chamber, taking a step further in the simulation of the 

cellular microenvironment. One of the most relevant properties of MPS is their possibility to be 

self-contained, i.e., the operation of the system does not require external fluid or gas loops, and 

functional measurements can be performed through non-invasive, non-destructive approaches 

[80]. Besides the living tissue and the network of microstructures to host and irrigate it, MPS can 

also integrate sensors and actuators. These features make MPS the cornerstone of future biomed-

ical and pharmaceutical research, as they provide means for miniaturisation and automation of 

the systems, increase the in vitro-in vivo relevance, allow for biological sampling and challenging, 

reduce the experimental duration, and increase the throughput, sensitivity, and accuracy of the 

measurements. 

MPS such as organ-on-chip, multiorgan-on-chip, or tissue-on-chip, are poised to be the 

paradigm shift the research community needs. These novel platforms can serve as tools for mech-

anistic investigation, preclinical safety screening and drug disposition. MPS can offer new 

opportunities to recapitulate unique physiology, increase disease understanding, discover new 

biomarkers of toxicity, and facilitate rapid assessment of on- and off-target mechanisms. They can 

be used for determination of ADME profiles, predict human pharmacodynamics, and have a major 

impact in the predictive capacity, speed and cost of preclinical research [81]. Additionally, these 

systems allow for the interconnection of more than one tissue type or organ, providing an un-

precedented physiological accuracy for the study of organ-organ and organ-drug interaction. 

They also present many potential applications in regenerative medicine, synthetic biology, and 

environmental sciences.  

1.3.2 Organ-on-chip 

An organ-on-chip is a microfluidic device for the culture of cells and tissues continuously 

perfused in micrometre-sized chambers with the goal of building the minimal functional unit that 

recapitulates tissue or organ-level functions. Organ-on-chips allow for an exceptional level of con-

trol of the positioning of the cells in a well-defined microarchitecture, and the culturing 
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conditions, enabling the replication of distinct functional units of organs, enhancing differentia-

tion, functions, and long-term survival, and facilitating the computational modelling of the 

interactions of gases, metabolites and cells within the devices [82]. They hold the potential for 

investigating the basic mechanisms of organ physiology and disease. The most famous organ-on-

chip is the lung-on-chip developed by Dr Ingber’s group at Harvard University. This device con-

sists of two channels separated by a semipermeable membrane, on the top of which alveolar 

epithelial cells are cultured and subjected to flowing air, and on the other side, vascular endothe-

lial cells are cultured in the presence of flowing media (Figure 1.7a). Additionally, the device 

contains two empty chambers on each side that are subjected to pressure changes, to generate 

expansion and contraction movements in the central channel, mimicking the respiration motion 

in the alveolus in vivo. This system recapitulates the alveolar-capillary interface and is able to 

simulate nanoparticulate uptakes and inflammatory responses [83]. Stucki et al., 2018 have also 

attempted to reproduce the air-liquid interface, mimicking the breathing movements by deflect-

ing a membrane into a microcavity by applying vacuum cyclically and including trans-epithelial 

electrical resistance measurements with a chopstick electrode to assess the barrier integrity as a 

result of it [84] (Figure 1.7b). The group from Harvard used the same concept of their lung-on-

chip to produce a gut-on-chip, lining the top side of the membrane with intestinal epithelial cells 

in this case. Their system allowed to generate movement that mimics the physiological peristaltic 

motion of the bowel. Normal intestinal microbes were included in the luminal side to mimic the 

microbiome and an improvement of the barrier function was observed [85]. This group also pre-

sented a kidney proximal tubule-on-a-chip using the two microchannels design for the study of 

drug transport and nephrotoxicity [86]. The concept of separating the media from the cells, via 

endothelial cells, a membrane or ECM is explored for many organ models. For example, Lee et al., 

2007 recreated a liver sinusoid by seeding primary hepatocytes into a cell culture chamber that 

was connected to the bulk flow of media by microchannels mimicking the endothelial barrier [87] 

(Figure 1.7c), and Booth et al., 2012 used it to model the blood-brain barrier, flowing two chan-

nels perpendicularly, mimicking the luminal and abluminal sides of a neurovascular unit [88] 

(Figure 1.7d). Many other systems and designs have been presented for a wide variety of organs 

and tissues. Here, only a few relevant reports on the major organs have been mentioned to illus-

trate the great potential this technology holds. There are many extensive reviews focused on the 

progress of organ-on-chip technology that can be found elsewhere [89–91].  
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Figure 1.7: Examples of organ-on-chip technology. Microfluidic devices are designed to provide the cells with an 
environment that mimics the human physiology, for example, culturing endothelial and epithelial cells on 
opposite sides of a membrane to replicate: the alveolar wall (a and d [83,84]), the liver (c [87]) or the blood-
brain barrier (d [88]).  

1.3.2.1 Multiorgan-on-chip 

The human body is composed of several organ systems that interact with each other and 

influence each other’s behaviours. These interactions also alter the pharmacokinetic processes of 

ADME of exogenous compounds. Single organ-on-chip fail to include these interactions and thus 

are not able to predict correctly the effects of the substance in the body. In more recent years, 

multiorgan-on-chip have been presented, aiming to shorten the drug development pipeline, re-

duce the use of animals and inform regulatory and therapeutic decisions. Multiorgan-on-chips are 

multiple single organ-on-chip interconnected in parallel and/or in cascade. Maschmeyer et al., 

presented a multiorgan system containing skin, intestine, liver and kidney surrogates with two 

separated flow circuits (blood flow and excretions flow) to mimic the ADME processes [92] (Fig-

ure 1.8a). Other efforts have been focused on the recapitulation of a single organ system, adding 

several of the tissues composing the system, for example, the female tract platform presented by 

Xiao et al. In this system, surrogates of the ovary, the fallopian tube, the uterus, the cervix and the 

liver (for metabolism purposes) were co-cultured to study the hormone regulation and homeo-

stasis during the menstrual cycle [93]. More recently, platforms with higher complexity have been 

developed, like the one presented by Edington et al., connecting up to 10 organ equivalents [94] 

(Figure 1.8b), or the integrated human organ-on-chip patented by Wikswo et al., that recapitu-

lates 3D tissues in a mechanically active micro-environment, with electrical and chemical 

stimulation and complex organ functions such as breathing lung, beating heart, or peristaltic gut. 

It also includes instrumentation for physiological and pharmacological analysis [95]. The integra-

tion of several organ equivalents into a multiorgan-on-chip or body-on-chip is an emerging field 

gaining recognition worldwide and there are still many challenges to overcome but in the past 
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decade, numerous programmes and initiatives have been brought up for the advancement of 

these body-on-chips [96]. 

 
Figure 1.8: Multiorgan-on-chip systems. The platforms include circuit flows and pumps that allow the 
recirculation of the media to distribute the secreted factors to the rest of the organ surrogates. a) Four organ-
chip co-culturing intestine (1), liver (2), skin (3) and kidney (4) tissues [92] and b) Schematic of 10-organ system 
with the specific flow partition (percentages) for each organ type to simulate cardiac output [94]. 

1.3.3 Tissue-on-chip 

Organ-on-chips have proven to be very important and useful tools for the recapitulation 

of organ and tissue functions. They have provided new investigation methods, offering tools to 

do experiments that were not possible before and giving new insights into physiological and 

pathological mechanisms [97]. However, the prediction of in vivo responses remains limited, as 

the cells exist within an artificial architecture, without a native ECM and its unique architecture 

nor the cell type diversity found in vivo. Culturing tissue slices and biopsies provides a further 

step in the complexity of organ-on-chip models, as they preserve the original architecture, mor-

phology, ECM, and cell heterogeneity [98]. It is known that culturing tissue samples with 

continuous perfusion improves circulation in and around the tissue biopsies, improving mass 

transfer into the tissues, and increasing the viability of the samples compared to static (no-flow) 

models [99,100]. Schumacher et al., 2007 cultured liver slices in conventional static culture and 

with continuous perfusion. The improvement in culture conditions extended viability for dynamic 
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compared to static culture, seen through the reduction in protein markers expression after 24 h 

for no-flow conditions (Figure 1.9). 

 
Figure 1.9: a) Comparison of static and dynamic culture (sample continuously perfused). b) Images i), ii) and 
iii) correspond to freshly isolated liver slices. iv), v) and vi) are liver slices after 24 h with no-flow and vii), viii) 
and ix) with continuous perfusion (after 24 h). The reduction in protein expression in static cultures indicates 
the loss of function, changes in phenotype and degradation of ECM, compared to dynamic cultures. Figure 
adapted from [101]. 

Microfluidic technology provides an ideal means of perfusing the samples, improving nu-

trient and oxygen supply and removal of waste. The integration of tissue explants into 

microfluidic chip (or tissue-on-chip) offers the possibility of extending the sample viability, con-

trolling the microenvironment, delivering chemicals and treatments with high spatiotemporal 

resolution, and allowing for probing, analysing, and monitoring responses. This platform could 

be the most accurate model to the in vivo situation, providing an outstanding tool for physiological 

and pathological studies and the prediction of responses in the body.  Nevertheless, the culture of 

tissue explants has proven difficult, and the life span of the biopsy samples is generally very lim-

ited. This is due to many reasons, predominantly the lack of vascularisation caused by the 

extraction of the tissue from the body: nutrient and oxygen supply and waste removal occur only 

through diffusion. Thus, the inner layers do not receive enough nutrients, reducing the viability 

of the sample [102]. 

1.3.3.1 Oxygen and nutrient delivery 

The culture of tissue slices gained scientific recognition after the early work of Henry 

McIlwain. In 1957 his group developed a conical glass chamber in which a piece of brain tissue 

sat at the interface between air and saline solution providing a means of electrical recording and 
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stimulation [103]. Resting membrane potentials were recorded for the first time from cortical 

slices in vitro. Since then, the standard for brain slice culture was set by Haas et al., in 1979. A 

tissue slice sits on a nylon mesh where a medium flows by capillarity from the inlet into the slice 

and out of the device [104]. This work was probably the first example of continuous perfusion, 

long before the advent of microfluidic technology. The first integration of a brain slice into a mi-

crofluidic device was reported by Passeraub et al., where the nylon mesh of the Haas chamber 

was substituted for an array of microposts (400 µm high) on top of which the tissue sat with cell 

medium flowing between the posts. Brain tissue slices could be kept viable for 5 h, enough time 

to record spontaneous activity [105]. However, the short-term viability restricted the number 

and type of experiments that could be performed, and long-term conditions could not be investi-

gated. Building on this work, Blake et al., developed a device in which a slice was held between 

two sets of microposts (top and bottom), allowing perfusion from both surfaces simultaneously 

(Figure 1.10a) [106]. The device subjected different regions of the slice to various environments. 

However, the tissue only remained viable for 3 h, which may have been due to the thickness of 

the slice (530-700 µm), which is critical when nutrient and oxygen supply is controlled solely by 

diffusion. Other approaches for continuous perfusion of submerged tissue samples include a sys-

tem where the tissue sits bathed in media that is continuously refreshed by perfusion and 

withdrawal of the fluid using microchannels [107–109] (Figure 1.10b and c).  

To improve the viability of ex vivo tissue slices and increase their lifespan, new method-

ologies have been developed such as PCTS. PCTS can be obtained as thin as a few tens of 

micrometres but to preserve tissue architecture, while ensuring adequate diffusion of nutrients 

and oxygen, thicknesses of 200-300 µm are more commonly used. de Graaf et al., established a 

standardised protocol for the culture of liver and intestinal slices in vitro [49], and in 2010 they 

described a microfluidic system for the maintenance of liver slices to study metabolic activity 

over extended periods. The device consisted of a droplet-shaped chamber with an inlet at the 

bottom and an outlet at the top, with the flow directed perpendicular to the surface of the slice. 

The slices were held in the chamber with polycarbonate filters that also distributed the fluid flow 

velocity more uniformly (Figure 1.10d). The behaviour of slices cultured under continuous per-

fusion was comparable to standard cultures in static well plates [[110]. To extend the lifespan of 

the slices, they were embedded in a hydrogel to avoid disaggregation and attachment to the pol-

ycarbonate filters, reducing damage to the tissue. In this manner, the viability of the slices was 

maintained for 72 h, and even though the metabolic rate decreased over time, it was less pro-

nounced than in static cultures [[111]. Although an improvement, it still could not be used to 

observe the long-term effects of treatments. 
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To extend the life of thicker (>300 µm) tissue slices, different perfusion methods have 

been proposed. Choi et al., developed an intra-perfusion system, in which 400 µm thick brain tis-

sue slices were pinned to an array of microneedles that served as microjets, infusing media 

directly into the tissue rather than around it (Figure 1.10e). They observed that after 4 h, the 

viability of the static model was almost non-existent while in the perfused sample it was largely 

intact [112]. Using the same approach, Khong et al., maintained the viability of liver tissue slices 

of up to 1 mm thick for 3 days [113]. The difference in lifespan could be due to the viability as-

sessment methods, the length of the experiments or the sensitivity of the different organs to 

disruptions and ex vivo culture. The slices maintained their metabolic activity with albumin and 

urea production at values significantly higher than for traditional static cultures. Even though the 

technique was promising, enlarged interstitial spaces were observed after 3 days of culture, indi-

cating tissue dissociation following injection of media through the needles. Rambani et al., 

proposed a different strategy using what they called “interstitial perfusion”. The tissue was placed 

on top of a gold grid in a chamber the exact size of the slice, and fluid was infused from the bottom, 

forcing it through the tissue and into the top chamber, where the medium was collected (Figure 

1.10f). 700 µm-thick brain slices could be kept viable for up to 5 days [114]. 
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Figure 1.10: Microfluidic devices for continuous perfusion of whole tissue samples. a) This device holds a slice 
between microposts and the media flows continuously around the top and bottom surfaces [106]. The devices 
in b) and c) have an inlet and an outlet that provide and remove the media to and from the chamber in which 
the sample sits [107,115]d) Perfusion design in which the tissue slices are placed perpendicular to the flow 
direction. This technique enhances the nutrient and oxygen delivery to inner cells [110]. e) Intra-perfusion 
device, where the tissue is pinned into the port needles and the media is delivered directly inside the sample, 
instead of around it. f) Interstitial perfusion device. The media is forced to flow through the slice, flowing from 
the bottom into a chamber the exact size of the sample slide and exiting from the top [116]. 

Some tissues in the body constitute physiological barriers in which each side is exposed 

to a different environment, for example, the skin, the airways, the intestine, or the kidneys. This 

poses particular challenges when replicating a multiplicity of environments. In the case of the 

intestine, punch biopsies have been inserted into a chamber the exact size of the biopsy so that 

each side of the intestine is perfused separately, with different media irrigating the serosal and 

luminal sides (Figure 1.11a)[117–119]. An interphase system similar to a Transwell® integrated 

within microfluidic channels has also been used for continuous perfusion (Figure 1.11b)[120–

122]. Yissachar et al., cultured whole gut segments by separately perfusing the sample internally 

and externally by sewing the excised piece to input and output ports (Figure 1.11c)[123]. Other 

approaches to extend the viability of tissue slices include reducing the temperature to reduce 

metabolic activity and using UV light to sterilise the medium before perfusion to reduce the pres-

ence of bacteria and slow bacterial growth [124]. Other more creative solutions include air-

propelled fluid circulation [125] or maintaining the slice in a perfused droplet [126]. However, 

none of the devices reported to date has had a major impact on the field. Tissue-on-chip technol-

ogy is still emerging and most of these devices are still in the developmental stage, not ready for 

scalability and commercialisation. Furthermore, every design uses different tissues or tissue re-

gions, from different species and with different thicknesses and sizes. Each assesses the viability 

with different protocols making it very difficult to directly compare performances and outcomes. 
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Figure 1.11: Microfluidic devices for the culture of tissue explants of physiological barriers, providing specific 
environments to each side. a) Intestinal biopsy punch subjected to dual flow. The luminal (blue) and serosal 
(red) sides are continuously perfused with different media [117]. b) culture of colon biopsies at an air-liquid 
interface, with continuous perfusion to the bottom of the sample, maintaining the stratified architecture of the 
epithelium [120]. c) Culture of whole intestinal segments. The lumen is threaded and fixed to connection ports 
that introduce molecules or microbes into the lumen, and the sample is submerged in media that is continuously 
refreshed [123]. 

1.3.3.2 Control of the microenvironment 

The ability to deliver compounds spatiotemporally and thus control the microenviron-

ment can add value to MPS platforms. In the device described above (Figure 1.10a), Blake et al., 

exploited the laminar flow characteristics of their microfluidic device to expose different regions 

of a brain slice to different microenvironmental conditions, such as Na+-free or ice-cold solutions, 

in order to block rhythmic activity in selected regions [106] (Figure 1.12a). Similar devices have 

been presented in [127–129]. In these platforms, relatively large regions are exposed to a specific 

condition. Other reports have subjected the samples to gradients across the tissue samples [130]. 

However, in some cases, the delivery of compounds is required in much more localised regions. 

To achieve this, Mohammed et al., presented a system for controlled and localised delivery of fac-

tors to the brain slices that could be used as an “add-on” to commercial electrophysiology 

chambers, expanding their capabilities (Figure 1.12b). The design consisted of four microchan-

nels running underneath an “off-the-shelf” perfusion chamber, with ports to deliver fluid from 

the microchannels into the chamber. This device allowed delivery of factors such as dopamine, 

while still maintaining viability and allowing electrophysiological measurements. The device pro-

vided a new way of controlling the microenvironment and delivering compounds to specific 

regions of the brain [131–133]. Tang et al., developed a similar system but with additional suction 

Luminal

Serosal

a)

b)

c)
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ports that held the tissue slice in place without the need for mechanical forces enabling better 

control of the jets through the ports and improving the spatial resolution of drug delivery 

[134,135].  In these devices, the tissues are placed manually and exact alignment with the fluidic 

ports with the regions of interest is difficult and time-consuming, therefore the experimental re-

producibility is poor (Figure 1.12b). To circumvent this and increase throughput, Catterton et al., 

presented a variation of the previous port delivery system by creating mobile ports beneath the 

tissues to supply the components to the desired locations [136]. A different approach was pre-

sented by Chang et al., in which they placed a brain slice on a removable membrane on top of an 

array of parallel open channels. The permeable membrane allowed simultaneous perfusion of the 

slices and exposure to multiple substances in localised regions (Figure 1.12c). The compounds 

could be easily and rapidly changed, and the membrane rotated so that orthogonal exposures 

could be achieved, enabling several treatments and combinations to be tested on the same piece 

of tissue [137–139].  

van Midwoud et al., sequentially connected two chambers containing an intestinal and a 

liver slice that directed metabolites produced in the intestine into the liver for further metabolism 

[140]. This replicated the homeostasis of bile acid, with potential for exploration of ADME-Tox 

studies. Recirculating media through multiple tissue chambers or devices provides homogenous 

and continuous exposure of the tissue to various factors within the media. The EVATARTM system 

(Figure 1.12d) developed by Xiao et al., replicated a human 28-day menstrual cycle hormone pro-

file by interconnecting up to five different tissues from the female reproductive tract [93]. TissUse 

HUMIMIC® Chip model combined reconstructed small intestine, liver spheroids, kidney proximal 

tubules and a skin biopsy with two separated recirculating flows (blood surrogate and excretory). 

They maintained homeostasis and functionality of the four organs for over 28 days, showing the 

potential of this platform for the generation of ADME profiles [92]. 
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Figure 1.12: Mechanisms for the manipulation and control of the microenvironment during tissue slice cultures. 
The design in a) takes advantage of the properties of laminar flow to perfuse the same sample with two different 
media [106], while b) and c) used techniques that allow a higher spatial delivery control through the use of 
ports [131,133] and open channels [137] respectively. d) is a diagram of the EVATAR system, connecting up to 
5 chambers containing different tissues interconnected to allow recirculation and homogeneous mixing of 
secreted factors [93]. 

MPS technologies provide ways of controlling the microenvironment including tempera-

ture[124] and dissolved gas concentrations [141].  Oxygen is one of the most important factors 

for the survival of tissues, and tissue explants in microfluidic devices are usually cultured with 

standard incubator oxygen concentrations (atmospheric N2 and O2 and 5% CO2). However, this 

level of oxygen is not physiologically relevant in most in vivo tissues where the partial pressure 

of oxygen is much lower and varies from tissue to tissue [142]. High oxygen concentrations during 

culture could lead to oxidative stress and other deleterious effects [143] which is removed from 

physiological conditions. Although microfluidic technology offers the possibility for fine spatial 

control of oxygen and for the generation of gradients, and there have been many reports of using 

disaggregated cells [144–146], to the best of our knowledge, only a couple of groups has inte-

grated oxygen control with tissue explants in microfluidic devices [141,147]. To achieve this, they 

designed microfluidic systems consisting of a channel and a gas-permeable membrane on top of 

which sat a perfusion chamber for the tissue samples. By supplying gas with the desired oxygen 

concentration to the microfluidic channel, the gas diffused through the membrane and brain slices 
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were cultured at specific oxygen tensions. This is an important line of investigation and could 

provide important insight into the optimal conditions for tissue culture ex vivo or on the effect of 

hypoxia on tumours, for example. However, neither of these platforms integrated oxygen sensors 

within the system to monitor the exact oxygen concentration at which the samples were cultured 

and obtaining intermediate oxygen concentrations required expensive and bulky equipment. 

Culture method Sample type Tissue Refs 

Static Slices 
Brain [147–149] 

Liver [100] 

Full immersion 

Explant 

Liver [150–152] 

Gut [98] 

Heart [148] 

Tumour [149–156] 

Female reproductive 
system 

[157] 

Slices 

Brain [158–160] 

Liver [101] 

Lymph [161,162] 

Tumour [163–165] 

Single side flow 
Explant 

Adipose [166] 

Gut [167] 

Slice Brain [168–170] 

Dual side flow 
Explant 

Gut [171–174] 

Artery [175,176] 

Slice Brain [177–180] 

Flow through Slice 

Brain [181–183] 

Liver [184–189] 

Tumour [164,165] 
Table 1: Summary of culture methods for different sample types and tissues. 

1.3.3.3 Tissue interrogation 

Microfluidic devices for analysing tissue explants should include methods for optical anal-

ysis, sampling of molecules, and chemical or electrical stimulation and recording. This means that 

access to the sample is an important factor in the design process. For example, electrophysiolog-

ical measurements for neurological investigations are usually performed by inserting electrodes 

into a brain slice. Blake et al., modified their system (described in Figure 1.10a) to allow access to 

the top and side for insertion of electrophysiological probes (Figure 1.13a). This design allowed 

measurements from the top and from the edges of the brain slice using multi-electrode probes. 

Multi-site measurements were simultaneously obtained with continuous perfusion of the sam-

ple[129]. These open chambers are of great advantage since they can be used with instruments 

and probes that already exist in most laboratories. Non-invasive techniques of recording from 



32 

 

electroactive cells are generally via microelectrode arrays (MEA) [190] which support the tissue, 

provide electrical contact to the bottom surface and allow perfusion with medium. However, 

MEAs can only record activity from neural cells from the surface in contact with the electrodes, 

which is often compromised due to poor perfusion or injury suffered during the slicing process. 

MEAs also do not give any information on the spread of signals throughout the entire thickness 

of the slice. To increase the viability of the bottom surface of a slice, Killian et al., integrated a 

perforated MEA (pMEA) into the interstitial flow chamber developed by Rambani et al., (Figure 

1.10f), to replace the gold grid sustaining the brain slice (Figure 1.13b). This allowed recording 

of spontaneous and evoked electrical activity and stimulation of the slice. The device provided 

oxygen and nutrients to the bottom surface [191], improving tissue viability by up to 5 days. Other 

modifications of the MEAs include three-dimensional features in the form of tip-shaped protru-

sions to record from deeper tissue[192], or integrating the recording electrodes with microfluidic 

ports that are inserted into the sample[193]. Scott et al., presented a method that combined multi-

site electrical recording with multi-site localised chemical stimulation. Their device was based on 

the same fluid port concept presented previously (Figure 1.12b), using ports for stimulation 

(chemical and electrical) and recording [194]. Optical methods have also been used to record 

brain activity, using fast voltage-sensitive dye and laser photostimulation. Ahrar et al., presented 

a device to culture brain slices while generating two distinct chemical environments: with or 

without the presence of caged glutamate (an excitatory neurotransmitter) or Ca2+ (a key signal-

ling cation in synaptic activity). The sample was laser photostimulated resulting in evoked 

neuronal activity at the point of exposure, measured with voltage-sensitive dyes. This tool ena-

bled visualisation of neural dynamics over a larger surface of the brain, not restricted to the site 

where the electrode is inserted, and also fine spatial control of the microenvironment and signal 

initiation and propagation (Figure 1.13c) [127]. Although promising, the method has limitations 

due to fluorescence photobleaching or disturbance of the signal due to the fluid flow. 

For assessment of viability or functionality of tissue, the most widely used technique is 

the analysis of effluents. Continuous perfusion means that any secretions can be continuously 

collected. This provides a way of continuous monitoring markers of cell death or cell metabolism. 

Another important benefit of using microfluidics is the reduction in sample volumes, which min-

imises dilution of the metabolites or target compounds, so that their presence can be detected 

and quantitatively measured. van Midwoud et al., observed that the production of metabolites 

was similar in static well plates to continuously perfused chips, but because of the reduction of 

volume in the chip, the concentration in the latter case was 4.3 times higher [110]. This evidences 

the potential of microfluidic miniaturisation to increase the physiological relevance of the models 

when cytokines and other factors are used to elicit responses in neighbouring tissues. 
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Very simple devices have been developed by Hattersley et al., to maintain tissue biopsies. 

The devices consist of a chamber with one inlet and two outlets, in which a liver tissue biopsy of 

approximately 4 mm3 is continuously perfused. The tissue could be maintained and monitored 

for 70h, with cell effluent collected periodically to measure lactate dehydrogenase (LDH) release 

to assess cell damage, and albumin and urea to evaluate hepatocyte function. Cell viability was 

assessed using fluorescent markers (Calcein AM and Propidium Iodide) [107]. They used this sys-

tem to study the toxicity induced in the liver by ethanol and observed a concentration-dependent 

response to increasing concentrations of ethanol in tissue viability via a cell proliferation assay 

(WST-1 (water-soluble tetrazolium salt)) and tissue functionality measuring albumin and urea 

secretions[195]. They also explored the potential for personalised medicine, using the device as 

a tool to assess and guide therapeutical treatment decisions exposing head and neck squamous 

cell carcinoma (HNSCC) samples to chemotherapeutic drugs for 7 days [196], using LDH release 

as the marker for tumour cell death. The longer lifespan of these samples could be due to the 

reduction in sample volume (3 mm3) or because tumour cells viability is not affected by a necrotic 

core. The effect of radiotherapies was also examined with this platform by irradiating the samples 

with a photon beam while being cultured in the microfluidic device [197,198] Although they did 

not observe an increase in LDH release after treatment, their results showed an increased apop-

totic rate and a concentration-dependent reduction in Ki-67 expression (proliferation marker) 

following irradiation [198]. A similar perfusion system was used to stimulate cardiac tissue with 

changes in reactive oxygen species (ROS) monitored electrochemically [199]. More recently, a 

newer version of this system has been described with a user-friendly “plug-and-play” interface 

for maintenance of precision-cut slices of HNSCC. The devices allowed irradiation treatments and 

off-chip analysis combining radiotherapy with chemotherapeutics [200,201]. In their latest work 

[200–202], they used human samples, showing the applicability of these platforms for personal-

ised medicine and translation of tissue-on-chip methods into the clinic. 

MPS provide a platform for investigations that are too difficult or cumbersome with tra-

ditional methods. For example, Günther et al., presented an “artery-on-chip” for routine 

assessment of artery structure and function. The traditional methods used for these studies are 

complicated, laborious and require skilled personnel as well as being non-scalable. Their micro-

fluidic system trapped a whole artery segment and subjected it to varying conditions on the outer 

walls (e.g. stepwise increases in drugs such as phenylephrine or acetylcholine), and even to dif-

ferent conditions on either side of the arterial wall [203,204] (Figure 1.13d). They observed 

virtually identical vasoconstriction in mouse mesenteric arteries following phenylephrine stimu-

lation compared to results using conventional pressure myography and highly localised 

responses to challenges that do not spread to the non-stimulated sides, in agreement with previ-

ous findings. This system caused less damage to the tissue, and reduced the technical demand for 
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preparation, increasing the ease of use and scalability, which should allow for higher throughput 

screenings. 

 
Figure 1.13: Examples of methods for interrogation of tissue samples. (a) Electrophysiological measurements 
using microelectrodes for recording electrical brain activity [116]. Non-invasive techniques have also been 
developed, such as microelectrode arrays (b)[191] or optical methods based on fast voltage-sensitive dyes (c) 
[127]. d) The artery-on-chip platform in which the artery segment is fixed and the inner and outer walls are 
subjected to different conditions [203]. 

Diseases are complex and very difficult to model. Using primary disease tissue would give 

more accurate and predictive responses and could help researchers gain more insight into the 

healthy and diseased states. A tissue-on-chip system can also have a significant impact on disease 

modelling. Some skin conditions are particularly difficult to recreate and using platforms like the 

aforementioned TissUse could allow disease tissue biopsies to be studied. Dawson et al., extracted 

tissue from inflammatory bowel disease (IBD) patients and cultured them on-chip to study dif-

ferences in the intestinal wall permeability between healthy and diseased samples [117]. They 

showed that the system preserves inflammation throughout the experiment. This potential has 

also been explored in cancer research by trapping tumour biopsies obtained directly from pa-

tients in MPS. These samples maintained the in vivo cell heterogeneity inherent in tumours and 

allowed different treatment strategies to be used to assess chemosensitivity [205–208]. For ex-

ample, Astolfi et al., observed variability in the response to the same treatment for samples from 

different individuals but also for samples from the same patient [205], a trend also observed by 

Cheah et al., [198]. This could be due to the high heterogeneity of cancer tumours inter and intra-

patients, and highlights the importance of personalised medicine, as different patients respond 

differently to the same treatments and universal treatments are not always the most effective. 
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Tissue Challenge type Recording method Refs 

Brain 

Chemical stimu-
lation 

Electrode [169,177,178,180] 

MEA [182,183,209] 

Optical [209–212] 

Biological assays [170] 

Electrical stim-
ulation 

MEA [159,160,209,213] 

Optical 
[209] 

Hypoxia [212] 

Liver 
Chemical st. 

Biological assays 

[157,185–
188,214,215] 

Gut 
[171,172,187] 

Hypoxia  [98,174] 

Heart Electrical st. 
Electrodes 

[148,216] 

Biological assays 
Tumour 

Chemical st. 
[149,150,152–
155,164,165] 

Radiotherapy [149,150,164,165] 

Artery 

Chemical st. 

Optical [175,176] 

Lymph 
Biological assays 

[161,162] 
Female reproductive 

system 
[157] 

Table 2: Challenges and recording methods presented in the literature for tissue-on-chip devices for multiple 
organ tissues. 

1.3.4 Limitations and challenges 

 To date, no organ-on-chip or tissue-on-chip has been fully incorporated into the drug dis-

covery pipeline or established as a complete validated model for biomedical research and drug 

development. MPS need to overcome hurdles before becoming widely accepted and utilised as 

validated and clinically relevant research tools. MPS technologies are generally challenging to 

fabricate and use by non-experts, material biocompatibility of the chip is important, and experi-

mental issues such as the presence of bubbles or damage to the tissues during handling remain. 

The models used to mimic organ or tissue function have to recapitulate the in vivo physiological 

environment as closely as possible but increasing the level of complexity of the model also makes 

the system more difficult to use. Thus, it is important to identify the minimal functional unit that 

has an acceptable level of complexity for the context of use and focus on replicating that only. This 

raises questions on which physiological cues or other native components should be included, and 

whether the systems are designed to address a very specific question (only “fit-for-purpose”), or 

more broadly to mimic the whole organ function and finally the “body-on-chip” system. Once a 

piece of tissue is isolated, it requires external intervention to provide adequate biomechanical 

cues, soluble factors, metabolic cues, etc. Which of these are necessary to sustain the minimal 
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functional unit needs to be established, along with how these can be incorporated, or even re-

placed with computational models [217]. Some of the factors needed to sustain tissue functions 

originate in other organs, thus connecting two or more organ units could help overcome this 

problem and improve prediction.  

One of the main drawbacks specific to tissue-on-chip is the biological low throughput, partic-

ularly given the difficulty in sourcing human samples – this limits the number of replicate 

experiments. Another major hurdle is the culture media. Most cell cultures use customised media 

specially designed to enhance the survival and functionality of a particular cell type. If different 

cell types use different customised media, which media is most appropriate when multiple organ 

units/tissues are cultured together?  

MPS can be used as research tools to gain insight into (patho)physiological processes but can 

also be applied in the pharmaceutical field for target identification and validation, efficacy testing 

and physiological response prediction. Thus, MPS not only need to recapitulate the in vivo physi-

ology of the tissue, but also provide a means to deliver and distribute the drugs of different 

modalities into the tissue in a physiologically-relevant manner. There is a wealth of ADME-Tox 

data available on thousands of compounds that have already been thoroughly studied. There is 

detailed information on metabolism, persistence, efficacy, dosing, expected and adverse effects 

and other outcomes. Using this database, the feasibility and reliability of MPS could be evaluated 

and established by mimicking these known effects. There is also a need to establish analytical 

performance standards in order to evaluate the qualification of these platforms for their context 

of use, such as reliability and reproducibility and their features, such as throughput, inter- and 

intra-laboratory reproducibility, integration, and compatibility with other existing laboratory 

processes. For example, the Emulate lung-on-a-chip has already demonstrated a well-defined do-

main of validity by recapitulating human pulmonary oedema and they have shown clinical 

translatability that is human [83] or species-specific [77]. Another important bottleneck against 

wider adoption by end-users is the lack of qualification of these MPS models for regulatory ac-

ceptance. MPS face obstacles in productisation and commercialisation, especially when 

comparing their costs to traditional 2D models in the larger scales. Full acceptance by the scien-

tific community will occur when MPS are used routinely with user-friendly features, extended 

shelf life and at a cost-effective price. The field is moving rapidly but to accelerate uptake the 

scientific community will have to collaborate with the industry and regulatory agencies for these 

systems to reveal their full potential and benefits to society. 
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1.4 Control of relevant microenvironment parameters 

Cells in vivo are constantly subjected to a plethora of signals and stimuli from other cells 

and their surroundings while producing responses and generating other signals simultaneously. 

Cells actively control and modify their intra and extra-cellular microenvironments. In this way, 

homeostasis is maintained, and the functions of the body are regulated and synchronised. This 

continuous feedback control by the cells complicates the study of cellular physiology and the in-

fluence of individual ambient factors. Therefore, it is crucial in cell culture to monitor and control 

physiological parameters, for example, the oxygen tension, pH, temperature, glucose, lactate, 

growth factors, hormones, as well as mechanical, chemical, and electrical stimulations [218–220]. 

In this section, the most relevant microenvironmental parameters will be discussed along with 

the most used techniques to control and measure them. 

1.4.1 Homeostatic factors 

1.4.1.1 Physicochemical 

 One of the key parameters every researcher needs to take into account when cul-

turing cells or tissues is the oxygen tension. Humans can live up to one month without food and 

up to two weeks without water but cannot survive more than 10 minutes without oxygen. Oxygen 

is vital for living cells and plays a crucial role in metabolism, development, migration, or apopto-

sis, amongst others. Due to the lack of vascular network, it is of utmost importance that the correct 

oxygenation is delivered to the tissues, a delicate balance between oxygen availability and oxygen 

consumption. Both hyperoxia and hypoxia trigger biological responses. Thus, tight control and 

continuous monitoring are essential in any experimental setup. There are several approaches for 

the control of oxygen within culture chambers. The most widely used are hypoxic chambers and 

hypoxic workstations that generate an atmosphere with the desired oxygen tension in which the 

device is hosted. These stations, however, are bulky and expensive, and only provide one oxygen 

level at a time, requiring long times of equilibration during changes. Other techniques include the 

control of oxygen at a local level. This can be achieved by diffusion from a fluid source or by gen-

erating or scavenging oxygen by chemical reactions [221] (Figure 1.14). In the first approach, the 

region where the cells are cultured is separated by a thin, gas-permeable membrane that allows 

the diffusion from a source or control channel. In this control channel, a fluid with a defined oxy-

gen tension is flushed. This fluid can be an equilibrated liquid, whose oxygen tension has been 

established off-chip; or a gas or mixture of gases [141,222]. The latter approach allows for a faster 

diffusion and equilibration on-chip and allows for fast changes. However, it is prone to produce 

evaporation. Modulation of oxygen on-chip through chemical reactions that either consume or 
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generate oxygen is another common method. It avoids the need of pre-equilibration of the fluids 

or bulky gas cylinders, but it requires a careful study of the reaction kinetics and it consumes 

reagents [223,224].  

 
Figure 1.14: Oxygen modulation in microchannels exploiting diffusion in the device through a permeable 
membrane. The medium in the culture chambers equilibrates with the oxygen level of the adjacent channels, 
generating uniform or gradient concentrations. The oxygen levels in the adjacent channels can be obtained 
using pre-equilibrated gas mixtures with specific oxygen concentrations (a) or chemical reactions that remove 
or produce oxygen (b). Adapted from [222] and [223] respectively. 

Most importantly, these methods allow for the generation of oxygen tension gradients 

across the tissue, simulating the gradients present in vivo [144,225]. As well as a tight control of 

the oxygen tension, it is also crucial to incorporate methods for the measurement and monitoring 

of the oxygen in the devices. The most common method for measuring oxygen concentration is 

the Winkler titration. In this test, an excess of manganese (II), iodide and hydroxide ions are 

added to water, and the precipitate is oxidised by the oxygen present, changing the colour of the 

precipitate. Then, a strong acid is added, and the oxidised precipitate converts the iodide ion to 

iodine, which is then titrated to calculate the amount of dissolved oxygen (directly proportional 

relation). This method is very precise, but rather cumbersome, time-consuming, and does not al-

low for continuous sensing. Electroanalytical methods are also widely used for the determination 

of oxygen. The most known is the Clark electrode, in which a voltage is applied across the working 

electrode and the reference electrode, reducing oxygen at the working electrode and producing 

electrons (current) proportional to the amount of oxygen present. This method, however, con-

sumes oxygen in order to measure it, which may confound the results if the sample is not stirred 

continuously. It also depletes the analyte, and the electrodes are subjected to fouling, meaning 

that they are not suitable for long-term measurements. Optical sensors have become attractive in 

the last years due to their lack of oxygen consumption during measurements, good precision and 

accuracy, they allow for non-invasive or remote sensing, and they are easy to miniaturise. Optical 

sensors can be designed as molecular probes, planar sensors, fibre-optic sensors or nanosensors. 

Luminescent probes for oxygen measurement are based on the quenching of the intensity of an 

oxygen-sensitive probe (usually a dye). The process involves the collision of molecular oxygen 
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and the probe, leading to a reduction of its intensity [226]. The relationship between the lumines-

cence intensity and the oxygen concentration is established by the Stern-Volmer equation [221] 

(Figure 1.15). Typically, the oxygen sensors consist of the indicator and a matrix or host. Wang et 

al., did a very extensive review on oxygen optical sensors discussing the properties of the differ-

ent indicators and materials used in the literature. These sensors have been widely used in 

microfluidic systems[225,227,228].  

 
Figure 1.15: Oxygen sensing device using an oxygen-sensitive fluorescent dye. The oxygen-scavenging channel 
removes oxygen from the adjacent channels. On the right, the fluorescence intensity measured across the width 
of the microchannel. The pyrogallol reaction removes the oxygen from the left side, increasing the fluorescence 
intensity, while diffusion of atmospheric oxygen from the opposite side increases the oxygen concentration, 
reducing the fluorescence intensity. The Stern-Volmer equation converts the fluorescence intensity into oxygen 
tension [225]. 

Another fundamental variable in cell cultures is pH. Most biological processes are very 

sensitive to changes in acidity, thus pH must be very well controlled and defined. pH in cell culture 

is usually regulated by adding buffers to the perfusing media. The most physiologically relevant 

method is CO2/𝐻𝐶𝑂3
− A salt of 𝐻𝐶𝑂3

− is included in the medium to balance the H+-yielding CO2 

hydration reaction. This approach provides a volatile and weak buffering at low pHs. To overcome 

this, exogenous non-volatile buffers (NVBs) such as HEPES, MES or PIPES have been introduced 

(Figure 1.16).  

𝐶𝑂2 +𝐻2𝑂

𝐶𝑎𝑟𝑏𝑜𝑛𝑖𝑐
𝑎𝑛ℎ𝑦𝑑𝑟𝑎𝑠𝑒
↔        𝐻2𝐶𝑂3 ↔ 𝐻+ +𝐻𝐶𝑂3

− 
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Figure 1.16: Equilibrium equations for the regulation of pH using the CO2/𝐻𝐶𝑂3
−method (top) and using a NVB 

such as HEPES (bottom). 

pH level is achieved by the equilibration of two opposing reactions: (1) the dissolution of 

CO2 from the atmosphere that reacts with the medium and acidifies it, and (2) the equilibration 

between 𝐻𝐶𝑂3
−  ions and NVBs that alkalinise the medium. This balance is delicate and is difficult 

to predict, thus continuous monitoring would help in the stabilisation of the pH. The most used 

method for pH monitoring is using Phenol Red, a pH indicator that gradually changes from yellow 

to red over a range from 6.8 to 8.2. Similarly to the oxygen measuring methods, pH can also be 

measured using electrochemical methods [229,230] or optical sensors using luminescent indica-

tors[231,232]. As an example of a feedback control of the pH, Welch et al., 2014 presented a 

microfluidic device able to measure the pH using an extended-gate ion-sensitive field-effect tran-

sistor (ISFET) integrated with a system of valves with two reservoirs containing high and low pH 

solutions. The pH is obtained by adjusting the flow from the two inputs and controlled in real-

time using the measured pH in the chamber as feedback [233]. Many have been the reports in-

cluding monitoring of both parameters embedding oxygen and pH-sensitive dyes in the same 

polymer matrix [234,235] or adding the sensors in-line and detecting the absorption of light by 

the medium using photodiodes [236].  

The third most important physicochemical parameter is temperature. In the human body, 

the temperature is tightly controlled at around 37°C. In conventional cell cultures, the cells are 

cultured in incubators at this temperature. Just like hypoxic chambers described above, these 

chambers only allow for one temperature at once, without the possibility of rapid changes or gra-

dients. Additionally, the cells suffer a sharp change when they are extracted from the incubators 

for analysis, which can alter the results. In microfluidic devices, there have been many publica-

tions reporting temperature-control elements integrated into the system, using Joule effect in 

conductive materials [223] or ionic liquids [237]; using Peltier elements [238]; pre-heated liquids 

flowing next to the channels or culture chambers [239]; or endothermic or exothermic chemical 

reactions [240]. Common methods for determining the temperature are commercial probes such 

as resistance thermometers (Pt100 sensor), controlling the voltage across the heating elements 

[223] or using optical methods, such as temperature-dependent fluorescent dyes [241] or micro-

wave thermometry [242]. Interestingly, luminescence-based methods use dyes that are sensitive 

to a particular factor while being independent of others. Hence, several dyes can be integrated 

into the same sensor to measure multiple parameters, such as the one presented by Borisov et al., 

2011, where oxygen, carbon dioxide, pH and temperature were measured simultaneously [243] 

(Figure 1.17). 
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Figure 1.17: Integration of multiple fluorescent dyes for sensing multiple analytes in a single planar sensor 
[243]. 

1.4.1.2 Biochemical 

The microenvironment hosting the cells and tissues is composed of a wide variety of sol-

uble factors such as cytokines, growth factors, hormones, and other biomolecules. To characterise 

the MPS and obtain a closer replicate of the in vivo situation, these parameters should be con-

trolled and monitored too. This is accomplished by tuning the formulation of the perfusion 

medium or blood surrogate (controlled concentrations of glucose, lactate, amino acids, hormones, 

ions, salts…) to enhance the survival of the tissues cultured. Typically, these parameters are set 

before the start of the experiment and are maintained constant throughout the length of it. How-

ever, for long-term cultures, this might not be the most accurate representation of the 

physiological situation. The human body is subjected to time-dependent fluctuations of hormone, 

nutrient and metabolite levels. These cyclic modulations are known as circadian rhythms. Circa-

dian rhythms are biological rhythms that oscillate over a 24-hour period, and they are governed 

by internal or external stimuli such as the genetic clock or the light cycles. A well-known example 

of a circadian rhythm is the blood glucose levels and plasma insulin levels in response to food 

intake. Most MPS operate under static conditions, i.e., the levels of glucose, insulin, and other fac-

tors are maintained constant. Cyr et al., 2017 proposed a microformulator to substitute a missing 

organ or system, in this case, the endocrine system. They suggested a device that released the 

necessary hormones at specific times [217]. This work is only theoretical, and they did not pre-

sent an actual microformulator. However, Xiao et al., 2017 did take this idea into practice. This 

group presented a female reproductive tract-on-chip, to which hormones were supplied exter-

nally at specific time points to simulate the hormonal cycle in the reproductive tract over 28 days 

to support follicular growth and maturation and ovulation [93]. The monitoring of all the factors 

present in the media would be of great utility and would give a great deal of information to fully 

characterise dynamic cellular metabolic and signalling responses. However, it is not feasible to 
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include sensors for every single soluble factor. Even with current clinical blood analysis, only a 

small number of highly concentrated biomolecules are detected. There is an impressive number 

of published works focused on the detection of specific molecules, such as glucose, lactate, metal 

ions. These parameters can be measured using amperometric techniques, for example using elec-

trodes coated with analyte-specific enzymes (e.g. glucose oxidase or lactate oxidase) that are 

consumed in the presence of the analytes and the resulting hydrogen peroxide is oxidised at the 

working electrode, producing a measurable current [244,245]. Field-effect transistors (FETs) 

have also been utilised (Ion-sensitive FET (ISFET), Biosensor FET (BioFET), Chemically-sensitive 

FET (ChemFET)). They are based in the MOSFET (metal-oxide-semiconductor FET) structure but 

the gate current is generated by changes in the surface potentials induced by the binding of ions, 

molecules or chemicals [246]. A further modification of the ISFET was introduced by Hafeman et 

al., with their light-addressable potentiometric sensor (LAPS), in which used light to detect the 

variations of the surface potentials caused by the changes in the analyte. This method allowed for 

laterally resolved measurements of the analyte concentrations by focusing the light beam in dif-

ferent spots and even permits the measurement of multiple chemical events with a single 

semiconductor device [247–249]. Optical techniques are also extensively used for the detection 

of multiple molecules. For example, Steiner et al., presented a thorough review on the sensing of 

glucose using optical methods [250]. Luminescent sensors have also been used to measure metal 

ions present in the body such as sodium, potassium, calcium, magnesium, iron and zinc. These 

metals play critical roles in physiological processes such as osmotic regulation, metabolism or 

biomineralisation [251].  

1.4.1.3 Other inputs 

 Chemical gradients exist in vivo and induce localised cellular responses. These 

gradients are an important signalling mechanism and play crucial roles in growth, migration, dif-

ferentiation, or the immune response. Controlling chemical stimulation can lead to more 

physiologically relevant responses in the cultured tissues. Traditional gradient generation tech-

niques include biological hydrogels, micropipettes, or the Boyden/Transwell® chambers. 

However, these techniques do not allow for much control over the spatiotemporal evolution of 

the gradient, they do not allow multi-factor gradients, and are difficult to quantify or reproduce. 

The recent advances in microfluidic technology have opened new opportunities to overcome 

these issues and allow the generation of predictable, reproducible, and easily quantifiable gradi-

ents. Keenan et al., 2008, presented a review of the most relevant gradient generation methods. 

They divided the microfluidic gradient generation techniques in: substrate-bound gradients, in 

which the biomolecules are selectively absorbed to the cell culture surface; steady-state gradi-

ents, regions of constant concentrations are created exploiting the properties of fluids in 
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microchannels; and time-evolving gradients, that vary in space and time and have a limited life-

time, but are solely determined by the biomolecule’s diffusion coefficient and the geometry of the 

device and thus can be predicted and characterised [252]. Microfluidics also offer the possibility 

to generate more than one gradient in different orientations. For example, Chang et al., 2014, used 

a network of channels to obtain a laterally distributed chemical gradient in the direction perpen-

dicular to the flow, and an oxygen gradient in the direction of the flow by scavenging through a 

polydimethylsiloxane (PDMS) membrane [253].  

Mechanical stimulation in cells affects many cell functions such as motility, apoptosis, pro-

liferation, or protein expression. Devices have been developed to examine shear stress, 

compression, or tension. For example, the well-known lung-on-chip by Dr Ingber’s group con-

tained two empty chambers to which different pressures were applied to expand and contract 

the membrane where the cells were attached. This mimicked the breathing movements in the 

lungs, and it was observed that with the cyclic movements, transmigration of nanoparticles across 

tissues was enhanced, accentuating the proinflammatory activities of the tissue and contributing 

to acute lung inflammation [83]. Mechanical forces have also been locally delivered through mag-

netic beads, laser tweezers or atomic force microscopes. These studies have greatly contributed 

to the understanding of the influence of mechanical stimuli on the structure and function of the 

cells (mechanotransduction, cytoskeleton, cells shape changes or network remodelling). Combi-

nation of multiple parameters has also been achieved, for example, in the work presented by Dou 

et al., who established a topographical and a chemical gradients in orthogonal directions to study 

the synergy effects of epidermal growth factor (EGF) and the matrix stiffness in glioma cells [254].  

Other possible inputs to achieve more realistic recapitulations of the in vivo situation in-

clude: (i) electrical stimulation, only relevant in conductive tissues such as cardiac and nervous 

tissues. There are diverse techniques to examine and control electrical inputs such as glass mi-

cropipette electrodes, the Campenot chamber, or microelectrodes, like the ones presented in 

section 1.3.3.3; (ii) Genetic inputs, that is, using genetic engineering to manipulate the expression 

of particular genes or (iii) optical excitation, using the light as an input activator, not as a cellular 

readout, to control, for example, ion channels that control electrically active cells. 
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Figure 1.18: Schematic representation of a hypothetical multiple input-multiple output system proposed by 
LeDuc et al. [255]. 

1.4.2 External stimuli 

All the parameters discussed above aim to replicate the in vivo environment in order to 

obtain the most physiologically relevant responses possible to study cellular behaviour. Addition-

ally, it is also important to include external signals in a physiologically relevant manner to 

challenge the cells and tissues and study their responses to predict the effects of that challenge or 

substance in the body. In MPS, these compounds can be delivered in a wide variety of ways, taking 

advantage of the opportunities in fluid control that microfluidics offer. Using the properties of 

laminar flow, the investigators can choose the regions of the tissue that they want to subject to 

the treatment [106,128] or can use ports or open channels underneath the culture chamber for a 

more localised delivery [133,134,137,138]. More recently, microfluidic devices have been inter-

faced with threads, to transport fluids via capillary action, to achieve localised delivery with high 

throughput and with a significantly reduced cost of fabrication [256].  

All these methods, however, are designed to expose the cells or tissues to pre-set constant 

concentrations of the compounds, with limited spatial or temporal control. In vivo, administered 

substances undergo ADME processes, which entail gradual changing of the pharmacokinetic con-

centration profiles. The concentration dynamics of the substances in the body define the exposure 

duration above the effective or toxic thresholds, which influence the impact of the said substance. 

Constant concentration, thus, do not recreate realistic in vivo situations, and new methods need 

to be developed [257]. Currently, there are two approaches to address this issue: integration of 
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several organs involved in ADME to obtain the pharmacokinetic profile, or using external devices 

that combine precision pumps with temporal modulation of the substances delivered in a single 

organ [258]. Both approaches are complex and difficult to scale for high throughput screenings. 

Other efforts have been focused on the generation of dynamic concentration profiles in microflu-

idic devices without the need for structural amendments. For example, Lohasz et al., 2019 

presented a microfluidic device in which the flow was gravity-driven by simply tilting the device 

and consisted of an asymmetric Y-junction connected to three reservoirs. The repeated tilting 

generated the mixing of the liquids in the reservoirs, gradually changing the substance concen-

tration at the culture site [257]. This approach was also used by Lee et al., but in this case, the 

height of the reservoirs was manipulated to obtain dynamic concentrations [259]. Song et al., 

2018 presented a device able to obtain dynamic chemical gradients to generate multiple spatio-

temporal stimulation profiles [260]. As it can be deduced from all the methods and techniques 

here presented, and the many more that have not been included, that there is a wide range of 

possibilities for the study of specific tissue functions to obtain more precise and accurate systems 

for the determination of drug responses and cellular behaviours and interactions. 

1.4.3 Viability measurements 

As well as methods for the control of the parameters in which the tissues will be interro-

gated, it is equally important to add ways to measure the responses to those challenges and 

conditions. According to a survey conducted by the University of Cambridge to bioscience re-

searchers from academia and the pharmaceutical industry, the most used analytical methods 

employed by biomedical researcher include western blotting, polymerase chain reaction (PCR), 

immunofluorescence microscopy, live-cell imaging, flow cytometry and Enzyme-linked immuno-

sorbent assays (ELISA) [261]. Thus, for a wider application of MPS, the systems should be 

designed to be compatible with these analytical methods or even integrate them. Amongst the 

parameters that could be measured for evaluation of tissue viability and functionality include 

specific metabolites (lactate, albumin, urea via protein or gene expression) along with morpho-

logical changes such as size, shape, motility, or deformation. Most of these measurements are 

done off-chip, from samples taken from the effluents using the methods mentioned above [107]. 

On-chip measurements would be beneficial for the monitoring of the tissue viability and function-

ality in real-time and for long-term experiments. The most used non-invasive, on-chip 

measurement techniques include colorimetric and fluorescent staining. Stains have been used to 

examine cell morphology (e.g. Hematoxylin and eosin), quantify cell viability by counting live and 

dead cells (e.g. Propidium Iodide, Calcein AM, or MTT (3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl-

2H-tetrazolium bromide)), LDH leakage, Adenosine triphosphate (ATP) levels, glycogen content, 

lipid accumulation or even to study hypoxia [55]. Other on-chip measurements more specific to 
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the function of the tissue should be included to study their functionality, to ensure that the cells 

are responding accordingly to the in vivo situation. For example, transepithelial electrical re-

sistance (TEER) measures the impedance across the barrier to characterise the quality of the 

barrier function[262,263] and measurements of the electrical activity using multielectrodes can 

be used to assess the functionality of conductive tissues such as the brain or the heart [129,262]. 

Electrochemical methods are also widely used to detect soluble factors such as glucose, lactate, 

ions, or ROS. Furthermore, Zhang et al., 2017 presented a system to fabricate label-free electro-

chemical immunobiosensors for detection of specific biomarkers (albumin, glutathione S-

transferase α (liver markers) and creatine kinase MB (cardiac marker)). To achieve this, they de-

signed a platform containing gold electrodes that could be functionalised with specific antibodies 

for biomarker binding and detection, and then washed out and regenerated upon saturation of 

the captured antigens for subsequent measurements [264]. Multiplexed assays collecting infor-

mation on multiple parameters and analytes simultaneously can be a powerful technique for 

studying tissues and obtain a great deal of information on dynamic biological processes, along 

with providing more precise diagnostics. Schumacher et al., presented the Fraunhofer ivD-plat-

form (in vitro Diagnostics), a system aiming to establish a lab-on-chip that allows for a wide range 

of common medical assays (for example, hormones, metabolites, drugs, protein, peptides or DNA) 

with a high degree of integration of the sensing and pumping systems, and with potential for se-

rial production. In this design, optical and electrochemical transducers are included for on-site 

analysis in short times [265]. Another promising tool for multianalyte microphysiometry is ion 

mobility-mass spectrometry (IM-MS). Even though this technique is off-chip, it has the potential 

to study complex biological samples at high speed. IM-MS consists of two steps, first, the analytes 

are ionised and separated and then the ions are characterised by their mass using conventional 

mass spectrometry analysis [266]. Low-vacuum, gas-phase electrophoresis can measure molec-

ular cross-sections in micro- or milliseconds, followed by mass spectrometry analysis in 

microseconds, with a high sensitivity, allowing for the detection of thousands of molecular spe-

cies almost in real time. Although promising, IM-MS instrumentation is very expensive (~$1 

million) and still presents challenges such as the need for removal of salts from the medium with-

out affecting the resolution, and the reduction of sample volumes required [267]. 

Most of the current work focuses on the control of one parameter, maintaining the rest con-

stant to study its influence in the tissue survival. New technologies are advancing in the MPS field 

towards a multiple input-multiple output approaches, where numerous actuators and sensors 

are integrated and more complex studies can be performed, which has the promise of impactful 

breakthroughs in the biomedical and pharmaceutical fields. 
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1.5 Oxygen concentration effect in cell culture 

Oxygen is key to life. Since oxygen started being available in the atmosphere, organisms 

have evolved systems to transfer the chemical energy stored in carbon bonds of molecules (such 

as glucose) to the high-energy phosphate bond in ATP, used to power physicochemical reactions 

in living cells. These reactions require the complete oxidation of glucose into CO2 and water via 

oxidative phosphorylation, which uses oxygen as the final electron acceptor. Even though this 

process is much more efficient than glycolysis in terms of energy production, it generates ROS 

that can alter the biochemical or physical properties of macromolecules, which could lead to cell 

dysfunction or death. Therefore, organisms have also evolved cellular metabolic and systemic 

physiological systems to maintain oxygen homeostasis. Hypoxia-inducible factors (HIFs) are mas-

ter regulators of oxygen homeostasis by controlling the delivery and utilisation of oxygen through 

complex, sensitive and cell type-specific transcriptional responses to oxygen availability varia-

tions [268]. Several members of the HIF family have been identified, including HIF-1, HIF-2, and 

HIF-3, with HIF-1 being the most well-known and described in the literature. The main function 

of HIF-1 is the regulation of metabolism. Under well oxygenated conditions, HIF-1 is under a con-

stant and fast turnover. However, under hypoxic conditions, its degradation is inhibited, leading 

to its accumulation and subsequent translocation to the cell nucleus, where it triggers transcrip-

tion of genes involved in adaptive responses, including the control of red blood cell production, 

regulation of angiogenesis, or modulation of the vascular tone. It is also responsible for the tran-

sition from oxidative to glycolytic metabolism. It is believed that this switch is essential for the 

prevention of excess mitochondrial generation of ROS that would otherwise occur due to the re-

duced efficiency of the electron transfer chain when oxygen levels are low. Extensive analysis of 

cultured human cells has revealed that the expression of hundreds of genes increases or de-

creases in response to hypoxia in a HIF-1-dependent manner, showing the pleiotropic effects of 

HIFs. Additionally, HIFs also play important roles in the development of diseases such as coronary 

artery disease, cancer, or obstructive sleep apnoea [268]. 

In mammals, oxygen is absorbed by the lungs, diffuses into the bloodstream in the alveoli 

and is circulated towards all the tissues in the body through the vascular network. Under normal 

conditions, each millilitre of blood carries about 0.2 mL of oxygen. In arterial blood, about 98% of 

this oxygen is reversibly bound to haemoglobin with the remaining 2% in a dissolved form [269]. 

The microvasculature provides rapid and locally optimised oxygen supply depending on the met-

abolic needs and functional status of each organ. This oxygen requirement ranges widely across 

different tissues in the body and pathological states. For example, the partial pressure of oxygen 

in arterial blood is 14% and in venous blood, 5% [270]; the average value in brain tissue is 4.5%, 

in the lungs is 5.6%, and in the kidneys 9.5% [271]. These values are altered in disease states, for 



48 

 

example, in brain tumours the partial oxygen pressure drops to 1.7%, in lung cancers to 2.2% and 

in renal cancer to 1.3% [272]. Despite oxygen being such a critical and tightly regulated parame-

ter for both, healthy and pathological conditions, traditional in vitro cultures are performed at 

95% air (79% N2/21% O2), supplemented with 5% CO2. These conditions do not represent the 

physiological oxygen tension of the organs or the distinct microenvironments that define normal 

and diseased tissue phenotypes. This could have an impact on cell metabolism, ROS production, 

mitochondrial function, or even cell differentiation [142].  

Cells are constantly sensing and responding to stimulation from their surroundings. 

Therefore, due to the regular culture conditions previously described, in vivo cellular functions 

and responses are lost or modified in conventional dish-based cell cultures, limiting their predic-

tive capability and skewing research results. For instance, it has been noted that endothelial cells 

align and elongate in the presence of shear stress, and several other cell types change their mor-

phology when experiencing substrate changes. Mimicking as closely as possible the physiological 

conditions is crucial to obtain accurate responses. Already in 1977, Packer and Fuehr found that 

low oxygen concentrations extended the lifespan of cultured human diploid cells [273]. It has also 

been reported that adipose tissue-derived stromal cells retain their natural phenotype when the 

oxygen levels of their physiological niche are maintained. Similarly, the quality of pluripotent 

stem cells is significantly improved when these cells are grown in an atmosphere ranging be-

tween 1 and 10% O2 (commonly consider as hypoxic concentrations) -which is being exploited 

by in vitro fertilisation laboratories. Thus, it is important to determine and replicate the physio-

logical oxygen levels in each tissue for their study in vitro. In conventional cultureware, adherent 

cells are cultured in a monolayer at the bottom of well plates. Thus, the only way for oxygen to 

reach the cells is by diffusion through the medium overlay. The speed of oxygen delivery is deter-

mined by the oxygen solubility, diffusion coefficient, medium overlay height, surface area, and the 

partial pressure of oxygen above the medium. If the consumption rate exceeds the oxygen deliv-

ery speed, the oxygen pressure in the cells (pericellular) would eventually equilibrate at a hypoxic 

value. Currently, there is no standardisation of the volume of media supplied to the cells or the 

attention given to the differences in oxygen demand of different cell types. There is also a discrep-

ancy in the terminology and units used, which makes it difficult to compare the results of 

published material on in vitro hypoxia studies. For example, the terms normoxia, hypoxia and 

hyperoxia are somewhat arbitrary, as they refer to the composition of the headspace gas and not 

the actual pericellular microenvironment [274]. 

As mentioned previously (section 1.4.1.1), traditional methods for the study of tissue be-

haviour at low oxygen concentrations rely on hypoxia workstations and hypoxic chambers, which 

do not allow for spatial control in the microscale or rapid changes in the oxygen concentrations. 
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To avoid the limitation of sparse oxygen delivery, culture dishes with gas-permeable bottoms 

have been made available. In these devices, oxygen is delivered through the membrane, which 

allows to regulate the pericellular oxygen levels more closely with faster equilibration times 

[275]. Others have reported the use of hypoxia mimetic agents instead of controlling the oxygen 

availability: hypoxic conditions are simulated by increasing the availability of HIF-1, for example, 

through the addition of compounds, such as cobalt chloride, that compete with the iron ions nec-

essary for the enzymatic activity of the prolyl hydroxylases (PHDs), which are crucial for 

degrading HIF-1 [276]. A different method to control gaseous microenvironments relies on purg-

ing or directly bubbling the gases in the culture medium, although these require large volumes of 

gas supply and sophisticated instruments with precise gas controllers [277]. Some published 

works have added chemicals into the growth medium such sodium sulphite, but this could alter 

the composition of the medium and affect cellular responses [278]. 

Thus, conventional methods do not provide the capability of controlling the gaseous mi-

croenvironments in the spatial and temporal domains. In this context, microfluidic technologies 

arise as an interesting alternative to overcome these challenges, as they enable the precise control 

of the oxygen microenvironment. Because microfluidic systems are characterised by low Rec 

(>2,300) [279], no turbulent flow is present to enhance mixing within the system, and so the 

transport of diffusive species occurs solely by diffusion as described by the Fick’s Law: 

 𝑥2 = 2𝐷𝑡 
( 1.2) 

where D is the diffusion constant. The diffusion time (t) depends on the square of the 

mean displacement. Therefore, diffusion in the microscales is much faster than on the macroscale. 

The predictability of the behaviour allows for the design of bespoke devices suited for mimicking 

the complex and intricate physiological situation. 

Some reports controlled the oxygen concentration by flushing gas with known oxygen 

concentrations through microchannels near the cell culture chambers. Prof Eddington’s group at 

the University of Illinois cultured cells exposed to normoxia and hypoxia within the same cham-

ber, which allowed for crosstalk between cells exposed to different oxygen levels. They looked at 

the expression of HIF-1α and examined the metabolic profiles of hypoxic cells with normoxic 

neighbours and found that these are similar to the ones observed for cells exposed to homoge-

nous hypoxia [144,280]. These results suggest that cells trigger hypoxic responses if 

neighbouring cells are under hypoxic conditions, even if they are not themselves (hyperoxia). 

They observed that HIF-1α (a subunit of HIF-1) was activated only when the oxygen concentra-

tion was below 2.5%, whereas HIF-2α was seen throughout the entire spatial gradient [144]. This 

is an important finding in the differentiation of the roles of HIF-1 and HIF-2. Funamoto et al., 2012 
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used a similar approach to study the migration of cancer cells under normoxic and hypoxic con-

ditions. Hypoxia is known to promote metastasis of certain tumour cell types and enhances their 

invasive potential. With their design, they were able to image in real time the behaviour of cancel 

cells under oxygen gradients. By monitoring the migration trajectories of individual cells, they 

observed that the net displacement and total path length increased upon culture under hypoxic 

conditions. They also noticed that the speed of migration increased 1.5-fold [222]. 

Similarly, oxygen gradients have been achieved by generating oxygen chemical sinks by 

which a chemical reaction takes place and absorbs the oxygen of the surroundings through a gas-

permeable membrane. In this way, they were able to generate gradients by either controlling the 

concentration of the reagents [224], or the position of the scavenging channel with respect to the 

cell culture chambers [146,253]. Li et al., 2016 developed a device that consisted of multiple cell 

chambers, each subjected to a specific oxygen concentration. They studied the cytotoxicity of two 

oxygen-sensitive, anti-tumour drugs (tirapazamine (TPZ) and cisplatin). Their results showed a 

higher resistance to TPZ than to cisplatin at 21% oxygen tension, and the opposite happened with 

oxygen at ~4%, evidencing the important role of oxygen in the efficacy of the treatments [224]. 

Chang et al., 2014 developed a microfluidic device able to generate two perpendicular gradients: 

one chemical and one gaseous (Figure 1.19). With this system, they studied the cell viability under 

combinations of TPZ and oxygen gradients, and also the migration of the cells under combinations 

of a chemokine (stromal cell-derived factor (SDF-1α)) and oxygen gradient. In the presence of no 

gradient, the cells migrated randomly without specific direction. When only the SDF-1α gradient 

was applied, the cells tended to migrate towards the higher chemokine concentrations and when 

only the oxygen gradient was applied, the cells migrated towards the low oxygen tension side. 

When both gradients were present simultaneously, the cells moved towards the low oxygen side, 

without significant movement towards the higher chemokine concentration side, suggesting that 

oxygen may play a more important role in guiding cell migration than SDF-1α [253]. 
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Figure 1.19: Dual-gradient generator device. Cells can be subjected simulatenously to multiple conditions. On 
the right, the cell migration of cancer cells under static conditions, a single gradient or a combination gradient. 
From [253]. 

Microfluidic methods to control gaseous microenvironments can also be applied to more 

complex models such as spheroids or the intestine-on-chip developed at the Wyss Institute. This 

group presented a platform able to control oxygen concentrations spatiotemporally and monitor 

tumour spheroid responses via microscopy in long-term. Their device consisted of a C-shaped 

hydrodynamic trap surrounded by hydration and gas control channels. They were able to observe 

that spheroids swell and shrink in response to time-varying oxygen profiles. Their results also 

showed that the uptake of an anticancer agent (doxorubicin) was higher under cycling hypoxia 

than in chronic hypoxia [281]. Jalili-Firoozinezhad et al., 2019 integrated the well-known dual 

channel organ-on-chip lined with Caco-2 intestinal epithelial cells into an anaerobic chamber. 

They flushed the anaerobic chamber continuously with 5% CO2 in nitrogen gas to maintain the 

low oxygen levels within the upper chamber (epithelium side). Oxygen diffused through the gas-

permeable membrane from the oxygenated medium flowing in the lower chamber (endothelium 

side) (Figure 1.20). Compared to aerobic co-culture conditions, the hypoxia gradient increased 

the intestinal barrier function, and maintained a physiologically relevant level of microbial diver-

sity [282]. 
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Figure 1.20:  Human gut microbiome  cultured in an anaerobic intestine-on-chip. On the top, the anaerobic 
chamber containing the devices and a cross-sectional view depiction of the chip setup. On the bottom, the 
modified chip with integrated oxygen sensors and the apparent permeability  of the intestinal barrier under 
aerobic and anaerobic conditions [282].   
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1.6 Summary 

Biomedical, pharmaceutical, and clinical research make use of in vitro models to study the 

human body in both physiological and pathological states, in order to gain insight into the func-

tions, mechanisms, and interactions, and apply that knowledge to develop new drugs and 

therapies to improve our quality of life. Animal and human models provide holistic, systemic in-

formation but due to the complexity of the models, it is difficult to separate and elucidate all the 

factors involved and their individual roles. There are also ethical concerns around experimenta-

tion with humans and animals. Most countries have strict regulations for their use, which limits 

their availability and increases their cost [283]. 

In vitro models are simplified versions of tissues or organs-aiming to recapitulate a par-

ticular function or condition. The models are built using immortalised cell lines, primary cells or 

iPSCs arranged in two or three dimensions to obtain varying levels of fidelity and mimic the in 

vivo situation as closely as possible to obtain physiologically relevant information. They allow for 

large tests and screenings with high throughput. In vitro models have played a key role in the 

progress of life sciences in the last century. However, there is still a gap in the translation between 

in vitro and in vivo, as there is a lack of accuracy of the predicted responses. 

With the advent of microfluidics, new in vitro models have emerged, holding promise to 

help overcome the current challenges. This technology allows for the organisation of the cells in 

in vivo-like architectures, under continuous perfusion, providing nutrients and removing cellular 

waste products, mimicking the role of the blood in the body. They also provide means for a tighter 

control of the microenvironment, and for multiple technologies to be integrated to monitor the 

culture conditions as well as the health and cellular responses. 

An additional step in the quest for more representative in vitro models involves the use 

of whole tissue samples such as biopsies or PCTS. Culturing these samples within a microfluidic 

device would provide higher fidelity as the cell diversity, ECM and the tissue architectures are 

preserved, thus maintaining the in vivo phenotypes and responses. The increase in the complexity 

of the model also comes with more technological challenges, in particular, how to keep the sam-

ples viable and functional ex vivo for long enough to obtain the desired information. 
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Thus far, no MPS has been fully integrated in the biomedical or pharmaceutical fields. 

There still exists a need for technologies that fill the gap between the in vitro and in vivo situations. 

Tissue slices and biopsies have the potential to be the missing link. However, it is essential to 

obtain a better understanding of the behaviour of these models in vitro in order to maintain the 

samples viable for longer periods. 

The main challenge facing the culture of tissue explants is the lack of functioning vascular 

network providing adequate nutrient delivery, gas supply and waste removal. Any platform aim-

ing to culture samples for long-term will need to fulfil these requirements to ensure correct 

supply to the inner core of the samples. Other challenges involve the loss of physiological context 

of the tissue when extracted from the body. Mechanical stresses, chemical gradients, and other 

inherent stimuli such as growth factors, hormones and their fluctuations over time will need to 

be provided artificially.  

The purpose of this project is to address the current limitations on the maintenance of 

tissue viability and functionality in vitro: to improve and prolong the viability and functionality of 

live tissues, to better understand the limiting factors that govern their survival and optimising 

the culture conditions to maintain the tissue. In the literature, samples are typically cultured un-

der high-oxygen atmospheres to enhance oxygenation of the tissue, or in devices open to the 

atmospheric air. However, it is known that the oxygen tension within the body tissues is lower 

than those values and varies from organ to organ and from healthy to diseased states. This work 

will focus on the study of the influence of the oxygen tension in the survival of cells. This project 

will aim to: 

1. Design, develop and optimise a new platform able to generate, control and monitor multiple 

oxygen concentrations within microfluidic tissue culture chambers. Including:  

1.1. Development of a microfluidic device to host tissue samples. 

1.2. An oxygen detector to monitor the oxygen levels during culture. 

1.3. An oxygen gradient generator to obtain several oxygen concentrations simultaneously 

without the need of bulky and expensive equipment. 

2. Adapt and optimise the previously designed system for the culture of cells, subject them to an 

oxygen gradient and monitor their responses. Including: 

2.1. Preparation of cleaning, priming, seeding and culture protocols. 

2.2. Methods to assess the viability and functionality on-chip.  

2.3. Provide the adequate perfusion to the samples. 

2.4. Monitor the evolution of the cells in the device, and their ability to respond to changes in 

the oxygen levels.  
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The overall aim of this PhD is to develop a device that can maintain tissue viability and func-

tionality long-term (generally, over 24 h is considered long-term [98,284]), and to study the 

effects of variations in the microenvironmental conditions and exposures to different compounds.  

The focus has been on the survival of cells and tissue in different oxygen tensions. Oxygen is a 

basic component of the microenvironment for cells. However, most in vitro cultures are per-

formed under conditions that oversupply O2, and not representative of the endogenous oxygen 

tension of cells in the body. Thus, the first step of this project was to develop a method to measure 

oxygen concentrations and to design and fabricate a system able to control the oxygen in which 

tissue is cultured, in order to assess the effects of these concentrations on the survival of the sam-

ples. 

3.1 Oxygen sensing  

As explained in Section 1.4.1.1, there are many available methods for the sensing and 

monitoring of the dissolved oxygen (DO) concentration. Optical methods offer many advantages 

such as non-invasiveness, high sensitivity, ease of miniaturisation and integration, and the fact 

that they do not consume oxygen for the measurements. Therefore, it was decided for this project 

to use an oxygen-sensitive fluorescent dye. Fluorescent probes are based on the quenching of the 

fluorescence intensity of the indicator. The process involves the dynamic collision between mo-

lecular oxygen and the excited probe (the dye in this case), and the transfer of energy between 

them (Figure 3.1). Collisional quenching is a photophysical process, not photochemical. This 

means that the process is fully reversible, and it does not alter the optical properties of the probe 

[226]. The relationship between the intensity of the fluorescence and the oxygen concentration 

is established by the Stern-Volmer equation (below) and illustrated in Figure 3.2. 

 
𝐼0
𝐼
= 1 + 𝐾𝑆𝑉 ∙ [𝑂2] 

Eq. (3.1) 

Where I0 is the intensity when the oxygen concentration is zero (no quencher present), I 

is the measured intensity at a given concentration, and KSV is the quenching constant. 
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Figure 3.1: Depiction of the quenching of a fluorophore by dynamic collision. The light source excites the oxygen 
sensor to emit fluorescence. If the sensor encounters an oxygen molecule (blue circle), the excess energy 
transferred to this molecule is a non-radiative transfer, decreasing or quenching the fluorescence signal. The 
degree of quenching correlates to the oxygen partial pressure of the analyte. Adapted from:  
https://www.presens.de/knowledge/basics/detail/measurement-principle-of-chemical-optical-sensors-901 
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Figure 3.2: Example of a fluorescence intensity response (left axis) and its corresponding Stern-Volmer plot 
(right axis). The ideal optical oxygen sensor based on quenching has a linear Stern-Volmer plot with the oxygen 
concentration. The fluorescence decreases exponentially with the oxygen tension. 100% dissolved oxygen here 
is defined as the saturation concentration of oxygen in the liquid when equilibrated with atmospheric air. 

Two of the most common oxygen-sensitive probes are ruthenium-based dyes and metal-

loporphyrins. The first have a broad absorption band in the blue region and a large Stokes shift, 

whilst the latter are characterised by good chemical stability, long fluorescence lifetimes, higher 

sensitivity to oxygen, and are less sensitive to temperature.  Specifically for this work. A ruthe-

nium based dye called tris(2,2′-bipyridyl) dichlororuthenium(II) hexahydrate (Ru(BPY)3) and a 

porphyrin-based dye called palladium(II) meso-tetra(pentafluorophenyl)porphyrin (PdTFPP) 

https://www.presens.de/knowledge/basics/detail/measurement-principle-of-chemical-optical-sensors-901
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were selected. Ru(BPY)3 is water-soluble and exhibits good photostability while PdTFPP is not 

soluble in water, only in volatile solvents such as toluene or chloroform. However, they are both 

highly stable in polymers such as polystyrene or PDMS and are well suited for long-term contin-

uous monitoring of oxygen. They present strong absorptions at the Soret bands (intense peak in 

the blue wavelength) and a large Stokes shift [226].  

For the intensity characterisation of the dyes (maximum and minimum intensity corre-

sponding to 0% and 100% DO, respectively) Ru(BPY)3 was dissolved in phosphate buffered saline 

(PBS) at varying concentrations, and left open to equilibrate with the atmospheric air (100% DO) 

or mixed with sodium sulphite in excess to absorb the oxygen (0% DO). The PdTFPP dye was 

diluted in chloroform at 1 mg/mL then, PDMS prepolymer was added (PDMS dissolves in chloro-

form) at 1:1, 1:2, 1:5 and 1:10 ratios (mL dye solution:g prepolymer)., and the mixture was 

magnetically stirred for 1 h to mix the components and allow the solvent to evaporate, forming a 

homogeneous mixture. Next, the correct amount of curing agent (10:1 ratio to the amount of pre-

polymer added) was added and mixed manually. The mixture was degassed before it was 

deposited on the well plates and left to bake for 1 hour at 60℃.  The 100% and 0% DO solutions 

prepared as previously mentioned were added on top of the cured sensors. A spectral scan was 

carried out for the two dyes in both oxygen concentrations using a Multimodal Microplate Reader 

(Clariostar Plus, BMG LABTECH). Figure 3.3 shows a comparison between the dyes. PdTFPP has 

a much sharper and narrower emission band, which facilitates the filtering of the wavelengths, 

and also shows a much larger difference in intensity between the 0% and 100% DO intensities, 

indicating the significantly higher sensitivity to oxygen levels of the PdTFPP dye. Figure 3.4 shows 

the relationship between the Stern-Volmer constant and the dye concentration. The value of the 

Stern-Volmer constant is a measure of the resolution of the dye (the higher the value, the better 

the resolution), as it is measuring the ratio between the maximum and minimum intensities. The 

low KSV values obtained for Ru(BPY)3 indicate a small difference between the 0% and 100% in-

tensities. On the other hand, PdTFPP has a KSV one order of magnitude bigger, which agrees with 

the results in Figure 3.3. For subsequent experiments, the concentrations with the highest KSV 

were selected, which corresponded to 5 mg/mL for Ru(BPY)3 and 1:1 ratio for PdTFPP. 
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Figure 3.3: Normalised intensities of the excited dyes. Emission for Ru(BPY)3 was set at 440 nm and 400 nm for 
PdTFPP. Continuous lines represent the 0% DO condition and the dashed lines the 100% DO. Values normalised 
to the maximum measured intensity for each dye for direct comparison. 

0 1 2 3 4 5 6
0.0

0.5

1.0

1.5

2.0

Dye concentration (mg/mL)

K
sv

 [
m

M
-1

]

Ru(BPY)3

0.00 0.25 0.50 0.75 1.00
0

10

20

30

Dye ratio

K
sv

 [
m

M
-1

]

PdTFPP

 
Figure 3.4: Comparison of the Stern-Volmer constants for the ruthenium-based and metalloporphyrin dyes for 
increasing indicator concentrations. 

These oxygen-sensitive dyes cannot be used during cell culture given their toxic effects in 

the living cells, which limits the use of the ruthenium-based dye. For direct comparison with the 

porphyrin dye, the ruthenium-based dye was embedded in PDMS following the protocol ex-

plained above. However, the poor solubility of the ruthenium-based dye in the PDMS polymer 

was an issue and thus it was discarded in later experiments. Figure 3.5 shows a comparison be-

tween Ru(BPY)3 (left) and PdTFPP (right) embedded in a PDMS membrane. It can be observed 

how the ruthenium-based dye clusters due to its poor solubility whereas the porphyrin-embed-

ded membrane showed a homogeneous intensity.  
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Figure 3.5: Oxygen-sensitive probes embedded in PDMS membrane 200 um thick. a) Ruthenium-based dye 
(Ru(BPY)3), b) Palladium porphyin dye (PdTFPP) at the same dye concentration and following identical 
fabrication processes for direct comparison. Tile laser scan microscope images of the dye-embedded membranes 
immersed in oxygen depleted solutions. Images representative of triplicates for each dye. Scale bars represent 
1 mm. 
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3.2 Device design and fabrication 

The device consists of a culture chamber, the size of a 24-well cell culture plate well (ø16 

mm), to hold the tissues, irrigated continuously with fresh media to provide a constant flux of 

nutrients and removal of cellular waste products. Figure 3.6 shows a conceptual representation 

of the device. To obtain the desired oxygen concentration, a chemical sink needs to be integrated 

(in blue). This sink consists of a chemical reaction that consumes oxygen. The reaction would be 

spatially confined, driving the reacting chemicals in close proximity to the flowing medium that 

irrigates the sample, and separating the reagents from the medium with a gas-permeable mem-

brane to avoid contact of toxic substances with the tissues. Oxygen diffuses from the medium 

(red), through the membrane and into the reaction (blue). By controlling the flow rate of the 

chemicals and the medium, as well as the concentration of the oxygen-scavenging chemicals, a 

specific oxygen concentration should be obtained. The device would also incorporate an optically 

transparent lid to access the tissue for optical imaging.  

 
Figure 3.6: Conceptual depiction of the functioning of the prototype. The chemicals introduced in the blue 
channel react and absorb the oxygen from the medium flowing underneath in the red channel before it reaches 
the culture chamber where the tissue sits. 

3.2.1 Design parameters 

As previously mentioned, the oxygen concentration is controlled through a chemical sink 

in the microfluidic device. The oxygen sink is generated through a chemical reaction in a channel 

which is above the channel though which the medium flows to the sample. Over time both flows 

are in contact, and the reaction absorbs the oxygen from the medium before reaching the tissue 

(highlighted box in Figure 3.7). There are several factors that may influence the efficiency of the 

removal of oxygen from the medium: the channel geometry, the flow rates of the reagents and the 

medium, the material of the gas-permeable membrane and its thickness.  
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Figure 3.7: Detail of the diffusion of the oxygen from the medium channel to the scavenging reaction through 
the gas-permeable membrane. 

Oxygen scavenging is achieved by exploiting the reduction of an organic compound, py-

rogallol. Pyrogallol is a polyphenol compound, containing three hydroxyl groups, which are 

strong activators of aromatic systems. This turns the molecule very reactive, making pyrogallol 

an efficient free radical scavenger [285]. When in an alkaline solution, pyrogallol absorbs oxygen 

rapidly and changes colour from a colourless solution to brown (Figure 3.8). In these experi-

ments, sodium hydroxide is mixed with the pyrogallol to catalyse the reaction. Given the speed of 

this reaction, the reagents are added into the device separately and mixed using a serpentine 

channel before reaching the region in contact with the medium, from where the oxygen is ab-

sorbed. This technique has been widely used in the literature [223,224,253].  

 
Figure 3.8: Reaction sequence of pyrogallol oxidation and its products [286]. 

Once in the device, the chemicals are mixed together in a serpentine mixing channel. The 

length of this channel was studied to ensure complete mixing before reaching the chamber where 

the oxygen diffusion takes place. A COMSOL simulation was carried out for this purpose. The 

three-dimensional model included two channels coming together in a Y junction followed by a 25  
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mm long serpentine channel (square channel, 250 µm-side) (Figure 3.9). A constant con-

centration boundary condition was applied to the inlets, one of the inlets with a concentration of 

100% (representing the original pyrogallol concentration) and the second one with a concentra-

tion of 0% (representing the NaOH inlet). Measurements of the concentration were taken on each 

side of the channel at 1, 5, 10 and 20 mm from the junction (point A, B, C and D respectively in 

Figure 3.9). The mixing efficiency was calculated as: 

 𝑚𝑖𝑥𝑖𝑛𝑔 % =
1 − (𝐶𝑅 − 𝐶𝐿)

𝐶𝑚𝑎𝑥 − 𝐶𝑚𝑖𝑛
 Eq. (3.2) 

where CR and CL are the concentrations on the right and left side of the channel respec-

tively at the measurement point, and Cmax and Cmin are the maximum and minimum concentration 

(i.e., the concentrations in the inlets). The results showed that a length of at least 20 mm was 

required to ensure complete mixing for any of the flow rates simulated. Based on this, a serpen-

tine channel length of 25 mm was decided. 

 
Figure 3.9: Detail of the mixing serpentine channel. The points A-D are cross-sectional cuts at different lengths 
of the channel where the degree of mixing is assessed (right). Below, simulation of the mixing between two fluid 
streams in the serpentine channel. The chemicals are mixed by diffusion, thus the mixing is more efficient for 
longer channels and slower flow rates that increase the time the fluid streams are flowing next to each other. 
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To study the effects of all the parameters on the oxygen diffusion and ensure that the 

equilibrium with the desired oxygen tension was achieved before the media reached the tissue, a 

finite element analysis was conducted using COMSOL Multiphysics 5.4 software and the Péclet 

number (Pe) used to estimate the efficiency of the diffusion. The Pe is the ratio of convective trans-

fer of species in the axial direction to the diffusive flux within the channel. To compare the Pe for 

the different geometries used in the simulations, the factor α was introduced and defined as the 

geometric aspect ratio (L/H). The resulting expression is: 

 
𝑃𝑒
𝛼⁄ =

𝑢 ∙ 𝐻2

𝐷 ∙ 𝐿
 

Eq. (3.3) 

Where u is the velocity (m/s), H is the height (m), L is the length (m) of the channel and D 

is the diffusion coefficient (m2/s). For these simulations, a three-dimensional model of two 

straight microfluidic channels separated by a PDMS slab was constructed, and the convection-

diffusion equation was solved numerically. A chemical reaction was simulated in the domain of 

the scavenging channel. Assuming a reaction order of 1 for both components (pyrogallol and ox-

ygen), the reaction rate constant was set at 5.4x103 mol-1·m3·s-1 [287]. The width and height of 

the channel were maintained constant, varying only the length of the channel and the flow rate. 

The results of the simulations showed a direct relationship between the dissolved oxygen tension 

at the end of the channel and the Pe/α number (Figure 3.10). To ensure a complete removal of 

dissolved oxygen (below 1%), the Pe/α number should be below 0.1. Taking into account that the 

only parameters modified during these simulations are the velocity of the fluid and the length of 

the channel, the height and the diffusion coefficient are constant. This simplification reduces the 

Pe/α number to u/L, i.e., the inverse of residence time, or the time that the medium and the oxygen 

scavenging reaction are in contact (through the membrane). Thus, a Pe/ α number of 0.1 can be 

translated into a residence time of 3.5 minutes for this channel geometry, that is, the design of the 

channel, along with the flow rate of the medium have to ensure that the time the medium is in 

contact with the oxygen scavenging reaction is at least 3.5 minutes. 
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Figure 3.10: COMSOL simulation of the percentage of dissolved oxygen (100% is the equilibrium with the 
atmospheric air) at varying Pe/α and residence times. The dissolved oxygen concentration diminishes with 
decreasing Pe/α number and increasing residence times. 

As a first approximation, the channel in which the oxygen diffusion takes place was de-

signed as a 2 mm wide channel (Device v1.1; Figure 3.11a). COMSOL simulations were ran for 

lengths of 1, 2, 5 and 10 mm and flow rates of 0.5, 1, 5 and 10 µL/min. The simulation results in 

Figure 3.11b showed that at high flow rates (5 and 10 µL/min) the reaction did not have enough 

time to remove all the oxygen and longer channels would be required, which would increase the 

devices footprint. For the slower flow rates, a minimum length of 5 mm was needed to remove all 

the oxygen. 

 

 
Figure 3.11: a) Detail of the gas interchange channe (Device v1.1)l. b) simulation of the dissolved oxygen 
concentration plotted against varying lengths of the channel in the highlighted box at different flow rates. The 
amount of oxygen that diffuses through the membrane is proportional to the residence time, i.e., increases 
directly proportional to the channel lengths and inversely proportional to the flow rate. 

To reduce said footprint while maintaining or increasing the residence time, two other 

designs were proposed. The first design substituted the long channel with a small chamber 5 mm 

wide and 6 mm long to reduce the velocity of the fluids and increase the residence time (Device 
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v1.2; Figure 3.12a), while the second design included a serpentine channel, maintaining the fluid 

velocity but increasing the length of the channel and therefore the residence time (Device v1.3; 

Figure 3.12b). The simulations were repeated for these designs to compare the oxygen diffusion 

at the end of the diffusion region. The results for both designs were very similar, with a reduction 

of the residence time from 7 to 5 minutes for the small chamber and the serpentine channel de-

signs (Figure 3.13). These results did not show a clear difference in the performance of these two 

designs and the small chamber design was decided due to its easiness of fabrication and assembly. 

 

 
Figure 3.12: Detail of the 3D models of the gas interchange regions. In a) a small chamber (Device v1.2), and in 
b) a serpentine channe (Device v1.3).  
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Figure 3.13: COMSOL simulation comparing the amount of dissolved oxygen diffused from the medium to the 
scavenging channel between different designs, including a long, straight channel, a small chamber, and a 
serpentine channel according to the Pe/α number (a) or the residence time (b). 

These designs presented several issues. Due to the size of the culture chamber, compara-

tively large to the rest of the features of the design, any changes in the desired oxygen 

concentration within the culture chamber were very slow. This is due to the need of the new me-

dium at the newly established oxygen tension to push the medium already present in the chamber 

at the previous oxygen tension (Figure 3.14). According to this simulation, the large chamber and 

the slow flow rate led to a refresh time above 150 min. Additionally, the design was not optimised 

for access to the tissue, and the height of the chamber was greater than the height of the fluidic 

layer. This resulted in a space between the top surface of the fluid in the chamber and the top 

surface of said chamber, which was filled with air, making it difficult to remove the oxygen. The 

design also had flaws in the fabrication and assembly process (discussed later). The rate of suc-

cessful devices with no leaks was very low, and only one of the 15+ fabricated devices was able 

to run without leaks for 24 hours.  
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Figure 3.14: COMSOL simulation of the time for the chambers to change completely the oxygen concentration. 
For this simulation, laminar flow was assumed and the medium with the new concentration pushed away the 
old medium without mixing. 

Thus, a new design was proposed, in which the whole system was fabricated in PDMS with 

top and bottom substrates made of glass to reduce the oxygen diffusion into the system. In this 

new design (Device v2) depicted in Figure 3.15a, the oxygen sink was placed right underneath 

the chamber holding the tissue. In this new design, the area of contact between the medium and 

the scavenging reaction was much larger (800 mm2 vs 30 mm2), and the diffusion of the oxygen 

was, consequently, faster. An array of microposts was included in the design of the oxygen sink 

layer to hold the PDMS membrane separating the fluids and avoiding the collapse of the chamber. 

The designs of the tissue chamber and the mixing channel were maintained. A COMSOL simula-

tion was carried out under the same conditions to compare the diffusion time between the 

previous designs and the new one (Figure 3.15b) 
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Figure 3.15: a)Depiction of Device v2. The oxygen scavenging reaction (blue) takes place directly underneath 
the tissue chamber. The “holes” in the bottom layer represent the microposts that hold the PDMS membrane 
separating the fluidic layers to avoid the collapse of the bottom chamber. b) COMSOL simulation comparing the 
simulated time required to remove all the oxygen from the chamber using the new design (red) compared to 
the previous designs. 

Given that the oxygen was now removed from the chamber holding the tissue, the 

generation of an oxygen gradient within the chamber arose as a concern, both in the direction of 

the flow and in the direction perpendicular to it. A three-dimensional model of the system was 

created and COMSOL simulations carried out, varying the flow rate of the medium and measuring 

the oxygen tension at different points of the tissue chamber (Figure 3.16). For flow rates over 1 

µL/min a gradient in both directions was generated, with higher concentrations of oxygen at the 

entrance and at the centre of the chamber. Thus, a flow rate of 1 µL/min was used for the 

subsequent experiments. 
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Figure 3.16: a) Simulations of the oxygen concentration distribution for increasing flow rates. B) shows the 
oxygen tensions simulated along the direction of the flow (line A-A’) and c) along the direction perpendicular 
to the flow (line B-B’). 
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3.2.2 Fabrication and assembly 

The aim of this device is to control and maintain a certain oxygen concentration. Thus, the 

material chosen for the fabrication of the devices was polymethylmethacrylate (PMMA), which is 

known to be gas-impermeable (PMMA oxygen diffusion coefficient is 4.3x10-12 m2/s [288]). The 

device consists of multiple layers, designed using AutoCAD and fabricated from PMMA of different 

thicknesses by laser cutting (Epilog Laser). The layers of Device v1.2 are depicted in Figure 3.17. 

  
Figure 3.17: Exploded view and description of the layers for the device (Device v1.2). 

The connector layer consisted of two layers of 5 mm and 1 mm thick PMMA respectively. 

The holes in the top layer (ø5 mm) were tapped to fit ¼”-28 threaded connectors (Kinesis Ltd) 

before being bonded to the 1 mm-thick layer by solvent vapour exposure [289]. For this process, 

200 mL of pure chloroform (ACROS Organics™) was poured into a glass Petri dish (ø16 mm). A 

platform was fabricated to hold the PMMA pieces approximately 1 cm above the surface of the 

solvent, and the Petri dish was covered so that the vapour would evenly impregnate the surfaces 

that were to be bonded. The pieces were exposed for 45 minutes, before bringing them together 

and aligning them manually. Subsequently, the assembly was placed in a multipress (LPKF Mul-

tipress S) with a pre-press force of 80 N/cm2 at 70°C for 30 minutes, and a press force of 160 

N/cm2 at 80°C for another 30 minutes. The fluidic layers were fabricated from 0.25 mm thick 

PMMA and machined by laser cutting. Prior to cutting, the PMMA films were laminated on both 

sides with 50 µm-thick double-sided adhesive tape (467 200MP, 3M). The PDMS membrane was 

fabricated by mixing PDMS precursor with curing agent with a ratio 10:1, degassed under vacuum 

for 30 minutes and spin-coated on a wafer for 60 seconds at 700 RPM. The membrane was then 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Exploded view and description of the layers comforming the device. 

Top connector layer 

5 mm PMMA 

Bottom connector layer 

1 mm PMMA 

Oxygen sink layer 

0.25 mm PMMA 

Oxygen-permeable membrane  

0.1 mm PDMS 

Tissue chamber layer 

0.25 mm PMMA 

Bottom substrate 

1 mm PMMA 
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baked for 1 h at 60°C for curing. Once the separated elements were fabricated, they were assem-

bled as follows: first, the bottom fluidic layer was bonded to the PDMS membrane while this one 

was still on the wafer. The PDMS membrane was cut to fit the design and peeled off the wafer. 

The second fluidic layer was then bonded with double-sided tape. Finally, the assembly was 

bonded to the substrate followed by the connector layers. The assembled device was placed in 

the oven at 60°C with a 1 kg weight. 

The new system (Device v2) was designed using AutoCAD software and it was decided to 

fabricate the fluidic layers in PDMS, with top and bottom substrates made of glass (Figure 3.18). 

PDMS is easier to manufacture, allowing for strong bonds between the fluidic layers and the mem-

brane, reducing the time of fabrication, difficulty, and improving the success rate. However, it is 

permeable to oxygen (PDMS oxygen diffusion coefficient is 3.55x10-9 m2/s [145]). The PDMS lay-

ers were sandwiched between glass slides to reduce the oxygen diffusion.  

 
Figure 3.18: Explosion view of the layers composing the device (Device v2). 

The top glass layer contained the inlets and outlets and the lid, machined using multiple 

passes on the laser cutter using the raster function. The PDMS channels were obtained from rep-

lica moulds manufactured by 3D printing. To fabricate the PDMS layers, the mixture of PDMS 

precursor and curing agent at a 10:1 ratio was degassed for 30 minutes, poured into the moulds, 

and degassed again for 10 minutes under vacuum. Subsequently, the excess of polymer was re-

moved, the surface levelled, and a weight added on top to obtain the desired height in the layer 

(1 mm). The moulds were baked for 2 hours at 60°C. The PDMS membrane was obtained as de-

scribed above. For the assembly of the layers, oxygen plasma bonding was used. First, the bottom 

fluidic layer was bonded to the membrane still on the wafer. The assembly was then peeled from 
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1 mm glass 
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the wafer and bonded to the top fluidic layer. The assembly was then bonded to the bottom sub-

strate and finally to the top glass layer (excluding the lid). The lid had the aim of facilitating the 

access to the tissue chamber for introducing and removing the tissue samples.  

Due to the presence of leaks in the chamber lid, as well as the tubing channel interfaces, a 

holding platform was designed to host the device and provide the lid with access to the tissue 

chamber at the same time as sealing the chamber and connections (Device holder v1; Figure 3.19). 

This platform was designed in AutoCAD and fabricated in PMMA using a laser cutter. It consisted 

of a 5 mm-thick substrate, a 2 mm-thick slot for the device, and a 5 mm-thick top layer with a hole 

to allow microscope imaging. The hole was closed using a 1 mm-thick polycarbonate cut out. The 

top PMMA layer was coated with a PDMS cushion and the device was sandwiched between the 

two rigid PMMA slabs, held together by a set of screws and nuts tighten to provide slight com-

pression, ensuring hydraulic tightness [264]. 

 
Figure 3.19: Explosion view of the platform holding the tissue chamber. The holes surrounding the slot for the 
device are for the nuts and bolts that will be tightened to seal the device. (Device holder v1) 

3.2.3 Test and evaluation 

To test the assembled device (Device v1.2), a food dye was infused into the device via the 

connectors using PFTE tubing. A 10 mL syringe was filled with the dye and the liquid was pushed 

into the system using a syringe pump. The overall success of the fabrication process was very low 

(1 successful device every 5 attempts). The main reason for the failure of devices was the leaks 

observed between the PDMS membrane and the fluidic layers, indicating a weak bond between 

both materials using the double-sided tape, and leaks at the connectors. These were mainly due 

to an incorrect sealing of the threaded connector. When the connectors were screwed in tighter 

to avoid leaks, the 1 mm thick PMMA layer underneath cracked due to the pressure. These cracks 

originated from the laser cutting process and worsened by the chloroform vapour treatment. This 
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resulted in a weakened material that was not able to hold the pressure (15+ attempts under dif-

ferent fabrication conditions). 

Similar to the previous design, the new design (Device v2) was tested for leaks by infusing 

it with a food dye. The only source of leaks was the lid when it was not properly sealed, proving 

the strength of the bond between PDMS layers. The fabrication process was robust, and no de-

vices had leaks between the fluidic layers. The devices were tested to generate and maintain an 

oxygen concentration. A 100 mg/mL pyrogallol solution in DI water, 1 M NaOH solution and a 

solution containing the oxygen-sensitive dye Ru(BPY)3 at 1 mg/mL were prepared. The first two 

solutions were infused in the two oxygen sink inlets at 5 µL/min with a syringe pump via polytet-

rafluoroethylene (PTFE) tubing, while the latter solution was introduced in the top fluidic layer 

at 1 µL/min. The pyrogallol and NaOH solutions were then mixed in the serpentine channel before 

they reached the chamber underneath the tissue chamber, where the chemical reaction took 

place, and the oxygen was scavenged from the medium flowing through the channel on top 

through the PDMS membrane. The intensity of the dye was measured periodically using a confo-

cal microscope (LSM 5 Exciter, Carl Zeiss). Results are shown in Figure 3.20. As can be observed, 

the system took over 2 hours to reduce the oxygen level to below 10%, which does not correlate 

with simulation (Figure 3.15). This could be due to diffusion of oxygen from the surroundings 

into the PDMS. Moreover, the system was not able to maintain that concentration for more than 

20 h. This could be due to the absorption of the reaction products by the PDMS, blocking the chan-

nels and reducing the permeability of the membrane, reducing the scavenging power of the setup. 

 
Figure 3.20: Oxygen concentration over 15 hours (left) and over 5 days (right). The oxygen is removed within 2 
hours. However the concentration is not maintained constant over longer times. Best result obtained out of 13 
repeats. 
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3.3 Multichamber device 

Due to the instability of the signal, the large footprint, and the difficulty of the setup, par-

ticularly when thinking about future biological experiments where the time to seed the tissues 

into the devices is critical, a new way to control the oxygen levels in the culture chamber was 

sought. In this new system, the oxygen was not continuously removed from the chambers, in-

stead, the desired concentration was achieved in an additional device (a gradient generator, 

explained in Section 3.5) placed before the tissue culture device. A gradient was generated using 

a network of microfluidic channels, and each outlet of the gradient generator with a specific oxy-

gen tension was directed into a separate culture chamber. Because the oxygen was not actively 

removed anymore, the design did not need to include the chemical oxygen sink. This allowed for 

a reduction of the device’s footprint and the complexity of both the design and the fabrication. 

However, this also meant that the setup was more sensitive to oxygen diffusion from the exterior. 

The materials used were chosen paying careful attention to their oxygen permeability to avoid or 

minimise the diffusion of oxygen into the flowing liquids. The entire device was fabricated in 

PMMA, the chambers were sealed with Viton O-rings, and a glass slide, and all the parts integrated 

within metallic holders. To direct the oxygen-specific fluid into the chambers with minimal oxy-

gen diffusion, bespoke glass capillaries were used (see Figure 3.36). 

Initially, the previous design was adapted to remove the chemical sink layer, and it was 

fabricated in PMMA on a glass slide substrate, using double-sided tape to bond the layers. To re-

duce the footprint of the device when more than one device is connected to the gradient 

generator, the design was modified to fit four chambers in the same surface area while maintain-

ing the size of the chambers (Device v3). The number of layers and their thickness was optimised: 

when too thin, the device did not be seal properly and when too thick, the chip didn’t fit in the 

device holder, or it cracked when the clamp was closed. To avoid cracking, the glass substrate was 

swapped for a PMMA substrate. However, the device warped under the pressure applied by the 

clamp due to the lower rigidity of the PMMA, which led to leaks. Due to the swap from glass to 

PMMA substrate, the size of the device was not limited to the glass slide anymore. Adjustments 

were made in the width of the device to allow for additional space between the inlets/outlets and 

the chambers for ease for handling and reduce potential leaks due to the close proximity of the 

features. Finally, a groove was added to the design to hold the o-ring that would provide hydraulic 

sealing to the chambers. The fabrication process was also reviewed due to the debris introduced 

by the double-sided tape. Substituting the tape for chloroform bonding produced better results 

as debris was reduced, there was less risk for channels getting blocked due to the glue of the tape 

filling the channels when under pressure, and also less risk for oxygen contamination. However, 
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the chloroform exposure recipe had to be optimised to avoid cracks appearing on the polymer 

surface. The final fabrication protocol is detailed in Section 3.3.1. 

 
Figure 3.21: Iterations of Device v3. a) switch from one to four culture chambers with the same footprint. b) 
Increase in device width to increase space between features. c) Debris observed at the inlet in a device fabricated 
with double-sided tape (left) and a device fabricated by solvent bonding (right). d) Effect of solvent vapour 
exposure on the PMMA device. Overexposure leads to cracks in the material. 

COMSOL simulations were carried out to assess how the changes in the chamber design 

changed the flow distribution. Pillars were added at the inlets and outlets of the chambers to ob-

tain a more homogeneous distribution and irrigate the tissues more evenly (Figure 3.22). 
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Furthermore, a new platform in the fashion of a clamp was devised, inspired by the commercially 

available “Fluidic Connect Pro chip holder” from Micronit (Device holder v2; Figure 3.23). This 

clamp allowed for simple, fast, and reproducible sealing of the chambers, which would be of great 

benefit when working with living tissues. 

 
Figure 3.22: Changes in the design. Device v2 on the left and Device v3 on the right for comparison. Without 
significantly increasing the footprint, four chambers are fitted in the size that only fitted one in the previous 
design. The flow distribution was simulated to show the uniformity of the flow across the chamber. 

 
Figure 3.23: Depiction of Device holder v2. The clamp allowed for rapid and easy sealing of all the chamber 
simultaneously. Image taken from Micronit. 

To hold and seal the device, a chip holder was designed to be integrated in the clamp plat-

form. In this manner, the chambers are easily closed and hydraulically sealed using Viton O-rings, 

with even, consistent, and repeatable pressures. The holder was designed in AutoCAD and fabri-

cated from brass by the University’s Workshop. This material was selected due to its strength, to 
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reduce deformation when the clamp was closed, which could lead to incorrect sealing or differ-

ences in pressures between the chambers. The holder (Figure 3.24) includes holes for the inlets 

and outlets and a window to allow visualisation of the tissues during culture. The holes are de-

signed to fit a PTFE/Stainless steel gripper ferrule (1/16” OD, DibafitTM, ColeParmer), a ø1 mm 

biopsy punch needle (IntegraTM MiltexTM) is fitted through and held in place using epoxy resin 

(Araldite, RS Components). This acts as the fluidic interface to connect the tubing that provides 

the fresh media to the culture chambers. It also includes a slot for a glass slide that acts as the 

ceiling of the chambers. The bottom part of the holder contains windows to allow the light 

through, as well as a groove to align the device before sealing and slots underneath to accommo-

date the photodiodes of the electronic oxygen detector, explained in the following section (3.4.1). 

 
Figure 3.24: 3D model of the Micronit-inspired clamp with the device holders in place. On the top right, a cross-
sectional view of the closed system. On the bottom, detail of the top (left) and bottom (right) device holders and 
their key features. (Device holder v2) 

3.3.1 Fabrication and assembly 

The new design (Device v3) consisted of multiple layers, designed using AutoCAD and 

fabricated from PMMA of different thicknesses (0.25, 1 and 1.5 mm, Goodfellow) by laser cutting 

(Epilog Laser), with the channels in the fluidic layer obtained by rastering. After the separate 

pieces were prepared, the assembly was as follows: first, the 1 mm substrate surface was exposed 

to 4 mL of pure chloroform (ACROS Organics™) in a glass Petri dish (ø10 mm) for 6 minutes held 

by metal pins 1 cm above the surface of the solvent. The treated surface was then brought in con-

tact with the fluidic layer and the assembly was placed in a multipress (LPKF Multipress S) using 

a pre-press force of 80 N/cm2 at 70°C for 5 minutes, and a press force of 160 N/cm2 at 90°C for 
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20 minutes. Then, the O-ring layer was exposed to the same solvent treatment and joined with 

the previous assembly prior to placing the final device into the multipress and repeating the pre-

vious cycle.  

 
Figure 3.25: Exploded view and description of the layers comforming the device (Device v3). 

3.3.2 Testing and evaluation 

To test for leaks in the device, the device was filled with food dye. It was observed that 

treating the fluidic layer with chloroform caused cracks in the material leading to leaks. It was 

therefore decided to expose the other two layers only. To test for leaks within the complete setup, 

the system with the sealed device was immersed in soapy water and the chambers were pressur-

ised. The pressure was increased to 2 bar or until bubbles appeared. If bubbles appeared, it 

indicated the presence of a leak, which meant that the chip had to be opened, realigned, and closed 

again. This was repeated until no leaks were observed. Due to the manual alignment, the number 

of times that this process was repeated until no leaks were observed was arbitrary and depended 

exclusively on the abilities of the handler. Additionally, to check for the hydraulic tightness over 

time, the outlets of the chambers were connected to a home-made manometer. The chambers 

were pressurised, and the pressure measured by the manometer for 24 h. These experiments 

showed no changes in pressure and therefore no leaks over extended periods (data not shown). 
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3.4 Real time, integrated electronic oxygen detector 

To measure the intensity of the oxygen sensitive dyes used in the previous experiments, 

a confocal microscope was required. However, the purpose of this system is to culture live tissues, 

which requires for it to be inside an incubator at 37℃ and 5% CO2. In this situation, the entire 

setup would need to be taken out of the incubator and set it up on the microscope to measure the 

oxygen concentrations. This would disrupt the tissues, and it could lead to variations in the oxy-

gen tensions during the mobilisation. It would also be cumbersome and time consuming, which 

means that it would not be possible to perform measurements often. Therefore, a new way to 

measure the dissolved oxygen was envisioned. An electronic oxygen detector was developed 

based on the work published by Shaegh et al., 2016 [236]. In this system, the oxygen-sensitive 

dye PdTFPP was embedded in PDMS matrix, cut to the desired size, and manually placed on the 

substrate of the culture chambers (explained in detail in Section 3.4.1.1). The sensor was excited 

with a UV LED (400 nm wavelength) and a photodiode collected the light emitted. A long-pass 

filter was placed between the sensor and the photodiode to remove the unwanted wavelengths. 

To obtain a relative value, a second photodiode was connected in antiparallel direction to the 

previous one, but without a sensor between the light source and the filter, collecting the back-

ground light (Figure 3.26 (top)). In this way, each chamber was self-referenced and individually 

calibrated. Figure 3.26 (bottom), shows the electronic circuit transforming the signal collected 

into a voltage. The photodiodes converted the light into a current. The current generated by the 

second photodiode (background) was subtracted from that of the first (from the sensor), and the 

resulting signal was then converted into a voltage using a transimpedance amplifier. This voltage 

was then amplified with an operational amplifier, and the final signal was collected using an Ar-

duino board. Each chamber has its own excitation LED and pair of photodiodes, and therefore, all 

the chambers can be measured separately or simultaneously, without the need to move the setup 

from the incubator. This means less disturbance to the tissues, more stable conditions, and the 

possibility of real-time measurements. The Arduino board controlled the LEDs, adjusting their 

intensity, the measuring time (time the LEDs are on), the measuring frequency, and collected the 

signals from the photodiode pairs of each chamber. The data was processed in Excel to convert 

the voltages into oxygen tensions using the Stern-Volmer equation (Eq. (3.1)) (Detailed explana-

tion in Appendix 2.b). 



83 

 

 

 
Figure 3.26: On top, cross-sectional view of the electronic oxygen sensor layout (elements not in scale). Below, 
schematic of the circuit for oxygen sensing. 

3.4.1 Electronic components and fabrication 

The PCB was designed to fit into the metal holder. The photodiodes fitted in the slots of 

the metal holders (Figure 3.24) to ensure correct alignment between the sensors, filters, and pho-

todiodes, as well as to reduce the light contamination. A 3 mm thick black PMMA slab was 

incorporated between the PCB and the system to protect the PCB (the photodiode pins went 

through this slab as shown in Figure 3.27). The PCB was designed in DesignSpark PCB software 

(RS Components, UK) and fabricated by JLCPCB (JiaLiChuang Co., Ltd, Hong Kong). After all the 

components were soldered in place, the PCB was coated with acrylic resin (714-462, RS Compo-

nents) to protect it from the humidity of the incubator. The light source consisted of four 1 W 

Ultraviolet LEDs with PCB (390-400 nm EPILED) (Future Eden, Ltd.) connected in series to a 

BuckPuckTM LED driver (3021-D-I-350, Digi-Key Electronics) (Figure 3.28). Heatsinks (750-0888, 

RS components) were glued onto the back of the PCBs where the LEDs were mounted using con-

ductive adhesive foil. The LEDs were connected to the LED driver via ribbon cables (289-9896, 

RS components) and the LED driver and the PCB to the Arduino board. Ø12.5 mm, 1 mm-thick 

coloured glass long-pass filters (Schott RG610, 16-419, Edmund Optics) were mounted on the 

metal holders. Once the filters were in place, the device was sealed in the chip holder, and the 

assembly placed on top of the PCB, aligning the photodiodes with the bottom holder slots. The 

LED setup rested on top of the top holder. 
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Figure 3.27: On the left, bottom and top view of the mounted PCB with the protective PMMA layer. On the right, 
open chip holder with a mounted device showing the alignment of the chambers with the photodiodes. 

 
Figure 3.28: 3D model of the LED light source setup (a) and how they fit on the assembled system (b). A PMMA 
box was built to give extra protection to the electronics and to serve as a stand for the system. 

3.4.1.1 Fabrication of the oxygen sensor 

The fabrication protocol for the oxygen sensor was similar to the one explained in Section 

3.1 and is shown in Figure 3.29. In brief, the oxygen-sensitive dye was dissolved in pure chloro-

form (1 mg/mL) and mixed with PDMS pre-polymer in a 1:1 ratio (1 mL of dye per 1 g of PDMS). 

The mixture was stirred magnetically to homogenise it and to allow for the solvent to evaporate. 

Once it was completely evaporated, the PDMS curing agent was added in a 1:10 ratio to the pre-

a) c)

b)

a) b)
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polymer. This was manually stirred and degassed in a desiccator until all the bubbles were re-

moved (~20 min). The mixture was subsequently spin coated at 700 RPM for 60 s in a glass slide 

(75x50 mm2) and placed in an oven at 60℃ for curing. Once solidified, the sensors were cut with 

a biopsy punch (ø4 mm), peeled off gently and manually deposited on the required location on 

the substrate of the culture chambers to align with the photodiodes. 

 
Figure 3.29: Diagram depicting the fabrication process of the oxygen sensors to incorporate into Device v3. 

3.4.2 Test and evaluation 

To calibrate the sensor and demonstrate linearity, the response of the oxygen sensor was 

compared against a commercial oxygen probe (proODO Optical Dissolved Oxygen Instrument, 

YSI). To do this, a small calibration platform was built (Figure 3.30, left). The platform consisted 

of an inlet and outlet and two windows. The first one for a simplified version of the electronic 

detector, and the second for the commercial probe. To perform the calibration, humidified nitro-

gen gas (N2) was flushed through the device until both measurement methods were stable. At this 

point, the gas flow was reduced progressively to allow environmental oxygen to slowly diffuse 

into the setup, giving values across the entire range. Both methods had a time stamp so the meas-

urements could be directly compared. In this way, the intensity measured by the electronic 

detector was correlated to the oxygen concentration measured by the commercial probe. Using 

the Stern-Volmer plots (Figure 3.30, right) the response was measured.  
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Figure 3.30: On the left, the bespoke calibration platform to correlate the measurements of the electronic oxygen 
detector developed for this work and the commercial oxygen sensing probe. On the right, the Stern-Volmer plots, 
showing the linearity of the signal and the wide range sensitivity. 

PdTFPP did not show a linear response due to the saturation of the signal at higher oxygen 

concentrations (above 20% DO), and did not cover the range of interest for this project. Upon 

review in the literature, it became clear that PdTFPP is very sensitive and mainly used for detec-

tion of traces of oxygen [290], and it has been shown to have a low limit of detection [291]. Its 

platinum counterpart (PtTFPP), however, has been shown to have a linear response for the entire 

range of interest with a limit of detection two orders of magnitude larger than PdTFPP [291]. The 

same calibration experiment was carried out for this new dye, presented in Figure 3.31. With this 

dye, a linear response was obtained. It can be argued that the R2 value is too low to be considered 

linear. Some published works have reported this non-linear behaviour have used two-site models 

[290,291], whereas others have reported good linearity and used the Stern-Volmer equation 

[292,293]. For the simplicity of the calculations, and because the lower R2 value could also be due 

to errors in the measurement setup, a linear model was assumed for subsequent experiments. 
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Figure 3.31: Stern-Volmer plot for the PtTFPP dye.  
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Electronic components heat up in the incubator, especially the high-power LEDs used as 

light sources. Therefore, it was decided to look into the effect of these in the temperature of the 

chambers where the tissues would be cultured. The assembled setup was placed in the incubator 

and a thermocouple was placed inside the culture chambers. The LEDs were switched on contin-

uously for 10 minutes and the temperature in the chambers was measured every 10 s (Figure 

3.32a). During the experiments with the tissues in the chambers, the LEDs would not be on con-

stantly, so the temperature was also monitored for different measuring periods (Figure 3.32b). 

The LEDs were turned on for 40 s and off until the next measurement. It was observed that with 

a measuring frequency of 2 minutes, the temperature in the chambers did not have time to cool 

down to the original level, and the therefore the temperature slowly increased. This behaviour 

was not observed for a measuring frequency greater than 5 minutes. However, even at these 

lower frequencies, the temperature increased over 1℃. This increase was significantly lower 

when the time the LEDs were on was reduced. To avoid these fluctuations, and reduce the risk of 

disrupting the cultures, heat sinks were mounted on the back of the LEDs. These reduced the 

increase in the temperature to below 0.2℃ (Figure 3.32c). It was decided to include the LEDs and 

use measure times shorter than 20 s, and measuring frequencies above 5 min. 
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Figure 3.32: a) temperature increase when the LED light was on for 10 minutes continuously. B)  temperature 
fluctuations upon cycles of turning on and off the LED at different frequencies. C) comparison between the 
temperature increases with and without the heat sinks. Each condition repeated in duplicates, 10 cycles each. 

The system was also tested for stability. The complete setup, with the chambers contain-

ing a saturated solution of sodium sulphite (Na2SO3) to ensure a constant 0% DO concentration 
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was placed inside the incubator. The oxygen concentration was measured with the electronic de-

tector for 24 h turning on the LEDs for 10s for each measurement at varying measuring 

frequencies (time between measurements). It was observed that the signal declined over time, 

due to photobleaching of the dye, a process that was accelerated by the higher temperature in the 

incubator (37°C). The photobleaching was reduced by reducing the measuring frequency. A sta-

ble signal with less than 2% variation was obtained for a measurement frequency of 15 minutes 

(Figure 3.33).  
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Figure 3.33: Signal stability over 24 h for various measuring frequencies. Higher frequencies led to more 
photobleaching and loss of signal. 
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3.5 Oxygen-gradient generator 

The method originally sought to control the oxygen concentration using a chemical sink 

did not produce the expected results. Therefore, the concept was changed, as explained in Section 

3.3. It was decided to use a separate module with a split and combine a network of microchannels 

to obtain a range of oxygen tensions, as shown in previous papers [294]. This design included 

long serpentine channels to increase the time the two streams were in contact to allow for com-

plete mixing to take place. In this setup, the cell culture medium was equilibrated by bubbling it 

with either compressed air or pure nitrogen for over 1 h to obtain 100% and 0% dissolved oxygen 

respectively. These solutions were then directed through oxygen-impermeable tubing to the ox-

ygen gradient generator, and the outlets connected to an array of devices (Device v2) holding the 

tissue samples (Figure 3.34). With this method, it was expected to obtain and maintain more sta-

ble oxygen levels, and also to improve the fabrication process, requiring fewer complex devices. 

The system would allow for the maintenance of multiple tissue slices at different oxygen tensions 

using only two inlets. However, as discussed above, the PDMS devices had high permeability to 

oxygen, and with the original chip holder design, required bolts to be screwed in making the setup 

difficult to assemble with a very large footprint (Figure 3.35). This was changed to the multicham-

ber system presented in Section 3.3 (Device v3). This setup was much more compact, and the 

devices fabricated in PMMA were expected to stop oxygen from diffusing in, thus maintaining the 

oxygen concentration in the medium directed from the gradient generator (Figure 3.36). 

 
Figure 3.34: Schematic view of the oxygen gradient generator module connected to the tissue chambers (Device 
v2). On the left, cross-section detail of the tissue chamber with the oxygen sensor deposited on the glass 
substrate. 
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Figure 3.35:Picture of the set up in real life. The laptop on the top of the image can be use as scale to show the 
large footprint of the system. 

 
Figure 3.36: New setup with the serial dilutor as the gradient generator and the multichamber device (Device 
v3) mounted on the chip holder and on the electronic oxygen detector. 
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3.5.1 Fabrication and assembly 

The serial dilutor was designed in AutoCAD and made from PMMA. The channels were cut 

with the laser cut and bonded to a substrate and a top connector layer. However, the heat pro-

duced by the laser melted the plastic, producing uneven surfaces, which had a big impact due to 

the size of the features and the need for accuracy on the details to form the desired gradient.  

In a second attempt, PDMS was used. However, PDMS is highly permeable to oxygen, 

which would defeat the aim of this device. To overcome this, the surfaces of the PDMS channels 

were coated with a glass-like, sol-gel solution, based on the work presented by Khan et al., [294]. 

Silica coating results in highly stable hydrophilic surfaces, with increased wettability, resistance 

to solvents and decreased absorption of hydrophobic compounds. More relevant to this project, 

it also prevents the diffusion of gas molecules such as oxygen. In brief, tetraethoxysilane (TEOS, 

Sigma-Aldrich) and methyltryethoxysilane (MTES, Sigma-Aldrich) were used as precursors to sil-

icon dioxide. The alkoxysilanes are pre-converted by adding acid to catalyse the condensation 

and hydrolysis reactions. The pre-converted sol mixture was prepared by mixing TEOS, MTES, 

ethanol and pH2 DI water adjusted with HCl in a 1:1:1:1 volumetric ratio. The surfaces were 

treated with oxygen plasma to generate hydroxyl groups and placed in close contact with a non-

treated PMMA slide. The mixture was flushed immediately after and placed on a hotplate at 100°C 

for gelation. After 2 minutes, the non-reacted solution was flushed out with air and the devices 

were cooled down slowly to room temperature (1 h at 60°C, then 1 h at 40°C, then waited until 

room temperature was reached). The PDMS devices were then peeled from the temporary PMMA 

substrates and permanently bonded to the glass substrates. The formation of the coating was 

confirmed by mixing the sol-gel solution with fluorescent microspheres (1 µm diameter) at a 1:10 

volumetric ratio before infusing it into the devices. The chemical resistance of the barrier was 

tested by looking at the swelling of the PDMS channels in contact with an organic solvent, in this 

case toluene. The toluene was flushed through a coated and uncoated device at 10 µl/min and 

images taken every second for 10 minutes to observe the evolution of the channel shape over 

time (Figure 3.37). Although the method seemed to reduce the swelling of the polymer, the coat 

on the surfaces showed cracks. As observed in Figure 3.38, the coating was not uniform across 

the entire network and oxygen leaks were still observed. Therefore, this plan was abandoned af-

ter several attempts (n=16). 
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Figure 3.37: Channel widths before (a and c) and after (b and d) flushing toluene at 10 µL/min for 5 minutes in 
the presence of the sol-gel coating (a and b) and without it (c and d). It can be observed that the coated channel 
maintains its size while the non-coated channel shrinks due to the swelling caused by the absorption of toluene 
by the polymer. Scale bar represents 500 µm. 

 
Figure 3.38: Channel coating formation. A) Brightfield image where the coat is visible on both walls of the 
channel. Scale bar represents 0.5 mm b) tile scan fluorescence image of the oxygen gradient generator device 
with the walls coated with the sol-gel solution mixed with the fluorescent microspheres. Scale bar represents 1 
mm. Note the presence of cracks in a) and the uneven coating in the intersections in b).  

Finally, it was decided to outsource the fabrication of this part due to its complexity and 

the need for high accuracy to ensure the pressure drop in all the branches was equal and the 

a) b)
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gradient generator performed correctly. The 0.5 mm-high square channels were micromilled into 

5 mm-thick clear PMMA slabs at the University’s workshop. Prior to bonding of the milled micro-

channels, they were cleaned in a sonicator for 20 minutes. Then, the channels were exposed to 

chloroform vapour for 5 minutes to reduce the roughness of the surfaces to minimise the risk of 

bubble nucleation and/or trapping. After the surface was treated, the substrate (3 mm thick clear 

PMMA) and the microchannels were exposed to chloroform vapour for 7 and 2 minutes respec-

tively, then brought into contact, and bonded in the Multipress at 70℃ and 160 N/cm2 for 30 

minutes. The inlets and outlets consisted of ø1.6 mm holes milled with the rest of the features. To 

interface them with the system, ø1.5 mm biopsy punch needles were glued with epoxy resin (Ar-

aldite Syringe Epoxy Adhesive, RS Components). 

 
Figure 3.39: 3D model of the final gradient generator device and picture of the finished bonded version, filled 
with blue dye to check for leaks. 

3.5.2 Test and evaluation 

To test the ability of the gradient generator to produce multiple concentrations, two so-

lutions (PBS and 0.1 mg/L fluorescein in DI water) were infused separately into the inlets, and 

the flow rate was controlled with pressure controllers (Flow EZTM, Fluigent) ranging from 2.5 to 

50 µL/min. The outputs were collected and weighted to assess the equilibrium between the 

branches, and the fluorescence intensity of the outflow measured with a microplate reader to 

quantify the concentration at each outlet (Ex/Em = 460/515 nm). Given the large size of the chan-

nels, the pressure drop within the serial dilutor was very small, which meant that low pressures 

at the inlets lead to very high flow rates at the outlets, which affected the gradient generator effi-

ciency. To increase the pressure drop, fluidic resistors were connected to each outlet. 

Additionally, this system was highly sensitive to the presence of bubbles within the channels as 

they could cause pressure imbalances and skew the gradient. To avoid bubbles nucleating within 

the channels, the surfaces were treated with chloroform vapour as explained above. Furthermore, 

inline bubble traps were included in the design. These traps consisted of a small chamber, with a 

height much larger than the channels. Bubbles coming in would rise due to their buoyancy whilst 
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the rest of the fluid would continue through the channel, therefore avoiding them from entering 

the microchannel network [295] (shown in Figure 3.39). The results showed no major pressure 

imbalances in the gradient generator and equally distributed flow rates at the outlets, which is 

key to ensure the formation of a predictable and reproducible gradient (Figure 3.40). The con-

centrations at the output are presented in Figure 3.41. The COMSOL simulation (black diamonds) 

is the ideal linear gradient that the system is trying to achieve. Experimentally, for flow rates 

above 20 µL/min the speed of the fluid was too fast, and mixing was not completed in the serpen-

tine channels, leading to two outlets with a very high fluorescein concentration and two with a 

low one. With flow rates below 10 µL/min it was possible to obtain the gradient concentration 

really close to the ideal simulation. The data demonstrates the robustness and reliability of the 

method developed for producing an array of concentrations. 

 
Figure 3.40: Outputs of each outlet of the gradient generator device in % of the total output (sum of the volume 
of the four outlets). Bars represent mean ± SD; n=3.  
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Figure 3.41: Concentration gradients at the outlets depending on the flow rate at the inlets. Bars represent mean 
± SD; n=3. 

Once all the parts were optimised separately, the system was brought together. Two PBS 

solutions were bubbled for over 1 h with pure nitrogen to obtain 0% DO solutions. These were 

then injected into the serial dilutor at 5 µL/min (corresponding to flow rates at each outlet of 2.5 

µL/min) and the four outlets directed to the four culture chambers with the integrated sensors 

via glass capillaries. The sensors were calibrated prior to the start of the experiment with a satu-

rated Na2SO3 solution to obtain the maximum signal. Measuring parameters were set to 10 s of 

excitation measured every 5 minutes. Once the experiment started, a significant reduction in the 

signal occurred. The signal approached its maximum (considered as 0% O2) at very high flow 

rates, above 100 µL/min (Figure 3.42a). This indicated the presence of oxygen leaks within the 

setup. This was further corroborated by flushing the N2-bubbled solution at a really high flow rate 

(150 µL/min) and then stopping the flow and monitoring the decay in the signal, indicating diffu-

sion of oxygen into the chambers (Figure 3.42b). This was the case for all the devices tested 

(n=7+). 
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Figure 3.42: a) signal collected by the detector for multiple flow rates. Data represents box and whiskers 10-90 
percentile, the lines represent the mean b) the oxygen tension decay after the flow stopped, indicating that 
oxygen is diffusing into the chamber . 
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3.6 Final device 

Due to the inability of the previous attempts (with Device v3) to generate and maintain 

an oxygen gradient over extended periods of time during culture, a new method was developed, 

slightly modifying the previous system. Instead of obtaining the oxygen concentrations in a pre-

vious step and avoiding diffusion into the chambers, active oxygen removal was used again, but 

instead of using a chemical sink like in the Devices v1 and v2, a gas mixture with the desired 

oxygen concentration was flushed underneath the culture chamber to control the oxygen by equi-

libration of the gas concentrations between the two chambers. The desired gas concentrations 

were obtained using the gradient generator presented in Section 3.5. This required modifying the 

design of the chip and the chip holder. 

In this new design (Device v4) depicted in Figure 3.43 and Figure 3.44, the culture cham-

bers (in red) were similar to the previous multichamber design (Device v3), but a set of chambers 

were added underneath them (in blue), in which the gas mixtures coming from the serial dilutor 

was  flowed, separated by an oxygen-permeable PDMS membrane (in grey). The fabrication pro-

cess was more complex, but it allowed for faster equilibration of the oxygen in the chambers. The 

chip holders presented in Section 3.3 (Figure 3.24) were kept as they were but with 8 holes for 

the gas inlets and outlets at the end, close to the hinge. In this setup, the gradient generator is 

flushed with compressed air and pure nitrogen gas at the inlets, and the four outlets are directed 

into the inlets of the gas layer in the new setup. A COMSOL simulation was carried out to study 

the effect of the flow rates of the gas and the medium on the final oxygen concentration at the 

outlet of the culture chamber. Figure 3.45 shows a contour map of the oxygen tension at the outlet 

for combination of Péclet number for the media (Pe(m)) and the gas (Pe(g)). The results show 

that oxygen tension increased with increasing media flow, since the medium is convected down-

stream before it has time to equilibrate with the gases in the layer underneath. However, the gas 

flow rate had little influence on the oxygen tension over the range of interest, given that high flow 

rates can lead to high shear stresses on the tissues, and the working flow rate will be set around 

1 µL/min, which equates to Pe(m) of 10, for which all the oxygen is removed for the whole range 

of gas flow rates. 
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Figure 3.43: Model of the new design with the two layers separated by the PDMS membrane. The gas channel 
network (blue) allowed to distribute the gas without modifying the culture chamber (red) design or the chip 
holder. 

 
Figure 3.44: 3D rendition of the assembled new modified design (Device 4). 
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Figure 3.45: Result of the numerical simulation of oxygen tensions (normalised) supplying pure nitrogen gas  at 
the gas inlet and equilibrated medium (oxygen saturated) in the culture chamber and combinations of the flow 
rates for each. When the flow rate of the medium was too high (high Pe(m)), the diffusion time was too short 
and oxygen was not removed from the medium. At higher gas flow rates (high Pe(g)) oxygen was removed more 
effectively from the medium. For lower medium flow rates, more desirable for the perfusion to the cells, all the 
gas flow rates evaluated were sufficient to completely remove the oxygen. Colour bar represents the normalised 
DO concentration. 

The distribution of the oxygen around the chamber depending on the flow rate was also 

simulated to check for the presence of gradients within the chamber (Figure 3.46). The results 

plotted in Figure 3.46b and c showed that for flow rates of 1 µL/min and below (which are better 

to reduce shear stress on the cells) the oxygen concentration was uniform and constant for the 

entire chamber. 
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Figure 3.46: a) Simulations of the oxygen concentration distribution for increasing flow rates. B), measurements 
of the oxygen tensions along the direction of the flow (line A in yellow) and c), along the direction perpendicular 
to the flow (line B in green).  

As mentioned above, the metal chip holders required a slight modification to incorporate 

the inlets and outlets for the gas mixtures (Device holder v3). Holes were drilled to the same 

holders that were fabricated for the previous design. Figure 3.47 shows the modifications made. 

21G gauge needles (AganiTM, Terumo®) were fitted and held in place with epoxy resin as interface 

to connect the gas lines. 
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Figure 3.47: Modification in the chip holder. All the features remained from the previous design and eight holes 
acting as inlets and outlets for the gas mixtures were added.  

Given that the serial dilutor would now be used to generate mixtures of gases instead of 

liquids, a set of simulations were carried out to test the ability of the design to generate the de-

sired gradient as well as the flow rates necessary to achieve it.  Unlike the case with liquids, the 

slow flow rates resulted in the generation of 4 equal oxygen concentrations at the outlets (darker 

bars in Figure 3.40). This is due to the much higher diffusivity of oxygen in air compared to water. 

Hence, flow rates above 50 µL/min were used to ensure that chamber 1 reached 0% DO (Figure 

3.48). In our system, the calculated hydraulic resistance was 7.55x10-11 Pa∙s/m3. Using the equiv-

alent of the Ohm’s law, when the pressure at the controllers was set at 200 mbar, that would give 

a gas flow rate of 1.5 mL/min, well above the maximum simulated flow rate. In subsequent ex-

periments, the pressure controllers were set above 200 mbar. 
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Figure 3.48: Simulated concentration gradients at the outlets depending on the flow rate at the inlets. The ideal 
situation was the linear gradient obtained in the simulation with a liquid at 5 µL/min. 
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3.6.1 Fabrication and assembly 

The devices (device v4) were designed in AutoCAD and fabricated in PMMA, depicted in 

Figure 3.49). One of the layers was exposed to 5 mL of pure chloroform at 1 cm distance between 

the treated surface and the solvent surface for 5 minutes. The surface was then brought into con-

tact with the corresponding untreated layer and bonded using a laminator at 40℃. This ensured 

complete bonding, removing air trapped between the layers and was much faster than the previ-

ous method using the Multipress. The oxygen sensors were prepared as explained in Section 

3.4.1.1 and deposited on the gas layer substrate. Once all PMMA layers were assembled, the PDMS 

membrane was bonded to the gas layer assembly first and then to the culture chambers assembly 

by treating the tape and the PDMS membrane with oxygen plasma (Femto A Plasma Etcher, 

Diener Electronic GmbH) at 7.5 sccm for 30 s and 100W [296]. The treated surfaces were brought 

into contact and passed through the laminator. Before the final bond to the culture chamber as-

sembly, the gas inlets and outlets were punched in the PDMS membrane. 

 
Figure 3.49: Exploded view and description of the layers comforming the device (device v4). 

3.6.2 Test and evaluation 

The device (Device v4) was tested for leaks and delamination to evaluate the quality of 

the bonds. Blue and yellow food dyes were infused in alternating gas channels to detect leaks 

between the channels.  The device was mounted on the chip holder, the O-rings fitted in place and 

the clamp closed to seal the chambers. The hydraulic tightness of the chambers was tested by 
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pressurising the chambers immersed in water mixed with soap. All tests were successful, and no 

leaks were observed.  

 
Figure 3.50: Setting up the system. First, the chip holders are clean and the filters place in the holes. Next, the 
device is aligned in the bottom holder and the O-rings places in their grooves. Finally, the chip holder is closed 
by the clamp, sealing the four chambers simultaneously. 

The ability of the system to generate and maintain an oxygen gradient was also tested. 

Once the device was sealed and leak checks done, a line of compressed air and pure nitrogen gas 

were connected to the pressure controllers, and the outputs to the inlets of the gradient genera-

tor. The four outlets were connected to the gas inlets of the device and the oxygen concentrations 

were measured with the electronic oxygen detector (after its calibration). The pressure ratios 

between compressed air and nitrogen were varied to obtain different gradient shapes. The results 

are shown in Figure 3.51. Despite the system not following the ideal gradient simulated in COM-

SOL, 4 different and stable oxygen concentrations were achieved and maintained for over 15 

hours (Figure 3.51b). The possibility to obtain different gradient shapes by varying the ratios of 

the pressures at the inlets gives additional opportunities for the study of oxygen in living tissues. 

Because of the small pressure drop in the system, fluidic resistors were added at the outlets of 

the gas layers. This helped stabilise the signal. 
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Figure 3.51: a) Oxygen gradients obtained with the complete setup depending on the ratio between the 
pressures of compressed air and pure nitrogen gas at the inlets. Data points represent mean ± SD, n=3. b) 
Established oxygen gradient across 4 chamber for over 15 hours using the 0.625 ratio.  
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3.7 Conclusions 

In this chapter, a microfluidic platform for the control and monitoring of oxygen tensions 

was developed. Multiple methods for achieving the desired oxygen concentrations were at-

tempted: chemical sink, pre-equilibrating the oxygen of the medium by bubbling with gas 

mixtures and, finally, equilibrating the chambers with gas mixtures flowing underneath.  

To achieve this, multiple designs were tried. For each design, simulations were carried 

out to optimise the design parameters and different fabrication processes were developed in or-

der to obtain an oxygen-impermeable device able to control the oxygen tensions within the 

culture chambers. The final device consisted of two sections, the bottom one for the flow of gas 

mixtures of specific oxygen concentrations and the top one, hosting 4 cell culture chambers. The 

devices were fabricated bonding several PMMA layers via solvent vapour exposure with an inter-

mediate PDMS membrane separating both sections, to allow for oxygen equilibration. The PDMS 

membrane was bonded to the PMMA parts via pressure sensitive adhesive tape functionalised 

with oxygen plasma. The bottom section included features to provide structural rigidity to the 

PDMS membrane, on top of which cells would be cultured. A chip holder in a clamp fashion was 

also built to host the devices and seal them, producing uniform and reproducible pressures on 

the chambers.  

To measure the oxygen in the chambers, an oxygen sensor was developed. Using a plati-

num porphyrin oxygen-sensitive dye embedded in a polymer matrix, whose fluorescence 

intensity in inversely related to the amount of oxygen present, an electronic detector was built. 

The detector captured the emission intensity of the sensor and transformed the signal into an 

oxygen tension using the Stern-Volmer equation. The detector was controlled by an Arduino 

board, and it was integrated with the device, so that the oxygen could be monitored in real time 

inside the incubator, reducing the disruption to the tissues cultured.  

To obtain multiple oxygen tensions, an oxygen gradient generator was built. Using a net-

work of microchannels in a split-and-combine fashion. Two streams of gases at known oxygen 

tensions were introduced at the inlets. The two streams mixed and separated sequentially until 

four different oxygen concentrations were obtained. These gas mixtures were then directly con-

nected to the gas layer of the microfluidic device. In this way, each chamber of the device was 

equilibrated with the gas mixture flowing underneath, therefore subjecting each chamber to a 

different oxygen tension. The system was able to generate and monitor 4 different oxygen ten-

sions stably.  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter 4.  Cell experiments 
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4.1 Materials and methods 

4.1.1 HeLa cell standard subculture 

To establish HeLa cells from frozen stocks, the cryotubes containing the frozen cells were 

taken out of the nitrogen tank. In an MSC, using a 1 mL pipette, media pre-warmed at room tem-

perature was taken and pipetted up and down on top of the frozen pellet within the cryovial. As 

cells began to defrost, the thawed supernatant was transferred into a 25 mL universal tube, and 

the process was repeated until all cells were thawed. The universal tubes were then centrifuged 

at 300 x g for 5 min at room temperature. Subsequently, the cell pellet was re-suspended in 13 

mL of media and transferred to a T75cm2 filter flask, and placed in an incubator at 37°C, 5% CO2. 

After 24 hours, the cultures were checked for infection and the media was replaced with fresh 

complete HeLa media to remove non-adherent cells. The cultures were monitored daily, replacing 

the media every 2 days until they reached 70-80% confluence (percentage of the surface of the 

culture dish covered by the adherent cells) when they were considered ready for passaging (this 

part was performed by Anna Willis, PhD student in the Brooke Lab).  

The cells were then rinsed with 10 mL HBSS, followed by exposure to 1 mL of tryp-

sin/EDTA/HBSS solution (0.5%, #15400054, ThermoFisher) at 37°C for ~2.5 min. The 

trypsin/EDTA solution was neutralised with 10 mL of complete HeLa medium. The cell suspen-

sion was transferred into a conical tube (15 mL) and centrifuged at 300 x g for 5 min at room 

temperature to form a pellet. The supernatant was removed, the cell pellet disrupted, and the 

cells resuspended in 1 mL complete media and viable cells counted using a haemocytometer and 

the trypan blue exclusion method (Section 4.1.2). Finally, the cells were diluted to a predeter-

mined density, and the cell suspension was added to each plate/flask as required for the 

experiments or for continuous culture. 

4.1.2 Exclusion assay 

The exclusion assay using Trypan Blue Solution (0.4%, #15250061, ThermoFisher) was 

used to count cells to determine the volumes required to prepare the cell suspensions for contin-

uous culture or the experiments. It was also used as a method to determine viability of the cells 

during passaging and to calculate growth rates.  

Once the cells were resuspended in 1 mL of complete media, a microtube was prepared 

with 40 µL of fresh complete media, 10 µL of the cell suspension and 50 µL of trypan blue. 10 µL 

of that solution were then transferred to a haemocytometer to perform cell counting (Figure 4.1). 

The cell density was calculated as: 



109 

 

 
Figure 4.1: Depiction of a haemocytometer for live/dead cell counting. Empty circles represent live cells and 
filled circles represent dead cells. 

𝐶𝑒𝑙𝑙 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 [𝑐𝑒𝑙𝑙𝑠 𝑚𝐿⁄ ] =  
𝐿𝑖𝑣𝑒 𝑐𝑒𝑙𝑙𝑠 𝑐𝑜𝑢𝑛𝑡𝑒𝑑 [𝑐𝑒𝑙𝑙𝑠]

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 ×  𝑣𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑎 𝑠𝑞𝑢𝑎𝑟𝑒 [𝑚𝐿]
 

Eq. (4.1) 

Where the volume of each square is 0.1 µL. With this number, the volume of the cell sus-

pension needed to add to obtain the desired cell concentration could be calculated as: 

𝑉𝑜𝑙𝑢𝑚𝑒 𝑡𝑜 𝑎𝑑𝑑 [𝑚𝐿] =  
𝐷𝑒𝑠𝑖𝑟𝑒𝑑 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑒𝑙𝑙𝑠 [𝑐𝑒𝑙𝑙𝑠]

𝑐𝑒𝑙𝑙 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 [𝑐𝑒𝑙𝑙𝑠 𝑚𝐿⁄ ]
 Eq. (4.2) 

The viability was calculated as the number of live cells divided by the number of total cells 

counted in the haemocytometer, and the growth rate was calculated as: 

𝐺𝑟𝑜𝑤𝑡ℎ 𝑟𝑎𝑡𝑒 [𝑑𝑖𝑣 ℎ⁄ ] =  

log2(
𝐶𝑒𝑙𝑙 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 [

𝑐𝑒𝑙𝑙𝑠
𝑚𝐿 ]

×  𝑠𝑢𝑠𝑝𝑒𝑛𝑠𝑖𝑜𝑛 𝑣𝑜𝑙𝑢𝑚𝑒 [𝑚𝐿]

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑒𝑙𝑙𝑠 𝑠𝑒𝑒𝑑𝑒𝑑 [𝑐𝑒𝑙𝑙𝑠]
)

𝑡𝑖𝑚𝑒 [ℎ]
 

Eq. (4.3) 

4.1.3 LDH assay 

The LDH assay was performed using the CytoTox 96® Non-Radioactive Cytotoxicity As-

say Kit (#G1780, Promega). Aliquots of the supernatants were collected at the desired timepoints 

from the samples and transferred into centrifuge tubes. If the aliquots were not going to be used 

immediately, they were frozen at -20°C. To perform the reference curve, the kit’s lysis buffer was 

added to the positive control in a 1:10 ratio to the total volume to generate the maximum LDH 

release control. It was left to incubate for 45 minutes at 37°C before transferring the contents to 

a tube and centrifuged at 300 x g for 5 min. Subsequently, a 1 in 2 serial dilution was made in 

fresh serum-free media to obtain the reference curve. Once the serial dilution and the aliquoted 
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samples were ready, 25 µL of each condition was transferred in a flat bottom 96-well plate in 

duplicate. Then, 25 µL of the CytoTox 96® Reagent was added to each sample aliquot. The plate 

was covered with foil to protect it from the light and left to incubate at room temperature for 30 

min. After that time, 25 µL of the Stop solution was added to each well. Finally, the absorbance 

was measured at 492 nm in a conventional microplate reader within an hour of adding the Stop 

solution. To calculate the results, the average of the background signal (culture media only) was 

subtracted from the average of the signal for each condition. Then the cytotoxicity was calculated 

as: 

%𝐶𝑦𝑡𝑜𝑡𝑜𝑥𝑖𝑐𝑖𝑡𝑦 =  
𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 𝐿𝐷𝐻 𝑟𝑒𝑙𝑒𝑎𝑠𝑒

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝐿𝐷𝐻 𝑟𝑒𝑙𝑒𝑎𝑠𝑒
 

Eq. (4.4) 

4.1.4 Resazurin assay 

To prepare the reagent stock, 1.1 mg of resazurin sodium salt (#199303, Sigma-Aldrich) 

was diluted in 10 mL of sterile PBS. The solution was then filtered using a 22 µm filter and ali-

quoted in centrifuge tubes and stored at -20°C. The reagent was added in a 1:10 ratio to the 

samples, so the final working concentration was 44 µM. The reagent was thawed and warmed to 

37°C in a water bath before use. A working solution of 1:10 was prepared in serum-free complete 

media. The supernatant of the samples was removed and 500 µL of the working reagent solution 

was added to each well. The plate was shaken gently before covering it with foil to protect it from 

ambient light and incubated for 1 h at 37°C and 5% CO2. After the incubation, the fluorescence 

intensity was measured in a microplate reader at Ex/Em = 560-10/590. All the experiments were 

performed with a standard curve to calculate the number of live cells present in each condition. 

Cells were suspended at the desired density and a 1 in 2 serial dilution was performed to obtain 

the intermediate cell densities. The cells in the standard curve were untreated and used as con-

trols. The measured signal was normalised as: 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑠𝑖𝑔𝑛𝑎𝑙 =  
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑠𝑖𝑔𝑛𝑎𝑙 − 𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑

𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
 

Eq. (4.5) 

A model curve was interpolated and used to calculate the number of cells in each condi-

tion. 



111 

 

4.1.5 Cell culture on-chip 

4.1.5.1 Cleaning and priming 

After the system was assembled and the leak test performed to ensure hydraulic tight-

ness, the system is sprayed with 70% Ethanol and placed inside a class II MSC. Each chamber was 

manually flushed with 2 mL of 1:50 bleach solution (Sainsbury’s thin bleach, <5% Sodium Hypo-

chlorite) and left for 10 minutes. After this, the chambers were manually rinsed with 4 mL of 

sterile dH2O and left to soak for ~5 h. After the soaking time, 1 mL of collagen solution (30 ng/mL, 

Advanced BioMatrix, Cat No 5005-B) was flushed through, and the system was placed in the in-

cubator at 37℃ overnight. Afterwards, the excess of collagen was washed with 2 mL sterile PBS, 

and then with 2 mL of HBSS. To prime the chambers before introducing the cells, the chambers 

were rinsed with 1 mL of complete culture media. 

4.1.5.2 Cell seeding 

Once the device was cleaned and primed, the cells were subcultured following the protocol 

detailed above. After counting the cells and calculating the cell density, a cell suspension at 

300,000 cells/mL was prepared. 1 mL of this suspension was transferred to a 1 mL syringe using 

a pipette and connected a chamber of the device. The suspension was slowly injected into the 

chamber to avoid disrupting the cells. This was repeated for each chamber. The outlets of the 

chambers were then blocked, and the cells were allowed to adhere to the substrate for 3 h. After 

the adherence time, the chambers were connected to 10 mL syringes containing 5 mL of complete 

culture media, mounted onto a 4-channel syringe pump (Fusion 400, Chemyx Inc.) and the flow 

was started at 1 µL/min. The entire setup was then placed inside an incubator at 37℃ with 5% 

CO2. 

4.1.6 RNA extraction 

To extract the RNA from the samples, the RNeasy Mini Kit (#74104, Qiagen N.V.) was used. 

First, the cells were lysed with the provided lysis buffer. This had to be done still under hypoxic 

conditions to avoid the hypoxic markers to degrade in the presence of oxygen. Therefore, the gas 

flow was maintained until the lysates were extracted from the chambers. After 24 h of hypoxic 

challenge, the flow of fresh media was stopped, and the system was taken out of the incubator 

and placed in the MSC. The chambers were washed with 2 mL sterile PBS and then emptied com-

pletely before flushing 400 µL of Lysis buffer. The buffer was left to act for ~5 min after which, 

with a pair of syringes connected at the inlets and outlets of each chamber, the buffer was rinsed 

from one to the other to ensure mixing and lysis of the cells from the substrate. The contents of 
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each chamber were removed completely into one of the syringes and transferred into an RNAse-

free microtube. Once all the chambers were emptied, the gas flow was stopped, and the system 

removed from the MSC for cleaning before the next experiment. 

 After extracting the lysate of each chamber, the same volume was added of 70% 

ethanol, mixed thoroughly by pipetting, and the mixture was transferred into the spin columns 

provided by the kit. These were then centrifuged at 8000 x g for 30 seconds. The waste in the 

collection tubes was discarded and 700 µL of the RW1 buffer was added to wash the membranes. 

The columns were spun again at 8000 x g for 30 s, the waste removed and 500 µL of RPE buffer 

added. The columns were spun again for 30 s at 8000 x g, the waste discarded, and another 500 

µL of RPF buffer was added again. This time, the columns were spun for 2 min at 8000 x g to 

completely dry the column membrane. The spin columns were then placed in new 1.5 mL collec-

tion tubes and 30 µL of RNAse-free water was added to detach the RNA from the columns into 

solution. The columns were centrifuged again for 1 min at 8000 x g. After this step, the spin col-

umn was disposed of, and the sample containing the extracted RNA was in the collection tube. 

4.1.6.1 Quantification of RNA 

Before running the PCR to measure the gene expression of the hypoxic factors, the RNA 

content of the samples was quantified, and the purity of the sample assessed using a NanoDrop 

2000 spectrophotometer (Thermo Scientific™). Using UV/visible spectrophotometry, the spec-

trum of each nucleic acid present in the sample is examined. In this system, a 1 µL sample drop is 

place between two fibre optic cables, and held in place via surface tension. The nucleic acid sam-

ple concentration is based on the absorbance at 260 nm, corrected with a baseline normalisation 

at a 340 nm wavelength. The quantification is calculated using a modification of the Beer-Lambert 

equation: 

𝑐 =
𝐴 ∗ 𝜀

𝑏
 

Eq. (4.6) 

Where c is the nucleic acid concentration (ng/µL), A is the absorbance in AU, ε is the wave-

length-dependent extinction coefficient (usually 40 ng·cm/µL) and b is the path length (cm). To 

assess the purity, the 260/280 ratio was used, with a value of ~2.0 as the generally accepted value 

for a “pure” sample. 

4.1.7 Reverse Transcription quantitative Polymerase Chain Reaction 

DNA is composed of two complementary strands that form a double helix. The two 

strands are composed of nucleotides (adenine (A), cytosine (C), guanine (G) and thymine (T)), 
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held together by hydrogen bonds. According to the base-pairing rules, nucleotide A only binds to 

T and C to G. This means that if you know the sequence of one strand, you always know how to 

replicate the other half. The polymerase chain reaction (PCR) is a biochemical process capable of 

amplifying a single DNA molecule, or a section of it, into millions of copies in a short period of 

time. It uses temperature cycling to initiate and end bursts of enzyme-catalysed DNA synthesis. 

Each cycle consists of three steps: (1) denaturation, (2) annealing, and (3) extension. 

The starting DNA sample (template DNA) is heated to around 95℃ to break the hydrogen 

bonds and separating the complementary DNA strands (denaturation). Then, the region of DNA 

to amplify (target sequence) is identified using short pieces of single-stranded synthetic DNA (pri-

mers). The primers match the target sequence on the separated DNA template strand and anneal 

(stick) to it when the reaction is cooled down (~55℃). The lower temperature allows for hydro-

gen bonds to form between the primers and the template. Next, the reaction is heated again to 

72℃ to extend (copy) these new double stranded where the primers and template have annealed. 

For this, an enzyme called DNA polymerase is used. DNA polymerases are enzymes that can read 

a strand of DNA and make a complementary copy following the base-pairing rules. The polymer-

ase will find the end of the double stranded regions of DNA where the primers have bound, and 

will start moving along the DNA, base by base, adding the correct complementary DNA nucleotide. 

After one cycle of these three steps, the original target DNA has been duplicated. The cycle is then 

repeated several times (25-35 times), creating new identical copies of the target region of the 

DNA, exponentially amplifying the number of copies. This process is carried out in a programma-

ble device called thermal cycler [297]. 

Quantitative reverse transcription PCR is used when the starting material is RNA. In this 

method, RNA is first transcribed into complementary DNA (cDNA) by reverse transcriptase. The 

cDNA is then used as the template for the PCR. RT-qPCR can be performed in a one- or two-step 

assay. In the first, the reverse transcription and PCR happen in the same tube and buffer. In the 

latter, the reverse transcription and PCR steps are performed in separate tubes, with different 

optimised buffers, reaction conditions, and priming strategies. Even though it is less sensitive, in 

this project the one-step method was selected as it reduces experimental variation, pipetting 

steps, and risk of contamination [298]. 



114 

 

 
Figure 4.2: Steps for RT-qPCR. The sample RNA is extracted and isolated and converted into cDNA, which is then 
used as template for the PCR. The cycle is repeated several times until millions of copies of the target sequence 
are obtained. Created using Biorender.com  

In RT-qPCR, the amplification of DNA is monitored by the detection and quantitation of a 

fluorescent reporter signal, which increases in direct proportion to the amount of PCR product in 

the reaction. To detect the PCR products in RT-qPCR, several methods have been developed (Taq-

Man, LightCycler, LUX…). For this experiments, SYBR green is used. The SYBR Green I is a dye that 

emits light only when bound to double-stranded DNA (dsDNA). During the PCR, the target se-

quence is amplified, creating new copies of dsDNA. The dye binds to each one of these new copies, 

resulting in an increase in fluorescence intensity. It binds to all dsDNA, including non-specific re-

action products, which means that a high signal could be due to the amplification of a region that 

is not the target. To visualise non-specific PCR products, a melting curve analysis can be per-

formed, as different fragments will usually appear as separate distinct melting peaks. Fast loss of 

fluorescence can be observed at the denaturing (melting) temperature of a DNA fragment, which 

is unique to that fragment. The melting peak is obtained by plotting the negative first derivative 

of the fluorescence against temperature [299]. On the other hand, Taqman is a sequence-specific, 

dually fluorophore-labelled DNA oligonucleotide (one fluorophore is the quencher and the other 

the reporter). The quencher absorbs the signal from the reporter during amplification. During the 

extension phase, the DNA polymerase activity making the complimentary strand encounters the 

probe and breaks it apart, liberating the reporter and allowing it to fluoresce. Because the oligo-

nucleotide only binds to a specific sequence, only when that sequence is replicated the fluorescent 

signal increases. This makes this method more accurate as it only detects amplification of the de-

sired product, and it also allows to be multiplexed as multiple probes attaching to different regions 

and with different colours can be combined in the same experiment, reducing the sample usage. 

However, they require a thorough process for designing the oligonucleotide and they are much 

more costly than the SYBR Green counterpart [300]. 
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Figure 4.3: Comparison of melting curves with samples containing a single product (green) and a sample with 
products that are not the target (red). 

RT-qPCR is able to monitor the progress of the PCR as it occurs. The data is collected after 

each cycle, rather than only at the end. In the initial cycles, there is little change in fluorescence 

signal. This defines the baseline. An increase in fluorescence above baseline indicates the detec-

tion of accumulated target. A fluorescence threshold is set above this baseline (around 10 times 

the baseline value). The parameter CT is defined as the fractional cycle number at which the fluo-

rescence passes the threshold. The higher the starting copy number of the target, the sooner a 

significant increase in fluorescence is observed. The efficiency of a PCR eventually drops as a re-

sult of either product inhibition, or because the concentration of one of the components becomes 

limiting. The reaction then enters a linear phase, indicating the end of the PCR. Traditionally, the 

threshold is set automatically within the exponential phase of the PCR. The ability to quantify the 

amplified DNA during the exponential phase of the PCR, when none of the components is limiting, 

results in an improved precision in the quantitation of the target sequences [301]. 

In this project, the RT-qPCR was performed using QuantiNova RT-PCR kit (#208152, Qi-

agen N.V.) was used, with SYBR Green as the detection dye and ROX as the reference dye. To 

prepare the samples for the PCR, two mixtures were prepared: Mix 1 contained the SYBR Green 

master mix, the ROX reference dye, the Reverse-transcriptase mix and the primer of the target 

gene. Mix 2 contained the RNA sample diluted in RNase-free water to 20 ng/µL (dilution factor 

calculated using the values obtain as explained in Section 4.1.6.1). Each target gene required a 

separate Mix 1, and each biological sample condition required a separate Mix 2. Both mixes were 

then added to a white v-bottom 96-well plate according to the plate plan. The plate was centri-

fuged for 20 s to ensure the samples were at the bottom of the wells and then placed in the real-
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time cycler (StepOnePlusTM Instrument, Thermofisher). RT-qPCR was performed at 95°C for 2 

min, followed by 40 cycles of denaturing at 95°C for 5 s and annealing/extending at 60°C for 10 

s. Melting curves were performed to assess the specificity of the reaction (ensure there were no 

unexpected products), and the results were analysed using the comparative CT method. 

4.1.7.1 Comparative CT method 

Relative quantitation is used to analyse changes in gene expression in a given sample rel-

ative to another reference sample (calibrator). This method is most commonly used for 

quantifying mRNA levels by RT-qPCR and is adequate for most purposes to investigate physio-

logical changes in gene expression levels. In relative quantification, the target gene in the test 

sample and calibrator is first normalised to the endogenous reference gene, and the normalised 

values are then compared with each other to obtain a fold difference. The normalised target gene 

expression in the calibrator is set to 1, and the normalised target gene expression in the test sam-

ples is expressed as some n-fold increase or decrease relative to the calibrator. The main 

advantage of this technique is that the use of than internal standard can minimise potential vari-

ations in sample preparation and handling and circumvents the needs for accurate quantification 

and loading of the starting material [301,302]. There are two relative quantitation methods: the 

standard curve method, and the comparative CT method. In the first, the target quantity deter-

mined from the standard curve is divided by the target quantity of the calibrator. In the second, 

an arithmetic formula is used: 

First, the cycle threshold value of the target gene is normalised to that of the reference 

gene, for both the test sample and the calibrator: 

 ∆𝐶𝑇(𝑡𝑒𝑠𝑡) = 𝐶𝑇(𝑡𝑎𝑟𝑔𝑒𝑡,𝑡𝑒𝑠𝑡) − 𝐶𝑇(𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒,𝑡𝑒𝑠𝑡) Eq. (4.7) 

 ∆𝐶𝑇(𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑜𝑟) = 𝐶𝑇(𝑡𝑎𝑟𝑔𝑒𝑡,𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑜𝑟) − 𝐶𝑇(𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒,𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑜𝑟) Eq. (4.8) 

Then, the ΔCT of the test sample is normalised to that of the calibrator: 

 ∆∆𝐶𝑇 = ∆𝐶𝑇(𝑡𝑒𝑠𝑡) − ∆𝐶𝑇(𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑜𝑟) Eq. (4.9) 

Finally, the normalised expression ratio is calculated using the equation:  

 𝑅𝑄 = 2−∆∆𝐶𝑡  Eq.(4.10) 

The comparative CT method eliminates the need for a standard curve, increasing the 

throughput.  
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4.1.8 Statistical analysis 

Normal distribution of the data was initially assessed with a Shapiro-Wilk normality test 

Statistical comparisons were carried out using a one-way ANOVA with Bonferroni correction with 

*p≤0.05, **p≤0.01, ***p≤0.001, or ****p≤0.0001. Alternatively, statistical comparisons were car-

ried out using a two-tailed unpaired Student’s t-test, correction with *p≤0.05, **p≤0.01, 

***p≤0.005. Number of replicates for each condition are specified in the figure legends. Measure-

ments are reported as mean ± standard deviation (SD) or standard error of the mean (SEM) as 

specified in each figure legend. 
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4.2 Viability assay 

Cell health and metabolism are affected by changes in their microenvironment and the 

presence of physical and/or chemical agents. In order to determine cell responses upon stimuli, 

there is a need for reliable and reproducible cell viability and cytotoxicity assays. Viability levels 

and/or proliferation rates of cells are good indicators of cell health. A broad spectrum of cytotox-

icity and cell viability assays is currently available. A common classification of assays is according 

to the measurement type of end points: dye exclusion, colorimetric, fluorometric or luminometric.  

In dye exclusion assays, the proportion of viable cells in a cell population can be determined 

by staining exclusively viable or dead cells. The staining procedure is simple, rapid, and requires 

a small number of cells, but it is time consuming for large samples. Trypan blue has been exten-

sively used for this purpose. This assay is used to determine the number of viable cells in a cell 

suspension and is based on the principle that live cells possess intact membranes that do not 

allow the dye to cross into the cytoplasm, whereas dead cells have permeable membranes which 

allows the dye to enter the cytoplasm and hence stain blue. Under visual inspection, viable cells 

have a clear cytoplasm, and dead cells have a blue cytoplasm (Figure 4.1). However, it presents 

some disadvantages. For example, it cannot distinguish between healthy cells and cells that are 

alive but losing cell functions, and the amount of information it provides about the condition of 

the samples is limited [303]. 

In colorimetric assays, the reagents undergo a colour change in response to the viability of 

the cells. One of the most common colorimetric assays used in cell biology is the LDH cytotoxicity 

assay. Quantification of LDH release is a well-established method for cell viability. It provides fast, 

robust, and reproducible insights into the potential toxicity of experimental compounds. LDH is 

a cytoplasmic enzyme found in nearly all living cells that catalyses the concomitant interconver-

sions of pyruvate to L-lactate and NADH to NAD+ during glycolysis. It converts pyruvate, the final 

product of glycolysis, to lactate when oxygen is absent or in short supply. At high concentrations 

of lactate, the enzyme exhibits feedback inhibition, and the rate of conversion of pyruvate to lac-

tate is decreased. In response to cellular damage, the plasma membrane is compromised, and LDH 

is released from the cytoplasm into the extracellular environment, so it is commonly used as a 

marker for injuries and tissue breakdown. Its stability in cell culture medium makes it a well-

suited correlate for the presence of damage and toxicity in tissues and cells [304]. Due to the abil-

ity of microfluidic devices to have a continuous flow, the effluent can be collected periodically and 

analysed to assess the health of the tissue samples throughout the length of the experiments. This 

feature is especially useful when the samples are subjected to challenges, as it is possible to obtain 

a measurement of the temporal response. For this reason, this assay is particularly common in 

tissue-on-chip literature [99,119,201,282].  
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This assay measures the stable, cytosolic LDH enzyme quantitatively: the released LDH is 

measured with a coupled enzymatic reaction that results in the conversion of a tetrazolium salt 

into red coloured formazan by the catalyst diaphorase (Figure 4.4). The red formazan absorbs at 

492 nm and can be measured quantitatively using a conventional microplate reader. This assay, 

however, presents some drawbacks, such as the inherent LDH activity of the serum present in the 

medium, which gives high background readings. This requires the assay to be performed in low 

or serum-free conditions, limiting the assay culture period, and reducing the scope of the assay 

as it can no longer allow determination of cell death caused under normal growth conditions 

[305]. 

 
Figure 4.4: Schematic of the reaction converting the tetrazolium salt into formazan to measure the LDH release. 
From https://www.cephamls.com/ldh-cytotoxicity-assay-kit-colorimetric-2/ 

In this work, the ability of the LDH assay to monitor cell/tissue viability in the developed 

devices (presented in 3.3) was tested. HeLa cells were cultured in T25cm2 flasks at 37°C and 5% 

CO2 until the cells were confluent. Then, lysis buffer was added in a 1:10 ratio to the total volume 

to obtain the maximum LDH release. After 45 minutes of incubation time with the lysis buffer, an 

aliquot was transferred into a tube and centrifuged at 300 x g for 5 min to remove debris, before 

performing a 1 in 2 serial dilutions to obtain the reference curve. In the results presented in Fig-

ure 4.5, it can be observed that the absorption of the assay saturated at the higher concentrations 

of LDH release, and there were no clear differences in the cytotoxicity of the reference curve 

above 50% (calculations shown in Section 4.1.3). Furthermore, large variability in the optical den-

sities measured were also observed for experiments with the same number of cells, which could 

indicate saturation of the assay, i.e., too many cells for the amount of reagent. This could lead to 

large calculation errors in the subsequent experiments; thus, it was decided to investigate other 

viability assays. This assay, however, could be used in the future, but taking into account that the 

https://www/
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samples would need to be diluted in order to avoid saturation of the assay. It was also observed 

that the signal was reduced when the samples were frozen after collection for analysis on a dif-

ferent day (Figure 4.6). This feature would be particularly convenient to reduce the length of each 

experiment and optimise the number of assays run. However, as already observed previously by 

others [306,307], the LDH enzyme loss its activity after the samples were frozen and thawed.  
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Figure 4.5: Cytotoxicity reference curve for the LDH assay. Data are mean ± SD, n=5.  
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Figure 4.6: Comparison of reference curve for fresh and frozen samples. N=1. 

Fluorometric assays are easy to perform and present some advantages over the previously 

explained assays, primarily, their higher sensitivity. The resazurin reduction assay is based on 

the conversion of the blue non-fluorescent dye resazurin into the pink resorufin by accepting an 

electron from the mitochondrial respiratory chain in live cells (Figure 4.7). Resazurin is a phe-

noxazine-3-one dye and a cell permeable redox indicator that can be used to monitor viable cell 
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numbers. It is a non-toxic and cell permeable compound. Viable cells convert continuously resaz-

urin into resorufin, which is released from the cell and results in increased overall fluorescence 

of the cell culture medium. The quantity of resorufin produced is directly proportional to the aer-

obic respiration rate of the cells, which is generally correlated to the number of viable cells. The 

amount of resorufin can be measured with a conventional microplate reader (Ex/Em = 530-

560/590 nm) by absorption or fluorescence, the latter being the most common due to the higher 

sensitivity of fluorescent measurements over absorption detection. The incubation period re-

quired to generate a sufficient fluorescent signal is usually between 1 and 24 hours, and it 

depends on the metabolic activity of the cells, the cell density, and other factors such as the cul-

ture medium type. This assay is relatively inexpensive and more sensitive than tetrazolium-based 

assays. It can also be multiplexed with other methods to gather more information.  

 
Figure 4.7: Reduction reaction of resazurin into resorufin due to the mitochondrial respiration of metabolically 
active cells. 

As previously mentioned, resazurin is converted into resorufin as a result of cellular respi-

ration. An in-house resazurin reagent was prepared instead of using a commercial one by diluting 

resazurin salt in sterile PBS (further details in Section 4.1.4). The optimal incubation times and 

ratio of resazurin reagent to total volume were initially investigated. For this, cells were seeded 

in conventional 24-well plates at 100,000 cells per well (~50,000 cells/cm2) and cultured for 24 

h in complete medium. The supernatant was then removed and replaced with serum-free medium 

for another 24 h. After that time, the resazurin reagent was added at different ratios (1:5, 1:10 

and 1:20) to the wells, and the plate was placed inside a microplate reader with temperature 

control (Fluostar Optima, BMG Labtech). The intensity in each well was measured every hour for 

7 h (Ex/Em = 560-10/590 nm). The results in Figure 4.8 show the evolution of the signal over 

time. The measured intensity increased with the incubation time until it saturated after around 4 

h due to the depletion of the resazurin present in the well, as it was converted into resorufin. 

Longer incubation times were investigated but this led to errors in the viability measurements, 

especially at higher cell densities. The differences in the value of the maximum signal for each 

reagent ratio can also be observed in Figure 4.8c. As expected, there was a proportional relation 

between the resolution and the reagent ratio, as well as with the incubation time. After 4 h of 

incubation, the resazurin did not improve significantly due to the saturation of the signal. The 
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resolution was calculated by subtracting the background values (controls with no cells) to the 

measured signal and divided by the number of cells.  
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Figure 4.8: a) evolution of the fluorescence signal of the resazurin assay with incubation time. Data represents 
mean ± SD. b) normalised signal to compare the changes for the different ratios tested. c) the evolution of the 
resolution over time for the reagent ratios. Data represents mean; SD are not plotted for clearer visualisation 
of the results but variability is maintained as in the top graph. n=3  

The optimal incubation times and reagent ratios over multiple cell densities were also stud-

ied. In this case, the cells were plated at multiple concentrations (1 in 2 serial dilutions to generate 

a standard curve) and incubated for 24 h at 37°C and 5% CO2, after which the supernatant was 

removed and replaced with serum-free media. After a further 24 h of incubation, the resazurin 

reagent was added in different ratios (1:5, 1:10 and 1:20), placed in the microplate reader with 

controlled temperature, and measurements of the fluorescent signal were taken every hour for 6 

h (Ex/Em = 560-10/590 nm). The results show a linear relationship between the signal collected 

and the number of cells on the wells for reagent ratios of 1:5 and 1:10, but not for a ratio of 1:20 

(Figure 4.9a). This was due to the faster depletion of the resazurin present in the well for the 

higher cell densities. The linearity of the standard curve was analysed by performing a linear in-

terpolation of the values and evaluating the goodness of the fit by calculating the R2 value. The 

linearity was maintained for the first two ratios over the entire experimental time, but it notice-

ably worsened for the lowest ratio (Figure 4.9b). Given the good linearity even at the shortest 

incubation time (1h) and with a reagent ratio of 1:10, these parameters were established as the 

protocol from then on. In this manner, the assay time was reduced, and the reagent consumption 

was minimised.  
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Figure 4.9: a) standard curves at multiple reagent ratios. Values plotted represent the mean ± SEM for n=3. The 
linearity is maintained as shown by the plot below (b) of the R2 values. Data represents mean for n=3. 

These results also show the linearity of the standard curve using the resazurin assay com-

pared to the results from the LDH assay discussed previously (Figure 4.5). The differences 

between these two assays were further tested by challenging the cells with hydrogen peroxide 

(H2O2). Cells were plated at 40,000 cells/cm2 in a 24-well plate and incubated for 24 h at 37°C and 

5% CO2. The media was switched to serum-free and the H2O2 was added in multiple concentra-

tions (0.1 µM to 10 mM in 10-fold increases) and incubated for another 24 h. Subsequently, the 

effluents were collected for the LDH assay and the resazurin assay was added at a 1:10 ratio to 

the total volume and incubated for 1 h. The untreated control was lysed to obtain the maximum 
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LDH release for the reference curve. The results are plotted together in Figure 4.10. The resazurin 

assay showed a typical concentration response curve for H2O2 treatment, whereas the LDH assay 

showed misleading results with lower cytotoxicity at the highest H2O2 concentration tested. This 

was misrepresentative as all the cells were dead under the microscope and the LDH release 

should be maximum; however, as seen in Figure 4.5, the assay saturated at higher cytotoxicity 

levels, which could lead to large calculation errors and misleading results. Furthermore, LDH ac-

tivity could have been affected by the presence of the hydrogen peroxide [308,309]. It was 

decided to use the resazurin assay as the preferred method to measure viability for this project.  
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Figure 4.10: Response curves to increasing H2O2 concentrations using the resazurin and LDH viability assays to 
observe the differences in sensitivity between the assays. Data points represent mean ± SD, n=4 and 2 
respectively. 

In the experiments presented so far, the assay reagent was added in the wells and the 

plate containing the cells with the assay was placed in the microplate reader machine to perform 

the measurements. This would not be possible when the cells are cultured in the developed de-

vices, as the device would not fit in the machine. To test if it was possible to adapt the viability 

assay to the devices, cells were plated and cultured in standard 24-well plates as explained above. 

After the resazurin reagent was added, instead of transferring the plates to the microplate reader, 

aliquots of supernatant were taken every hour. The culture plate was placed back in the incubator 

between measurements. These aliquots were then plated in a 384-well plate and the fluorescence 

intensity was measured in the same manner as in the previous experiment. The results showed a 

comparable response between both methods, with a noticeable reduction of the error with the 

new method (Figure 4.11). This could be due to the change from optically transparent well plates 

in the first case, to black well plates in the second, which increase the sensitivity of the measure-

ments due to the reduction in light reflection and interference from adjacent wells.  These results 
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showed that this viability assay could be used in the devices under continuous perfusion as the 

assay could be added into the chambers and the effluents could be collected and measured offline, 

while maintaining the samples in the incubator, and reducing the disruption. 
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Figure 4.11: Comparison between the signals measured directly from the well plates containing the cells or 
taken from the aliquots of the supernatants. Data represents mean ± SEM, n=3. 
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4.3  Media optimisation 

4.3.1 Choosing the media formulation 

The cell culture environment is crucial for the survival of the tissues, and it can influence 

their health, viability, and responses to changes and challenges. The cell culture medium has the 

ability to manipulate the physicochemical and physiological environment in which the cells are 

cultured. Therefore, it is vital to choose the correct culture media. Standard culture media for 

continuous culture of OHIO HeLa cells is Dulbecco’s Modified Eagle’s Medium (DMEM– high glu-

cose, #D5671, Sigma-Aldrich) as a base medium  supplemented with 10% Foetal Bovine Serum 

(FBS, #F9665, Scientific Laboratory Supplies), 1% Penicillin/Streptomycin (5,000 U/mL of peni-

cillin and 5000 µg/mL of streptomycin, #15070063, ThermoFisher) and 1% GlutaMax 

(#11574466, Fisher Scientific), and will be here referred to as complete DMEM (cDMEM). This 

medium requires of a gaseous environment of 5% CO2 to equilibrate the pH. Biological processes 

are extremely sensitive to pH, as it modulates the activity of proton-dependent transporters pre-

sent on cells and influences the interaction and functionality of lipids and proteins. Therefore, pH 

in the culture media must be balanced and stable. Most mammalian cell lines require a pH value 

of 7.4. Buffering systems are used to avoid significant pH changes of the culture media. The most 

common buffering system nowadays is the bicarbonate/CO2, which mimics the main buffer sys-

tem in organisms and minimises toxic side effects. The CO2 dissolves in the medium, forming 

carbonic acid as it reacts with water, and then that carbonic acid establishes an equilibrium with 

the HCO3
- ions contained in the medium, lowering the pH. Simultaneously, the additional HCO3

- 

ions react with protons present in the medium, increasing the pH (Figure 1.16). In this system, it 

is required to keep the cultures in an artificial 5% CO2 environment inside an incubator. However, 

the devices developed for this project weremade of a gas-impermeable material to avoid the dif-

fusion of oxygen into the chambers (Section 3.3.1). This also means that the diffusion of CO2 is 

limited, and therefore the pH equilibration mechanism is hindered. For this reason, other ways 

to maintain the desired pH were sought. Another common buffering system is the addition of 4-

(2-hydroxyethyl)-1-piperazinetanesulphonic acid (HEPES) to the culture media. HEPES is a zwit-

terionic sulphonic acid, i.e., it contains an equal number of positively and negatively charged 

functional groups, so it can act as a base or an acid, reacting and neutralising any base or acid 

added to the medium, and keeping the pH stable. It is water soluble, has low cell membrane per-

meability, high chemical stability, and the concentration, temperature, and ionic composition of 

the medium in which it is added has minimal effect on its buffering capacity.  

An alternative medium composition designed for use in closed containers or in equilib-

rium to the atmospheric air was chosen: Minimum Essential Medium (MEM) with Hank’s salts 
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(#M5775, Sigma-Aldrich). To guarantee the maintenance of pH within the chambers, the optimal 

concentration of HEPES to add to the medium was first investigated. MEM culture media with 

increasing HEPES concentrations were plated without cells in conventional well plates and placed 

in an incubator at 37°C and atmospheric CO2. After 24 h, the volume of the corresponding well 

was collected, and the pH was measured using a pH sensor (InLab Micro, Mettler Toledo). The 

results showed a high pH for the medium without HEPES, and a constant level for the wells with 

HEPES of around 8.6. This was due to the lack of CO2 or buffer for equilibrating the pH (See Figure 

1.16). The value at which each media composition stabilised depended on the concentration of 

HEPES, decreasing said value for higher HEPES concentrations. It has been reported that HEPES, 

when exposed to ambient light, produces hydrogen peroxide [310] which can lead to toxic effects 

on the cultures. Therefore, the chosen concentration was 15 mM as it was the lowest possible 

concentration able to maintain the pH between 7.4 and 7.6. The complete formulation for this 

medium consisted of MEM (with Hank’s salts), 10% FBS, 1% Penicillin/Streptomycin, 1% L-glu-

tamine (200 mM, #25030024, ThermoFisher), 1% Non-essential amino acids (NEAAs, 100X, 

#11140035, ThermoFisher) and 1.5% HEPES (1 M stock, #H0887, Sigma-Aldrich), which will be 

referred to as complete MEM (cMEM). 
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Figure 4.12: pH evolution over several days for different HEPES concentrations. Data represent mean; n=2. 

HeLa cells were subcultured in parallel several times in both cDMEM and cMEM media in 

T25cm2 flasks to observe the differences between them. As can be observed in the images of the 

cultures, the cells in cMEM had a much slower growth rate (Figure 4.13, left), with stellated shape 

and not forming adherences.  
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Figure 4.13: Microscope images of HeLa cells cultured in a) cMEM or b) cDMEM in T25cm2 flasks. The same 
number of cells was seeded in each flask and the pictures were taken after the same culture time (3 days 
postseeding) for direct comparison. Differences in the shape and confluence can be observed. Images 
representative of 12 and 22 experiments respectively. Scale bars represent 100 µm. 

Due to the poor viability and slow growth under the cMEM medium, a different media com-

position was studied. Leibovitz L-15 medium is a CO2-independent medium formulated to 

facilitate the maintenance of cell cultures even in the absence of an incubator, and it was mainly 

used for transportation of cells and tissues. Its buffering capacity is mediated by phosphates and 

free-base amino acids instead of sodium bicarbonate. The metabolism is maintained by galactose 

due to the total lack of glucose present, and pyruvate is added to enable the cells to increase their 

endogenous CO2 production, making it independent of exogenous CO2. It is also formulated with 

modified Hank’s salts with double the concentration of magnesium salts to promote cell growth. 

This media (#11570396, Fisher Scientific) was supplemented with 10% FBS, 1% Penicil-

lin/Streptomycin, 1.5% HEPES (1 M) and 3% vitamins (MEM Vitamin Solution 100X, #11120037, 

ThermoFisher), referred to from here on as complete L-15 (cL-15). Vitamins were added to match 

as closely as possible the formulation of the cDMEM (comparison between media in Appendix 3). 

HeLa cells were subcultured several times in both cDMEM and cL-15 media in T25cm2 flasks in 

parallel to observe the differences between them.  

Figure 4.14 shows the differences in growth rates in the different media (as explained in 

Section 4.1.2). The growth rates for cMEM, cL-15 and cDMEM were 0.356, 0.5761 and 1.07 divi-

sions per days respectively, which meant that the time the cells required to double the population 

was 2.81, 1.74 and 0.93 days respectively. The difference in viability after each passage was also 

noticeable, with much higher viabilities for cL-15 (87%) and cDMEM (90%) than cMEM (79%) 

media. It was decided to use cL-15 for the experiments on-chip from then on as the viability was 

high and, even if the growth rate was slower, the cells maintained their morphology and formed 

adherences. 

b)a)
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Figure 4.14: a) Microscope images of the HeLa cells culturedin i) cMEM, ii) cL-15 or iii) cDMEM in T25cm2 flasks. 
The same number of cells was seeded in each flask and the pictures were taken after the same culture time for 
direct comparison (3 days postseeding). Differences in the shape and confluence can be observed. Images 
representative of 12, 23 and 22 independent experiments for (i), (ii) and (iii) respectively. Scale bars represent 
200 µm. Below, growth rates (b) and viability (c) for each culture media. Results represent mean ±SD. 
Experimental replicates are plotted individually as dots. From left to right, n=12, 23 and 22. Normal distribution 
of data was confirmed by a Shapiro-Wilk normality test and significance between groups was determined by a 
one-way ANOVA with Bonferroni correction were *p≤0.05, **p≤0.01, ***p≤0.001, or ****p≤0.0001. 
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4.4 Material compatibility 

Once the culture medium able to maintain the cells at a constant pH without the need of 

equilibration with an external gas was established, the compatibility of the cells with the materi-

als used for the fabrication of the device was tested. As explained in Section 3.3, device v3 was 

fabricated in PMMA, and the chambers were sealed with a glass slide. The oxygen sensors were 

deposited on the substrates as explained in Section 3.4.1.1. The substrates of conventional well 

plates were modified by adding PMMA covers, collagen coatings and including the oxygen sensor, 

and combinations of these. The cells were seeded at 50,000 cells per well with 1 mL of fresh 

cDMEM for 24 h in the incubator at 37℃ with 5% CO2. Images of all the conditions were taken to 

visually analyse the changes in cell morphology as well as assessing the viability in each condition 

with the resazurin assay.  Untreated wells (polypropylene plastic) were used as the controls for 

reference. The results are shown in Figure 4.15. Good cell attachment and coverage of the sub-

strates can be observed in PMMA covered wells as well as in the collagen-coated PMMA wells 

(Figure 4.15b-c). However, few cells were adhered to the oxygen sensors (Figure 4.15d). This re-

duced cell number could be due to the toxicity of the oxygen-sensitive dye or to the 

hydrophobicity of the PDMS polymer in which the dye is embedded, that prevents cells from ad-

hering. The overall viability of the wells with the oxygen sensor did not show significant 

differences with the untreated wells (Figure 4.16) because the oxygen sensor only covered a small 

portion of the substrate, mimicking the situation in the culture chambers (Figure 3.29). The high 

overall viability indicated that only the cells in contact with the sensor were affected, whilst the 

rest remained healthy (not shown in the images). This was slightly improved by coating the sen-

sors with collagen (Figure 4.15f). This was further confirmed by the viability assay (Figure 4.16) 

which showed that, despite good adherence to the substrate, there were less viable cells present 

in the PMMA covered wells. Viability was calculated as the number of live cells measured with the 

resazurin assay as explained above compared to the number of live cells measured in the control. 

This could be due to a slower growth rate or a change in the cells behaviour due to the sudden 

change of the properties of the substrate. The addition of the sensors further reduced the number 

of viable cells in the well. In all conditions, the addition of collagen coating increased cell viability. 

Even if the number of live cells was lower, the good adherence of the cells to the PMMA substrates 

coated with collagen proved the compatibility of the chosen fabrication materials with the cell 

culture. 
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Figure 4.15: Microscope images of the HeLa cells cultured in conventional well plates with modified substrates 
a) untreated control, b) PMMA, c) PMMA coated with collagen, d) Oxygen sensor (only cells in contact with the 
sensor have been imaged here), e) PMMA + sensor and f) PMMA coated with collagen + sensor. Differences in 
the shape, adherence and confluence can be observed. Images representative of 3 experiments. Scale bars 
represent 200 µm. 

 

a) b)

c) d)

e) f)
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Figure 4.16: Viability of the cells in each substrate condition normalised to the control (untreated substrate). 
Bars represent mean ± SEM. Experimental replicates are plotted individually as dots, n=3. Normal distribution 
of data was confirmed by a Shapiro-Wilk normality test and significance between groups was determined by a 
one-way ANOVA with Bonferroni correction were *p≤0.05, **p≤0.01, ***p≤0.001, or ****p≤0.0001. 
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4.5 Cell culture on-chip 

The ability to grow cells on the materials and with a CO2-independent media was proven 

for our chosen cell line, and therefore the next step was to culture the cells on the developed 

devices and optimise the preparation and culture conditions. The first step was to develop a pro-

tocol for cleaning and disinfecting the devices. After the assembly of the chip on the chip holders 

with the O-rings, the hydraulic tightness was tested as previously described (Section 3.3.2) by 

immersing the closed system in soapy water and pressurising the chambers to observe leaks. The 

sealed system was then placed in a Microbiological Safety Cabinet (MSC) and the chambers were 

cleaned by flushing 1:50 bleach in water and incubated for 20 minutes, after which the chambers 

were rinsed with sterile deionised water (dH2O) followed by Hanks Balanced Salt Solution (HBSS, 

#H9394, Sigma-Aldrich) and finally with cL-15 to prime the device before cell seeding. The cells 

were prepared in the same manner as for normal subculture (see Section 4.1.1) to a cell suspen-

sion of 100,000 cells/mL prior to loading them into 1 mL syringes and flushed them through the 

chambers of the device manually. Given that the volume of the chambers was around 300 µL, the 

final cell number in each chamber was around 30,000 cells, and an equivalent concentration was 

prepared and seeded in static well plates as controls. After leaving the cells to adhere for 30 

minutes, the flow of fresh media was started at 5 µL/min. After 24 h of culture with continuous 

perfusion, the cells were imaged to assess their health. A picture of the cells in a standard static 

well plate was also taken as a control for comparison. In Figure 4.17a, it can be clearly observed 

that the cells inside the chambers were rounded in shape and not attached to the substrate and 

in some cases the compromised membranes could also be observed. Therefore, it was necessary 

to study the cleaning and seeding protocol to establish where the issues were.  

First, the seeding method was assessed and results are shown in Figure 4.17b-d. Cell sus-

pensions and devices prepared as previously described were seeded into static well plates by 1) 

normal pipetting (control); 2) using a syringe connected to a piece of PTFE tubing, to test if the 

cells were disturbed by the stress caused by the transfer into a syringe and the pushed through 

the tubing; and 3) flushing the cells through the device and collecting them, then plating them via 

pipetting, to test if the cleaning protocol affected cell viability. Cells in all the conditions were 

cultured for 24 h at 37°C and imaged after that time. The images (Figure 4.17b-d) showed that 

the cells displayed good morphology and attachment of the cells to the substrates (assessed vis-

ually), which proved that the cells were not affected by the tubing, and that the devices were 

sterile and did not introduce infections, and therefore, the seeding protocol did not affect the cells. 

However, differences in the cell densities were observed, which could be attributed to dead vol-

umes or different material affinities of the seeding methods (tubing, syringes, PMMA), which 

could lead to a loss of cellular material in the seeding process. The images showed the presence 
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of debris in the wells with cells that were flushed through, so an additional cleaning step was 

added to sonicate the devices before mounting them on the holders to remove this debris. Alt-

hough the compatibility of the cultures with the materials was already tested, cells were seeded 

in open devices (not mounted on the holders) by normal pipetting and left inside a petri dish for 

24 h, to test that there were no issues with the final fabricated device either. Confluent and viable 

cells were observed after 24 h of culture, so any problems with the seeding method or the devices 

were discarded (Figure 4.17e). 

 
Figure 4.17: Microscope images of the HeLa cells cultured in conventional well plates with different seeding 
methods. a) Cells on the chip, b) traditional pipetting, c) cells transferred into a syringe and plated via a piece 

a)

b) c)

d) e)
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of tubing, d) cells flushed through the device, collected then plated, and e) cells seeded in the unmounted chip 
via traditional pipetting. Images representative of 1 experiment. Scale bars represent 200 µm. 

Next, the cell density at which the cells were seeded for subsequent experiments was opti-

mised. Cell suspensions at 100,000, 120,000, 150,000 and 180,000 cells/mL were prepared, 

seeded into the devices and left to adhere for 30 min with no flow. This equated to around 30,000, 

40,000, 50,000 and 60,000 cells per chamber respectively. The cells were cultured for 24 h at 

37°C with continuous perfusion of fresh media at 5 µL/min. It was observed that, when the seed-

ing density was increased, more live and attached cells could be seen in the devices (Figure 4.18). 

A cell density of 60,000 cells per chamber was selected and used from then on as it gave a good 

coverage of the substrates without reaching over confluence. 

 
Figure 4.18: Microscope images of the HeLa cells cultured in the devices under continuous perfusion at multiple 
cell seeding densities a) 30,000, b) 40,000, c) 50,000 and d) 60,000 cells per chamber. Images representative of 
4 experiments. Scale bars represent 200 µm. 

The flow rate of the fresh media was also investigated to look into the effect of the shear 

stress induced by the flow on the cells. Cells were seeded at 60,000 cells per chamber and cultured 

for 24 h at 37℃ under multiple flow rates (1, 2.5, 5 and 10 µL/min). All flow rates tested were 

able to maintain the cells viable for the length of the experiment, but, as it can be observed from 

the images in Figure 4.19, the chambers with higher flow rates had more rounded cells, which 

a) b)

c) d)
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implies not full attachment to the substrate. For subsequent experiments, the flow rate was es-

tablished at 2.5 µL/min to minimise the effect of the shear stress but ensuring continuous 

replenishment of the media to avoid nutrient depletion. 

 
Figure 4.19: Microscope images of the HeLa cells cultured in the devices under continuous perfusion at multiple 
flow rates a) 1, b) 2.5, c) 5 and d) 10 µL/min. Images representative of 1 experiment. Scale bars represent 200 
µm. 

It is also worth noting that over the several repeats to obtain the previously presented in-

formation, it was observed that the speed of the seeding did also affect the number of cells that 

attached to the substrate (Figure 4.20). When the cell suspension was flushed in a slow and con-

trolled manner and pausing after every 100 µL (instead of rapidly flushing the suspension 

through) more cells were present and fully attached to the substrate. This detail was also added 

to the protocol. 

a) b)

c) d)
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Figure 4.20: Microscope images of the HeLa cells cultured in the devices under continuous perfusion with 
different cell seeding speeds a) fast seeding (approx 6 mL/min) and b) slow seeding (approx 0.6 mL/min). 
Images representative of 2 experiments. Scale bars represent 200 µm. 

4.5.1 Viability assay on-chip 

Once the protocol for cleaning the device and seeding the cells was successful, the viability 

assay was adapted to the system. At the desired time point to perform the viability assay, the 

system was removed from the incubator and placed inside an MSC. The flow of fresh media was 

stopped, and the chambers were rinsed manually with serum-free media before flushing 1 mL of 

the resazurin solution prepared in a 1:10 ratio (final concentration 44 µM) from the outlets, to 

avoid introducing bubbles. The fresh media syringes were reconnected to the inlets again and the 

system was placed back inside the incubator with no flow. After 1 h of incubation, the flow was 

started at 3 µL/min and the effluent was collected every 30 min. Aliquots of the effluents at the 

multiple collection time points were transferred to a black, flat-bottom 384-well plate. The meas-

urements were taken by a microplate reader with Ex/Em = 560-10/590 nm. The results are 

shown in Figure 4.21. After the initial 30 minutes, the effluent had no signal, as it was flushing out 

the unreacted reagent that was left in the outlet tubing during the loading of the assay. After that 

point, the signal increased with time until the total volume expelled was 300 µL (which is the 

approximate volume of the chambers). Then, it started decreasing again due to the mixing of the 

reagent with the fresh media. Thus, the final protocol for measuring viability on chip was estab-

lished as follows: rinse the chambers with serum-free media, add the 1:10 resazurin solution, 

incubate for 1 h at 37℃ and then start flow at 3 µL/min. Collect the effluent for 30 min, 1 h after 

the flow was started, plate the aliquots, and measure the fluorescence intensity in a conventional 

microplate reader. 

a) b)
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Figure 4.21: Evolution of the signal of the collected effluents. Data represent mean ± SD; n=2. 

It was noticed that the measured values from the effluents were higher than the static 

controls despite being seeded at the same densities (Figure 4.22). This could be due to the smaller 

volume of the chambers compared to a conventional 24-well plate, which would result in a higher 

concentration of the products of the reaction. This increase in sensitivity has already been ob-

served by others and it is one of the advantages of the microfluidic technology, as the reaction 

rates are maintained constant, but the products are more concentrated than in standard cultures 

due the reduced sample volumes in the chips [110]. 
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 Figure 4.22: Differences in the fluorescence intensities measured between the static controls and the samples 
in the devices. Each experiment was normalised to the value of the static control for interexperimental 
comparison. Each experiment is represented with a difference shape. Bars represent mean ± SD. Each pair of 
symbols represents an experiment. n=5. 
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To study the consistency and reproducibility of the assay, several repeats of the complete 

experiment culturing cells in the device for 48 h were carried out. The complete protocol for cul-

turing cells on the chip was established as follows: after fabrication, the devices were sonicated 

in DI water for 10 minutes and dried with a nitrogen gas gun. Then, the device was placed on the 

chip holders with the mounted O-rings and the clamp was closed to seal the chambers. A leak test 

was carried out by immersing the assembled system in soapy water and pressurising the cham-

bers. Subsequently, the system was placed in a MSC to maintain sterility and the chambers were 

disinfected with diluted bleach (1:50) for 20 min. Then, the chambers were rinsed with sterile 

dH2O and HBSS to remove the bleach and finally with cL-15 to prime them. The system was placed 

inside the incubator at 37°C while the cells suspensions were prepared. HeLa cells were sus-

pended at 200,000 cells/mL, transferred to a 1 mL syringe, and flushed through the devices. 10 

mL syringes with fresh media were mounted onto syringe pumps and connected via PTFE tubing 

to the chambers. The setup was placed in the incubator for 30 min before starting the flow at 2.5 

µL/min. Standard curves were prepared and plated in 24-well plates and used as controls to 

measure the viability and calculate the number of live cells present in the chambers. After the 

desired culture time, the flow was stopped, and the chambers were rinsed with serum-free media 

before flushing 1 mL of resazurin solution (1:10 ratio). The syringes with fresh media were re-

connected to the inlets and the system was placed back in the incubator. The assay was left to 

incubate for 1 h before starting the flow at 3 µL/min. The effluent collected within the first 60 min 

was discarded, and the effluent collected for 30 min after that was collected and aliquoted into 

wells of a black 384-well plate. The fluorescence intensity was measured in a microplate reader 

at Ex/Em = 560-10/590 nm. The results are shown in Figure 4.23. The average calculated number 

of cells in each chamber was higher than the static controls, as they were seeded at 60,000 cells 

per chamber but, as discussed before, this number could be misleading due to the higher concen-

tration of resazurin product in the effluents. It is worth noting the high variability between 

experiments, which could be attributed to differences in the number of cells initially seeded, po-

tentially related to the seeding method; or to differences in the effluent collection time point, as 

the syringes are mounted manually in the syringe pump, and flow might not start simultaneously 

in all the chambers. There was also high variability between experiments in terms of the number 

of chambers per device with viable cells (Figure 4.23 top right corner). The source of this varia-

bility was not completely understood as the protocol was the same for all the chambers and set 

of experiments. The potential cause for the death of cells in certain chambers and not the adjacent 

ones could be due to the introduction of contamination in the tubing and connectors or during 

handling. 
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Figure 4.23: Number of live cells in each chamber. Bars represent mean ± SEM. Experimental replicates are 
plotted individually as dots. From left to right, n=7, 5, 6 and 5 respectively. Chambers without live cells were 
excluded from the calculation. On the top right corner, success rate of the experiments. Each area represents 
how many chambers were alive per experiment, n=7. 
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4.6 Final design 

After the optimisation of the culture of cells on chip, the system was unable to maintain an 

oxygen gradient across the chambers (as explained in Section 3.5.2). Therefore, the chamber de-

sign was modified, which resulted in a change of the substrate material in which the cells were 

going to be cultured on, from PMMA to PDMS. PDMS is a material widely used in microfluidics 

and organ-on-chip research and it is known for its biocompatibility. However, it is a hydrophobic 

material and thus cells do not adhere correctly to it. PDMS is also known for absorbing small mol-

ecules. The cleaning protocol established previously used bleach to disinfect the chambers. Even 

though PDMS has good resistance to it, bleach diffuses into the bulk of the polymer, and is re-

leased afterwards when in the presence of other liquids, which would effectively mean exposing 

the cells to bleach. Therefore, the cleaning protocol had to be revised. Conventional 24-well plate 

wells were coated with PDMS and allowed to cure for 1 h at 60 ℃. Subsequently, the wells were 

subjected to different cleaning protocols: 1) exposed to 1:50 bleach for 10 minutes, then rinse 

with sterile water; 2) exposed to 1:50 bleach for 10 minutes, then soak in sterile water overnight; 

3) exposed to 70% ethanol, then rinse with sterile water; and 4) exposed to UV light for 30 

minutes, then rinse with sterile water. After all the wells were treated with the different cleaning 

conditions, cells were seeded at 50,000 cells per well and incubated in cDMEM at 37℃ and 5% 

CO2 for 24 h. Then, the conditions were imaged to observe differences in cell morphology, and 

viability was calculated as the number of live cells measured with the resazurin assay as explained 

above compared to the number of live cells measured in the control. The results (Figure 4.24) 

showed poor viability for every cleaning protocol except for the second one (soaking in water 

overnight). This could be due to the fact that soaking overnight allowed for the bleach absorbed 

into the bulk of the PDMS to diffuse out, whereas with a quick rinse, the bleach stayed in the pol-

ymer and leached out during cell culture when the medium was introduced. Ethanol and UV 

treatment did not show any improvements compared to the bleach. Due to the lack of compati-

bility of ethanol with PMMA and the additional complexity of the UV method, bleach followed by 

an overnight soak was selected as the cleaning protocol for subsequent experiments. 

 
Figure 4.24: a) Number of live cells on PDMS-coated wells depending on the cleaning protocol compared to the 
untreated control (no PDMS coating). n=1. b) microscope image of cells on PDMS cleaning with bleach (i), 
ethanol (ii) or uncoated for control (iii). Scale bar represents 200 µm. 

ii)i) iii)
b)
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Despite the improvement in cell viability when soaking the PDMS overnight, the viability 

was still significantly lower than in the uncoated controls. Other researchers have coated PDMS 

devices with collagen and/or fibronectin to increase cell adherence [83,85,228]. Thus, the effect 

of adding a collagen coat to the PDMS-modified well plates was investigated. After coating the 

wells with PDMS as previously explained, the wells were cleaned in the same conditions and then 

0.5 mL of Type I Collagen was added and incubated for 1 h at 37°C. After the incubation time, the 

excess collagen was removed, and the wells were rinsed with sterile PBS before cell seeding at 

60,000 cells per chamber. After 24 h of culture in cDMEM, the conditions were imaged, and the 

viability measured with the resazurin assay. The viability measurements indicated an improve-

ment in the viability in all the conditions (Figure 4.25). However, the microscope images showed 

differences in the shape and adherence of the cells to the substrate and to each other (Figure 

4.26). The cells on the PDMS substrate were not viable and appeared floating (Figure 4.26c), but 

their adherence was improved when the PDMS was coated with collagen (Figure 4.26d). 
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Figure 4.25: Cell viability dependent of the cleaning method. Darker bars represent uncoated wells and lighter 
bars represent collagen coated wells. 
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Figure 4.26: Microscope images of the HeLa cells cultured in the modified well plate substrates. a) untreated 
control (no PDMS), b) collagen coating (no PDMS), c) PDMS and d) PDMS + collagen. Images representative of 
1 experiment. Scale bars represent 200 µm. 

Given the promising results with the addition of the collagen coat, it was decided to opti-

mise the collagen coating procedure, as PDMS and the proteins in collagen establish weak bonds 

and they can degrade when exposed to shear stresses [311]. The incubation time was increased 

to test this hypothesis. Wells were coated with PDMS and cleaned with 1:50 bleach and soaked in 

sterile water overnight. Then, 0.5 mL of collagen were added and left to incubate for 1, 2, 4 or 24 

h, after which the excess was removed and washed with sterile PBS. The cells were plated and 

incubated for 24 h in cDMEM. Images were taken and viability measured with resazurin assay. 

The results showed an increase in viability with increasing incubation times with the 24 h coating 

procedure showing the same number of cells as the static control (Figure 4.27, above). The images 

of the cultures showed that cells on the wells with an incubation time of 24 h (Figure 4.27, below, 

d) presented the same morphology and confluence as the static controls in uncoated wells (Figure 

4.26a). Therefore, the culture on chip protocol was modified as follows: after sealing the system 

and checking for leaks, the chambers were disinfected with 1:50 bleach for 10 min. Then, sterile 

water was flushed to rinse out the bleach and was left to soak for >5 h. Subsequently, the collagen 

a) b)

c) d)
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solution was flushed through, the inlets and outlets blocked, and the system placed in the incuba-

tor at 37°C overnight. Next, the excess of collagen was rinsed out by flushing sterile PBS, followed 

by HBSS and complete media to prime the chambers before adding the cells. 
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Figure 4.27: a) number of live cells on PDMS + collagen coated wells depending on the incubation time compared 
to the untreated control (no coating, static culture). N=1. b) Microscope images of the HeLa cells cultured in the 
PDMS-coated well plates with different collagen incubation times. i) 1, ii) 2, iii) 4 and iv) 24 h. Images 
representative of 1 experiment. Scale bars represent 200 µm. 

i) ii)

iii) iv)

b)
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However, when the cells were seeded in the devices following this new protocol, poor via-

bility and adherence was still observed (Figure 4.28, left). Given that the cells were cultured on 

stiff substrates and the PDMS membrane (acting as the substrate in the devices) was not com-

pletely rigid and warped in some places due to the pressure in the chambers when the device was 

sealed, it was hypothesised that the rigidity of the substrate could play an important role in the 

adherence of the cells. To test this, a modified version of the device was fabricated in which the 

gas layers were substituted for a PMMA slab without features (Figure 4.28, centre). The PDMS 

membrane was then bonded to this stiff substrate and the rest of the device was fabricated and 

assembled as normal. The experiment was repeated, and this time the cells showed good adher-

ence and coverage of the substrate (Figure 4.28, centre), and even the cells reached high 

confluence after 48 h of culture under continuous perfusion. Although it proved the hypothesis 

and improved the viability of the cells in the device, the gas impermeable PMMA would not allow 

for gas diffusion between the gas and culture chambers. Therefore, a way to increase the stiffness 

of the membrane but still allowing the equilibration of gases was sought. The gas layer design was 

modified to add a mesh to support the membrane (Figure 4.28, right). A COMSOL simulation con-

firmed that the gas diffusion was not affected by the new structure (Figure 4.29). When the cells 

were seeded in this new design, good cell attachment was observed in the entire chamber, alt-

hough the cells still had a preference for the regions where the membrane was in contact with the 

rigid mesh. Using the well plates coated with PDMS and collagen as control to check for complete 

adherence, the adherence time (time between the cells are seeded and the flow of fresh media 

starts) was increased to 3 h from then on. 

 
Figure 4.28: Evolution of the design to improve the cell adherence to the PDMS substrate. On the left, small 
pillars prevented the membrane from collapsing the chamber but did not provide rigidity to it. In the centre, the 
modified device with a PMMA slab without features to provide the cells with a stiff substrate. On the right, the 
final design with the mesh to support the membrane while allowing the gas exchange between the chambers. 
On the bottom, microscope images of HeLa cells cultured in the device version depicted on top of them. Images 
representative of 3 experiments. Scale bars represent 200 µm. 
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Figure 4.29: COMSOL simulation of the oxygen removal in the culture chambers. The culture media entering the 
chambers at atmospheric oxygen levels is rapidly equilibrated to the oxygen concentration of the gas mixture 
flowing underneath. a) gradient of oxygen concentrations, b) binary oxygen concentrations on alternating 
chambers to show no interference of the oxygen concentration of adjacent chambers. 

  

b)a)
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4.7 Hypoxia experiments 

To prove the ability of the developed system to culture tissues under multiple oxygen 

tensions, the effect of oxygen in the cells was studied by looking into the gene expression changes 

of hypoxia-related markers.  

Cells have a number of mechanisms to adapt to changes in their environment. As 

explained in more details in Section 1.5, HIF play an essential role in the adaptation to hypoxia. It 

transcriptionally regulates the expression of a large number of genes involved in angiogenesis, 

glycolysis, invasion and metastasis. One of the best characterised targets of HIF-1 is the carbonic 

anhydrase IX (CA9). CA9 is a transmembrane protein, with its active side on the extracellular 

domain. It can function as a pro-migratory factor, as a signalling molecule transducing signals to 

pathways between the intra and extracellular environments, and as a survival factor protecting 

cells from hypoxia and acidosis by regulating pH through the catalysation of the reversible 

conversion of CO2 to bicarbonate and a proton [312]. Hypoxia triggers a shift towards the 

glycolytic metabolism, which produces lactic acid, decreasing the intracellular pH [312]. CA9 

contributes to the neutralisation of the elevated intracellular proton concentration caused by the 

hypoxia-induced glycolysis, resulting in the acidification of the extracellular enviroment, which is 

associated with increased invasion and metastasis and can affect negatively treatments by 

modulating the uptake of drugs [313]. Therefore, the dynamic upregulation of CA9 is triggered by 

HIF-1 as one of the mechanisms supporting cellular adaptation to hypoxia [314]. 

Another primary target regulated by HIF is vascular endothelial growth factor (VEGF). 

VEGF is considered to be an important regulator of both physiological and pathological 

angiogenesis [315]. Hypoxia affects endothelial cellular physiology in a number of ways, including 

transcriptionally regulated expression of vasoactive substances and matrix proteins involved in 

modulating vascular tone or remodelling the vasculature and the surrounding tissue [316]. The 

expression of VEGF is dramatically induced by hypoxic conditions in several types of tumour cells 

as well as fibroblasts and smooth muscle cells, and is a key mediator of hypoxia-induced 

angiogenesis [317]. Given the high relevance of these two genes in the hypoxic response, they 

were selected as the target genes to study the response of the cells to the oxygen tensions in the 

developed devices. β-actin (ACTB) was selected as the housekeeping gene (HKG), as it is a 

cytoskeleton component, very important in cell morphology maintenance and is very commonly 

use as a reference gene [318].  

As a proof of concept, once the culture of the cells in the devices was optimised, the cells 

were subjected to either normoxia or hypoxia in the device by flushing compressed air (100% 

DO) or nitrogen gas (0% DO) in the gas layers. CO2 was not taken into account in these 
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experiments due to the equipment limitations for mixing gases. After the device was cleaned and 

primed, the oxygen sensors were calibrated. Then, the cells were seeded as explained previously. 

After 24 h of culture under continuous flow of fresh media without flow of gases (normoxic 

conditions), the syringes were changed with fresh complete media and the flow was continued 

for another 24 h. When the new syringes were mounted, the gas flow was started (Figure 4.30). 

The oxygen detector was turned on and measurements were taken every 10 minutes for the 24 h 

of the challenge (Figure 4.31).  

 
Figure 4.30: Schematic of the complete system. The fabricated devices are mounted in the clamp chip holder 
and placed on top of the electronic detector. The LED setup rests on top, each LED aligned with each chamber. 
Once the devices are cleaned, primed and seeded, the syringe pump provides continuous perfusion of fresh media 
to the culture chambers. The gradient generator is connected to two lines of gases with known oxygen 
concentration, and the four outlets are connected to the device’s gas layer inlets. The Arduino board controls 
and collects the signals from the LEDs and the detector, and sends it to the PC, where they are processed. 
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Figure 4.31: Measured oxygen tensions in each chamber during the experiment. Chambers 1 and 2 were flushed 
with compressed air and chambers 3 and 4 with pure nitrogen gas. Measurements taken every 15 min.  

Subsequently, the cells in the chambers were lysed while maintaining the flow of gases, 

and the RNA was extracted (Section 4.1.6) and its concentration measured (Section 4.1.6.1). 

Samples with an RNA content over 20 ng/µL were used. The purity of the samples was checked 

by looking at the 260/280 ratio. The changes in gene expression of CA9 and VEGF were evaluated 

by performing a reverse-transcriptase quantitative polymerase chain reaction (RT-qPCR) 

(Section 4.1.7) and analysed using the comparative CT (threshold cycle) method (Section 4.1.7.1). 

When the CT values of CA9 of several experiments were normalised to the CT values of ACTB, a 

tendency to a decrease in the CT values for CA9 in the hypoxic condition could be observed, indi-

cating a higher expression of the gene as expected (Figure 4.32, a). However, the results had high 

variability and no statistically significant conclusions could be drawn from them. This could be 

due to the high variability in gene expression obtained from the chosen HKG. Indeed, when ACTB 

was stable, a steep increase in the CA9 and VEGF expression could be observed (Figure 4.32, b). 

More time would be required to optimise the experiment and obtain more consistent results. Im-

provements in the cell culture on chip protocol, the RNA extraction from the chambers, or in the 



151 

 

fabrication of the device are needed. Another possible way to improve this experiment could in-

volve the selection of a more relevant HKG. Other works have reported preferable genes for HeLa 

cell line normalisation over ACTB, such as HPRT1, RPS18, HSPC3 or SDHA [319].  
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Figure 4.32: a) CT values for CA9 normalised to the CT values of ACTB to show the high variability between the 
experiments. Data represent mean ± SD; from left to right, n=6, 6 and 3, respectively. b) Gene expressions 
changes under different conditions. n=1. 

To prove the hypothesis that the main source of error was the chosen HKG, two new HKGs 

were tested, TOP1 and YWHAZ. These experiments were performed at the Brooke Lab, who kindly 

provided the primers. However, these primers used Taqman technology instead of SYBR Green. 

A direct comparison of the CT values obtained for the three HKGs can be seen in Figure 4.33. The 

coefficient of variation is calculated to measure the level of dispersion of the CT values obtained. 

For the three HKGs tested, the coefficients of variation were 0.12, 0.036 and 0.032 for ACTB, TOP1 
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and YWHAZ respectively, indicating a 4-fold reduction of the variability between housekeeping 

genes and PCR methods. It was therefore decided to use YWHAZ with Taqman technology as the 

HKG for the subsequent experiments. 
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Figure 4.33: CT values measured for housekeeping genes ACTB, TOP1, and YWHAZ. Data represents mean ± SD. 
Experimental replicates are plotted indivdually as dots. N=13, 24 and 24 respectively. 

With this new housekeeping gene, the PCRs were repeated with the samples from the 

previous experiments. The new results are shown in Figure 4.34. A 12.3-fold and 2.73-fold in-

crease in the expression of CA9 and VEGF respectively can be observed between the normoxia 

and hypoxia conditions. Nevertheless, a big variability can still be observed between experiments 

(points on each graph). This could be due to other variabilities inherent to the system, such as the 

amount of starting material. It has been already discussed how there was high variability in the 

number of cells in each chamber and experiment. This could be seen when the nucleic acid con-

centration was measured before carrying out the PCRs. A coefficient of variation of 0.41 and 0.43 

can be seen between the samples subjected to normoxia and hypoxia, respectively, across 5 dif-

ferent experiments. Even the static controls used as reference had a coefficient of variation of 

0.17. Errors during pipetting and manual handling, as well as while performing the RNA extrac-

tion could be the reason for this. 
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Figure 4.34: Fold change in the expresion of hypoxia-related genes. Bars represent fold change ± SEM, 
experimental replicates are plotted individually as dots, n=6. Normal distribution of data was confirmed by a 
Shapiro-Wilk normality test and significance between groups was determined by a paired T test where *p≤0.05. 

Finally, an experiment to obtain the responses of the cells subjected to an oxygen gradient 

was carried out. The results are shown in Figure 4.35. It can be observed that there was an inverse 

relationship between the CA9 expression and the oxygen concentration. The results also suggest 

that there is an oxygen concentration threshold below which CA9 expression starts to change, i.e., 

hypoxic response is triggered. This relationship was not so clear for VEGF. The chamber with the 

lowest oxygen concentration had a gene expression change similar to the one observed in previ-

ous experiments, but the rest of the chambers with higher oxygen concentrations did not show a 

clear relationship between oxygen and gene expression change. This could be because VEGF is a 

non-specific indicator of stress on the cells and, as we have discussed previously, the cells are 

subjected to several stresses during the culture in the chambers due to the continuous perfusion, 

the lack of rigidity of the substrate and the material of the substrate.  
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Figure 4.35: Fold change of  hypoxia-related genes expression in response to an oxygen gradient across the 
chambers. The oxygen tension in each chamber is depicted as a black diamond. The bars represent the fold 
change. N=1. 
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4.8 Conclusions 

After developing a system able to generate, maintain and monitor four different oxygen 

tensions, in this chapter, the ability of the system to culture cells, and to subject them to those 

oxygen concentrations as well as the study of their effect on the tissues were tested. 

First, multiple methods to assess and monitor the viability and health of the cells were op-

timised. The resazurin assay presented several advantages such as its higher sensitivity, cost 

efficiency, ease of use and the potential to be readily adapted to the culture on chip for in line 

analysis. Secondly, the optimum culture media for the culture of cells in the devices was investi-

gated. The gas-impermeability of the materials used for the fabrication of the device with the aim 

to avoid oxygen diffusion allowed for a tighter control of the gaseous environment. However, it 

also limited the diffusion of CO2, which meant that the cell culture media was not able to equili-

brate its pH, which could drastically affect the cells. CO2-independent media were studied, using 

HEPES as the buffering system. Analysing the effect of the media studied on cell viability, mor-

phology, and growth rate, it was decided to use a culture media based on Leibovitz supplemented 

with FBS, antibiotics, vitamins and HEPES.  

Thirdly, the compatibility of the materials with which the tissues were going to be in con-

tact with was investigated. Culturing cells in conventional well plates with modified substrates 

revealed good adherence and health of the cells in PMMA and collagen-coated PMMA, indicating 

the suitability of the developed devices for cell culture. In the next step, the protocol to culture 

the cells in the devices was studied. Seeding method, seeding speed, cell density and perfusion 

flow rate were examined to determine the optimal conditions. The viability assay was also 

adapted for measuring the health of the samples in the chambers. This protocol had to be modi-

fied due to changes in the design of the device. These changes entailed a different substrate on 

which the cells were going to attach. Given the hydrophobicity of the PDMS, methods to improve 

adherence were sought. The cleaning method was improved and modified to avoid bleach diffus-

ing into the bulk of the polymer, which could impact the viability of the cells, and the coating with 

collagen was optimised to improve the cell adherence. Finally, due to the lack of rigidity of the 

membrane, which also contributed negatively to the adherence of cells, the design was slightly 

modified to incorporate a mesh that supported the membrane whilst allowing for the diffusion of 

gases between the chambers. 

Lastly, once the cell culture protocol was established, the potential for this system to sub-

ject tissues to multiple oxygen concentrations was validated by exposing the cells to either 

normoxic (100% DO) or hypoxic (0% DO) environments for 24 h and determining the changes in 

the gene expression of the hypoxia-induced markers CA9 and VEGF. The results showed a high 
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variability in the HKG, which therefore resulted in high variability in the calculated gene expres-

sions of the hypoxic factors. It was decided to change to Taqman technology for the PCR and, after 

studying different HKG possibilities, YWHAZ was selected for subsequent experiments. A clear 

upregulation trend was observed for those markers when the hypoxic challenge was applied, as 

well as a response proportional to the oxygen concentration when a gradient was applied, show-

ing the ability of the system to culture tissues, subject them to oxygen tension changes and 

monitor the cell response. 
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In this project, we developed a novel platform for the culture of cells under controlled 

gaseous microenvironments. There is extensive research on the effect of oxygen on tissues, and 

yet the effects of the concentration of oxygen or its spatial and temporal distribution in vivo are 

not fully understood. Microfluidic technology provides a very interesting tool for the tight control 

of the oxygen microenvironment during cell culture providing new methods for the generation 

and manipulation of oxygen concentrations and gradients, as well as for measuring and monitor-

ing them. The majority of these platforms aim to study the effect of oxygen in cells culture in 

microchambers [320–323]. In this project, we aim to develop a platform that allows for study of 

those effects on more complex samples, such as tissue slices. The main difference, and challenge, 

compared to the published works to date is the size of our culture chambers, which makes the 

system more susceptible to unwanted oxygen diffusion, with longer equilibration times, and re-

quiring a more complex control and monitoring, as well as several fabrication challenges. Our aim 

was to replicate the size of a conventional 24-well plate well (~16 mm in diameter), which is 

rather large compared to most microchambers that are typically less than 1 mm in width 

[320,324]. The biggest culture chamber used for these purposes published to the best of our 

knowledge is the one presented by Rexius-Hall et al., with a culture surface area of 55x25 mm. 

However, in this device, the culture chamber was an open well with no continuous perfusion, 

which could be considered more as an upgraded well plate system rather than a microfluidic de-

vice. Another additional challenge for the design of our system was the intent of creating a 

platform able to host several tissues with accessibility, which will allow for their manipulation 

during experimental preparation, for the assessment of their evolution during the experiment, 

and for the removal of the samples at the end of the experiments for subsequent processing and 

analysis using conventional methods. All this had to be integrated with a method to generate, 

control, and monitor multiple oxygen concentrations. 

The two most common methods for controlling the oxygen concentration within micro-

fluidic devices are oxygen removal via a chemical sink, using scavenging reagents such as 

pyrogallol [320,321,324,325] or sodium sulphite [326–328], and equilibration with a gas mixture 

of known oxygen concentration [277,329,330]. Due to the need for expensive equipment to gen-

erate accurate gas mixtures, in this project it was decided to adopt the chemical sink method. In 

this design, the cell culture medium would be equilibrated to the desired oxygen concentration 

before reaching the cells (Devices v1.1, v1.2 and v1.3). Similar to the work presented by Barmaki 

et al., different geometries for the optimisation of oxygen removal were tested (Figure 3.12). In 

our simulations, there were little differences in the oxygen removal efficiency between geome-

tries. This differs from the results presented by Barmaki et al., where a higher efficiency in the 

“chamber” method was observed compared to the serpentine [327]. The main difference between 

the one presented in this work and their serpentine designs is that ours has more meanders and 
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covers the entire surface of which the oxygen is going to be removed. This leads to longer resi-

dence times of the scavenging reaction, and therefore to more oxygen diffusion. This proposal, 

however, was discarded due to the inability of establishing a reliable fabrication method to pro-

duce reproducible devices. Another reason for looking for a new design was the result of the 

simulation calculating the time required to completely change the oxygen concentration within 

the culture chamber. The long equilibration time (around 3 h) led to the next design iteration that 

sought to increase the oxygen scavenging efficiency by increasing the gas interchange area. This 

design (Device v2) was inspired by the work presented by Peng et al., in which the cell culture 

chamber lies on top of an oxygen scavenging chamber, with an array of micropillars to structur-

ally hold the gas-permeable membrane [321]. The pyrogallol concentration used for oxygen 

scavenging varies widely across the literature, and depends on the size of the channels, the aim 

of the experiment, and the accuracy needed. Li et al., required a tight control of the oxygen re-

moval rate in order to obtain specific oxygen concentration in an array of microchambers, and 

therefore used pyrogallol concentrations varying from 0 to 700 µg/mL [325], whereas Chang et 

al., aimed for a strong and fast removal and chose a concentration of 200 mg/mL [322]. The same 

situation takes place when selecting the flow rate of the reaction. In this case, not only the reaction 

flow rate is relevant, but also the ratio to the medium flow rate. In the work previously mentioned 

by Li et al., they optimised the flow rates of the culture medium for each pyrogallol concentration, 

ranging from 1 to 50 µL/min, at a constant reaction flow rate of 5 µl/min to obtain the desired 

oxygen concentrations. In the same way, Skolimowski et al., adjusted the medium flow rate to 

obtain different gradient shapes in their microchambers to study the effect on bacterial biofilms 

[326]. In general, more efficient oxygen removal happens when the reaction flow rate is faster 

than the medium flow rate. We also looked at this effect in our system (Figure 3.16) and we es-

tablished that a uniform oxygen concentration across the entire chamber was obtained with a 

medium flow rate below 5 µL/min, matching with the observations and simulations by 

Skolimowski. We opted for a pyrogallol concentration in the higher end of the range observed in 

the literature (100 mg/mL) given that our chambers were large and therefore required a highly 

efficient oxygen removal. Moreover, a reaction flow rate of 5 µL/min was used, faster than the 

medium flow rate but minimising the amount of reagent consumed. Our results showed a reduc-

tion of the oxygen content in the culture chamber down to ~6% DO, requiring 5 h to reach this 

level. This is much longer than the equilibration time calculated in the simulation (~15 min) and 

also much longer than the times reported in the literature (for example, Chen et al., used the same 

pyrogallol concentration and obtained an equilibration time of 30 min [320]), which could be due 

to unwanted oxygen diffusion through the device’s material. Given the difficulties observed to 

obtain and maintain a single oxygen concentration, and that the desired minimum level was not 

reached, it was decided to change the oxygen removal method. If it were to work, the obtention 
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of several oxygen concentrations in parallel would have required optimisation of the pyrogallol 

concentrations as well as the flow rates, as mentioned above. The complexity of this method along 

with the poor reliability of our system lead to a change in the oxygen removal approach. In order 

to simplify the system and the fabrication, it was decided to pre-equilibrate the medium by bub-

bling with gas mixtures of known oxygen concentrations before perfusing the culture chambers. 

This method has been used before [331,332].  However, this requires special attention to the ma-

terials and connectors used, as the diffusion of oxygen into the fluid between the reservoirs and 

the culture chamber can alter the oxygen content and therefore result in misleading outcomes.  

Most microfluidic devices are fabricated in PDMS due to its many advantages, for example, 

ease of fabrication, high resolution in the microscale, as well as its good biocompatibility, optical 

properties, and gas permeability. This last property is of particular interest for cell culture appli-

cations, as it ensures good oxygenation of the samples. Even for the works presented in this report 

that aim to accurately manipulate oxygen concentrations, the go-to material is PDMS 

[322,325,329]. This increases the difficulty to control the concentration as the diffusion through 

the bulk of the material is very significant, gradients appear, and even interaction between adja-

cent chambers with different oxygen concentration happens [328]. It also means that the 

scavenging method has to be more efficient to compensate for this oxygen inflow. Researchers 

have worked around this by increasing the thickness of the material [329], adding a layer of a 

material with lower diffusion rate, such as polycarbonate [322,329] or coating the PDMS walls 

with gas-impermeable materials such as parylene-C [333,334] or sol-gel solutions [332]. There 

are also reports of other bulk materials with lower diffusivity used such as COC [335], NOA81 

[336], or PMMA [337]. In this project we have attempted fabrication with PDMS and PMMA due 

to their availability and ease of manufacture. PDMS was initially used due to the need for an in-

termediate gas-permeable membrane in the system in order to allow the scavenging reaction to 

remove the oxygen in the medium via diffusion while protecting said medium from the toxic scav-

enging reagents. Bonding PDMS to PDMS is a very well-known process and yields really good 

results. However, it had to be abandoned due to the large diffusion into the culture chambers. We 

hypothesised that the larger size of our chambers was the main reason for not being able to obtain 

the same results as other published works, as the system would be more sensitive to external 

diffusion due to the larger diffusion area available for gas interchange. In the next iteration (De-

vice v3) where the oxygen in the medium was pre-equilibrated before infusing it in the device, 

the use of PDMS would have been an even bigger issue, as there would be no active oxygen re-

moval. It was therefore decided to use PMMA instead. There are several existing PMMA to PMMA 

bonding methods, using thermal or solvent bonding or a combination of both [338,339]. In mi-

crofluidic applications, some researchers have also used double-sided adhesive for this purpose 

[337]. In this project, the PMMA layers were bonded together using the solvent vapour method 
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previously developed in our lab. This fabrication method proved to be repeatable and yielded 

good results, with the devices able to hold up to 2 bars of pressure without leaks or delamination. 

Despite this, when the devices were flushed with DI water pre-equilibrated with pure nitrogen to 

obtain a 0% DO, the oxygen concentration measured in the devices did not match. A low oxygen 

concentration within the culture chambers was only obtained at very high flow rates (>100 

µL/min). This flow rate would incur in high shear stress levels on the cells or tissues and therefore 

it would not be usable for biological experiments. Additionally, when the flow was stopped after 

flushing the chamber with the pre-equilibrated solution, the oxygen concentration immediately 

started to increase, evidencing the diffusion of oxygen into the system, even though all the mate-

rials involved in the system were selected because of their low gas permeability. For this reason, 

the active oxygen removal approach was revisited. In this case, instead of using a chemical sink 

like in the previous attempt, it was decided to use equilibration with flowing gas mixtures (Device 

v4), similar to others [277,329,330,340]. 

To achieve this, the device was redesigned to include the chambers where gas mixtures 

would flow to equilibrate each culture chamber. To avoid diffusion between chambers, it was de-

cided to use PMMA as the bulk material. However, an oxygen-permeable membrane was required 

to allow the transport of oxygen. There have been several works published describing techniques 

to bond PDMS and PMMA, involving the modification of the chemistry of the surfaces with sul-

phuric acid, APTES, GPTES and other reagents [341]. However, these are complex and time 

consuming. A novel method for bonding these two materials in a fast and efficient manner was 

presented by Hassanpour, et al., which involves the combination of plasma treatment with a pres-

sure sensitive adhesive tape [342]. This method produced very good results, with no leaks 

detected during operation for all the devices fabricated, with a fabrication time of around 2 

h[339].  

As previously mentioned, to obtain gas mixtures with the desired oxygen concentration, 

bulky and expensive instruments such as gas flow meters, regulators and sensors are required, 

similar to the ones used by Prof Eddington’s group [275,277,330], which were not available in 

our facilities. To overcome this, a microfluidic gradient generator was designed. In this device, 

two gases with known oxygen concentrations were flushed in directly from the cylinders, and the 

gases were mixed in a split-and-combine microchannel network. This resulted in four different 

oxygen concentrations at the outlets, which were then directed to the previously described de-

vice, where they would equilibrate the culture chambers. As shown by Jeon et al., the shape of the 

fluorescein gradient at the outlets can be adjusted by tuning the concentrations and flow rates at 

the inlet channels, obtaining linear or curved gradients with different sharpness [343]. Similarly, 

the shape of the gradient could be modified by adjusting the flow rates of each gas at the inlets, 
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and also adjusting the pressure drop at each outlet via fluidic resistors as shown in Figure 3.51. 

This split-and-combine technique, also known as Christmas tree, has been previously used as an 

efficient way to obtain multiple concentrations from just two inputs, and it can easily be scaled 

up [322,332,344]. Microfluidic technology offers means to obtain a wide range of gradients with 

possibility of modulating the shape of those gradients depending on their application. For exam-

ple, some reports use the gas permeability of the material to generate the gradient, by scavenging 

oxygen from one of the sides of the culture chamber [322,324], by controlling the oxygen concen-

tration at each side of the culture chamber [320,329,330] or by controlling the oxygen scavenging 

rate in each culture chamber [325]. In our case, we used the split-and-combine technique into 

separate chambers as this leads to a better control of the output concentrations. Additionally, our 

use of oxygen impermeable materials led to less oxygen diffusion and interaction between adja-

cent chambers [328]. Each one of these published devices produces a different gradient shape in 

a different range of oxygen concentrations and with different oxygen measurement methods, 

which makes them difficult to correlate and directly compare. 

As discussed in previous sections, optical methods for the measurement of oxygen are less inva-

sive and highly sensitive. Amongst the large number of oxygen-sensitive dyes available, 

ruthenium-based and metalloporphyrins are the most commonly used [345]. Tris(2,2’-bipyridyl) 

dichlororuthenium (II) hexahydrate was chosen for the initial tests as it is easily dissolved in wa-

ter and therefore could be used to mimic the medium to test the oxygen removal efficiency. A 

concentration of 5 mg/mL resulted in better signal (Figure 3.4), so it was selected for our subse-

quent experiments, which correlates with other concentrations used in other works [320]. 

However, this dye is cytotoxic and cannot be used during culture, which limits its use for real-

time monitoring of oxygen levels during culture [333]. Indeed, most papers that use ruthenium-

based dyes only perform the tests and calibration of their systems with the dye previous to cell 

seeding, and then switch to the corresponding medium before seeding the devices, and assume 

that the oxygen concentration does not change - which can be misleading given that cells consume 

oxygen during respiration [321,324,325]. To overcome this issue, some researchers have tried to 

cover the dye with a polymer matrix [337], and there are even some embedded sensors commer-

cially available (PreSense, for example). Using commercial products, although convenient, have 

the drawback that they are more difficult to integrate with custom-made systems such as the one 

presented here. Thus, we attempted to embed the ruthenium-dye in our lab into a PDMS matrix. 

This proved to be difficult, as the dye is not readily dissolved in the polymer and formed clusters 

(Figure 3.5), similar to the observations made by Bedlek et al. They observed a spatially hetero-

geneous response with poor response which they concluded was due to the polarity of the 

ruthenium-based dye molecule, rendering it less soluble. They also tried to embed a metallopor-

phyrin (PtTFPP) in PDMS and they obtained a much more uniform and highly responsive sensor 
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with a 50-fold increase in the KSV value [346]. Based on this, we also compared the ruthenium-

based indicator with a metalloporphyrin, PdTFPP. In the same manner, we obtained a sensor with 

a uniform response and much higher sensitivity. However, we only observed a 10-fold increase 

in the KSV. This could be due to the difference in the thickness of the sensors, as Bedlek et al., used 

a spray to obtain a 5 µm-thick film whereas our spin coating method produced films between 100 

and 200 µm-thick, which could have higher intensity of the ruthenium dye from clusters across 

the thickness of the sensor. We observed, however, that the response of this dye was not linear 

as expected, saturating at values above 20% DO, which did not cover the range of interest for this 

project, and therefore it was decided to switch to PtTFPP. PtTFPP embedded in PDMS as the ma-

trix has been widely used previously [293,340,347,348]. It is interesting to note that there does 

not seem to be a consensus on the units for the KSV, or the conditions to calibrate the sensors in 

order to obtain this constant. For example, Bedlek et al., and Thomas et al., used the same dye in 

the same matrix but they obtained KSV values of 0.06 and 584 atm-1 respectively. This makes it 

difficult for other researchers to directly compare the results. It is also interesting to note that 

this optical method seems quite variable and highly dependent on the experimental conditions 

and instrumentation used for measurement. In our experiments, the PtTFPP sensor embedded in 

the PDMS matrix calibrated using a spectrophotometer gave a KSV value of 482.6 mM-1, whereas 

using the electronic detector, this value was of 73.5 mM-1 (despite the fabrication method being 

the same). This is also observable across the literature: Thomas et al., measured a standard devi-

ation of 71 atm-1 between their repeats, which equates to 12% of the KSV value [293]. Additionally, 

Chang et al., noted discrepancies of up to 2% DO between their triplicates [322], Li et al., had 

differences of 1% DO within the same chamber that was meant to be uniform [325], Wang et al., 

were only able to reach 3.5% O2 as the lowest achievable concentration [328] whereas Barmaki 

et al., measured below 0% concentrations compared to their own calibration [327,349]. These 

observations can be attributed to differences in the manual preparation of the sensors, variability 

of the measurement tool, the microfluidic devices, or environmental conditions. It is therefore 

difficult to understand the limits of detection and the resolution of these methods, as a 1% varia-

tion in the oxygen tension could influence the response of the cells but the measurement methods 

have variabilities larger than that value. Indeed, Ghafoory et al., claimed that reducing the oxygen 

tension from 17.5% to 15.9% was enough to increase the mRNA expression of HIF1A and induce 

its translocation from the cytoplasm to the nucleus in hepatocytes [349], whereas Rexius et al., 

only observed activation of HIF1-alpha for oxygen tensions below 2.5% in endothelial cells [277]. 

We tried to overcome this issue by self-referencing our sensors and performing calibration for 

each sensor before the experiments started, adapting the KSV for each experiment. 

We set to develop a method for continuous monitoring of the developed oxygen sensors 

integrated in our system such that manual handling and variability were minimised. Based on the 
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work by Shaegh et al., [337] we envisioned an electronic oxygen detector in which each sensor is 

self-referenced, and the measurements are automatised, removing the need for complicated set-

ups on microscope stages, or changing the location of the system to perform the measurements. 

Our results matched with those presented by them and previous published work with a similar 

measurement method by Vollmer et al., as we also observed a quick response to changes in oxy-

gen concentration and a linear correlation between the signal and the oxygen concentration, as 

established by the Stern-Volmer equation [331], which is also similar to that observed by others 

using this dye [293,347]. Similarly, we had a stable signal for over 24 h with a slight decline over 

time. We observed that this decline was related to photobleaching effect, as a reduction in the 

measuring frequency directly correlated with the decline. There could be other effects as ex-

plained by Koren et al., that are particularly relevant in sensors where the dye molecule is able to 

freely migrate within the matrix, as the dye molecules can move over time leading to aggregation 

[290]. This aggregation can result in a self-quenching phenomenon that reduces the dye sensitiv-

ity, as observed by Zhao et al., [348]. To overcome this, Koren et al., developed a method to 

covalently link the indicator dye to the polymer, but this was a complex process, time consuming 

and required significant effort for preparing functionalised indicators and couplings, while Zhao 

et al., switch the PDMS matrix with PTFE, which, again, led to a complex process involving a ther-

mal polymerisation that required nitrogen protection. Furthermore, the diffusion of the dye in 

the matrix is thermodynamically favoured, that is, the dye molecules have a higher migration rate 

at higher temperatures, which again could be critical for our system since it would be placed in 

an incubator at 37ºC. For this reason, we monitored the effect of the LEDs on the temperature of 

the culture chambers (Figure 3.32). This can also be crucial during cell culture as cells can have 

negative responses to changes in the temperature of the environment. We observed that reducing 

the measuring frequency, as well as the measuring time, reduced the temperature increases. 

These rises were further reduced by adding heat sinks at the back of the LEDs. In all, our results 

showed good stability for the experimental time and therefore decided on the easier and more 

straight forward sensor fabrication method using PtTFPP embedded in PDMS (Figure 3.29). An 

advantage of our system compared to the one presented in Shaegh et al., is that our measurement 

system is integrated in the culture chambers, compared to the off-chip in-line system presented 

by them, which gives us more accurate readings of the gaseous microenvironment. In this way, 

we eliminate the possibility of misleading readings caused by the diffusion of oxygen through the 

materials into the samples between the bioreactor and the sensing platform. Similar to our results 

mentioned above, when testing the sensor with pre-equilibrated solutions, they also had to use a 

high flow rate (200 µl/min) which could indicate that their measurements were accurate. How-

ever, they do not mention the effect on the cells caused by the shear stress due to the high flow 
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rates. Besides the reduction of variability due to manual handling, another advantage of our plat-

form compared to others presented in the literature is the self-referencing of each sensor to 

reduce misleading results due to background signals. In most of the related papers found, they 

used fluorescent microscopes in which the absolute fluorescence of the oxygen-sensitive dye is 

measured [293,320,325,328]. This does take into account potential effects of background signals, 

or photobleaching effects, or variability between sensors. Some works have presented self-refer-

enced sensors by combining two or more dyes, one oxygen-sensitive and the other oxygen-

insensitive, to measure the colorimetric ratio [350–353] but this requires more complex fabrica-

tion methods. In the case of Tian et al., the secondary dye also acted as a pH sensor, which could 

be of interest to obtain more information of the culture conditions during the experiment [353].  

Once we were able to prove that we could obtain a platform in which an array of oxygen 

concentrations could be delivered to multiple culture chambers, with a stable and reliable optical 

oxygen sensor and an automatised system to collect the signals with minimal interference, the 

system had to be optimised for culturing cells. This step showed its biocompatibility and its ability 

to challenge the samples and collect the responses, whether that meant visually, or by integrating 

on-chip assays, before using it for other more complex samples. In parallel with the development 

of the platform, we carried out the first steps for making the devices suitable for cell culture. This 

work started with Device v3, which was entirely fabricated in PMMA and did not have a gas-per-

meable membrane. The device consisted of four culture chambers with the size of 24-well plate 

wells, each one with an inlet and an outlet that allowed for continuous perfusion. A pillar in a 

triangular shape was included in the design to serve as structural support for the top layer (avoid-

ing its collapse when the system was closed), and for a more uniform distribution of the flow 

speed across the culture chamber. 

In first place, we looked for a method to measure viability so we could assess the state of 

the cultures (keeping in mind that this method would have to be adapted later on for on-chip 

analysis). A great deal of papers reviewed in this report use LDH assays as their preferred way to 

measure viability, as under continuous perfusion conditions, the effluents can be easily collected 

for off-chip analysis [147,354]. Our preliminary results (culturing cells in conventional well-

plates) using this assay showed a reference curve with small variation above 50% cytotoxicity, as 

well as a large variability. This could be due to the operator’s ability, the assay reagents, or the 

measurement instruments. Giving that the optical density signal did not saturate, it can be hy-

pothesised that the assay saturated, not the instrument, and therefore either the starting number 

of cells should be reduced, or the samples collected should be diluted before running the assay. 

Another source of variability of this assay was the instability of the enzyme upon storage. In order 

to reduce the number of assays run, we froze the samples after collection at -20°C, but this led to 
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a large decrease of the signal collected, indicating a lower LDH activity. Indeed, Starnes et al., re-

ported a 42% decline of LDH activity for samples stored 24 h at room temperature, which further 

decrease to 98% after 48 h. When the samples were stored at -80°C or -20°C, a 40% and 79% loss 

was observed [307,355]. It has been also reported that even the freezing rate affects the enzyme 

activity, as fast freezing results in activity loss, structural changes and aggregation [306] . Addi-

tionally, this method requires a positive control where the entire well is lysed to obtain the 

reference curve, which would mean that one of the chambers of our system would have to be used 

for this purpose, reducing the number of oxygen concentrations that can be tested simultaneously 

in a single experiment. Thus, a simpler viability assay was sought. We selected a widely used flu-

orometric assay based on the reduction of non-fluorescent resazurin into fluorescent resorufin 

caused by the mitochondrial respiration [356]. This assay gives an idea of the number of live cells 

present in the culture. Once the reagent is prepared, it only has to be introduced into the culture 

chambers, leave it for a few minutes/hours to react with the substrate and measure the fluores-

cence intensity. At first, following the manufacturer’s protocol, the measurement was performed 

by placing the well plate on the microplate reader. In order to assess if this could be integrated in 

the chip (which cannot be placed in the microplate reader), we collected aliquots of the effluent 

after the incubation time and plated them in a separate well-plate, which was then measured in 

the microplate reader. This method has previously been used in traditional cultures [357–359], 

with good linearity and fast results, able to detect as little as 1000 cells in 1 h of incubation [357], 

as well as for organ-on-chip devices [321,360]. As shown in our results Figure 4.11, the aliquoting 

method yielded results similar to the ones obtained following the manufacturer’s protocol, with 

much lower variability, potentially due to the difference in the well-plates used (cells were cul-

tured in transparent well-plates whereas aliquots were plated in black ones, reducing the 

interference of the signal of adjacent wells). We therefore assessed that this method would be 

suitable to use in our devices.  

Prior to seeding the cells in the devices, we optimised certain culture parameters on con-

ventional static well plates to ensure these were not affecting the cells and could mislead our 

experiments. Due to the properties of PMMA, the chambers were impermeable to gases, avoiding 

interchange with the incubator, and therefore no possibility to equilibrate the pH with CO2. We 

set out to find a culture medium that could maintain the pH without CO2 influx, which we at-

tempted with MEM adding HEPES and with Leibovitz culture media. Multiple passages of HeLa 

cells cultured in these different conditions showed that MEM was not suitable for our chosen cell 

type due to the continuous decline in viability and the low growth rate compared to the cells cul-

tured in DMEM (used as control). On the other hand, the cells cultured in Leibovitz, although with 

a slower growth rate, maintained a good viability over several passages, and therefore, was our 

chosen medium for experiments from this point on. 
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We also checked the biocompatibility of the materials used in our system by measuring 

the viability and adherence of the cells to those materials in modified conventional well plates. 

We deposited PMMA cut outs with and without collagen coating on the bottom of the well plates, 

and we also looked at the adherence on the sensors by depositing them on the bottom of the 

plates, with or without the PMMA cut outs, to assess the effect of each material, and their joint 

effect on the cell viability. Analysing the images, the cells showed good morphology on the PMMA 

substrates, but quite bad adherence on the sensor, which has also been reported by Thomas et 

al., 2009. This could be due to the bad adherence of the cells to the hydrophobic PDMS or to the 

PtTFPP dye leaching out and damaging the cells. To overcome this, they added a PTFE layer to 

stop the migration of the molecules and another layer of PDMS coated with fibronectin to pro-

mote adhesion. In our chambers, the oxygen sensor only occupied a small section of the surface, 

and the cells not in direct contact with the sensor were not affected; however, this will become 

an issue in later versions of the device and will have to be revisited. 

With these learnings, we moved onto seeding the cells into the devices to check if they 

were able to sustain cell viability and proliferation compared to static conventional well plates. 

After harvesting the cells, they were resuspended in fresh medium at the desired concentration 

and then seeded into the culture chambers. In most conventional cultures and microfluidic de-

vices, this is done via pipetting, to reduce the impact on the cells. For ease of operation, we 

compared seeding the cells via traditional pipetting with a syringe transfer. In this method, the 

resuspended cells are transferred into a syringe and then seeded into the chambers by connecting 

the syringe to the inlets with PTFE tubing. Despite the many additional steps and the potential 

stress caused by the flow of the cells through the tubing, the cells looked unaffected, proving the 

validity of our protocol. We then studied the seeding density, as it can impact cell viability and 

survival to flow [361,362]. This value does not seem to be detailed in the methods of the papers 

studied, as each system is optimised for the specific experimental requirements. We observed 

that in our system, higher seeding densities led to better survival of the cells on the chip. Finally, 

we looked into the optimal flow rate for the perfusion of the chambers. We did not observe sig-

nificant differences in the range observed, however, less attached cells were detected at the 

highest flow rate, an indication of cells lifting off the substrate or dying because of excessive shear 

stress. The range of flow rates used in literature varies depending on the application, but in gen-

eral range between 1 and 10 µL/min (30µL/h [363], 1 µL/min [322], 2 µL/min [328], 10 µL/min 

[320,364]). We chose 2.5 µL/min for the subsequent experiments to avoid nutrient depletion 

while ensuring low shear stress and lifting of the cells. This value was reduced to 1 µL/min when 

the chip design changed to avoid gradients in the chamber (as observed in the simulations in 

Figure 3.46). It was important to reduce the shear stress in our system given that it has previously 
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been reported that the presence of shear stress significantly alters the proteomic response of pul-

monary endothelial cells to hypoxia [365]. 

Thus far, we could only assess the adherence and viability visually, as a viability assay on-

chip could only be optimised once there were live cells seeded in the chambers. Once we had a 

reliable protocol, the assay previously developed was adjusted for the chips. It proved to be easy 

and straight-forward. Similarly, to the results observed by Stucki et al., with this same assay, the 

samples cultured dynamically showed a higher number of live cells compared to static cultures. 

We did observe a high variability between experiments. This could be due to discrepancies in the 

seeding concentrations, as they are prepared and seeded manually. This has been observed by 

others [322,332]. To overcome it, they quantified the initial number of cells in each experiment 

before starting the challenge in order to obtain the baseline and normalise their results, which 

could be implemented in our system given the non-toxicity of the resazurin dye. 

As previously explained, the devices used up until this point had to be discarded due to 

their inability to produce an oxygen gradient. The new devices were more complex and integrated 

a gas permeable PDMS membrane in between the PMMA layers (Device v4). Thus, the substrate 

on which the cells were cultured changed, which meant changes in the surface chemistry and 

stiffness. It also meant that the sterilisation protocol had to be reviewed. Most microfluidic de-

vices based on PDMS use ethanol to clean the channels before introducing the cells [327,366]. 

This was not possible in our system due to the incompatibility of PMMA with solvents. Two other 

methods for chip sterilisation were tried: rinse with bleach, and UV sterilisation. Due to the high 

porosity of the PDMS, bleach is readily absorbed and is later diffused out, damaging the cells. On 

the other hand, UV treatment could affect the properties of the PDMS [367]. It was observed that 

treatment with bleach followed by a long soak in DI water reduced the bleach absorbed in the 

membrane. Nevertheless, the number of live cells in the treated chamber compared to the control 

was still low, which can be attributed to the hydrophobicity of the PDMS. To create a more engag-

ing environment for the cells we coated our membranes with collagen type I, an extracellular 

matrix protein, which improved the cell adherence, specially at longer incubation times. However, 

collagen is not the most commonly used extracellular matrix protein. Usually, fibronectin leads to 

better adhesion in HeLa cells, although the concentration and incubation times vary widely across 

the literature [368,369]. Yet, we lacked access to this reagent. Others have used more complicated 

processes to increase cell attachment, such as treating the PDMS with poly-L-lysine to provide a 

bioactive surface [335] or treating with oxygen plasma and polyvinylpyrrolidone [364].  

Another factor of our device that can impact negatively cell survival and adherence is the 

stiffness of the membrane. Indeed, Li et al., 2016 observed that cells aggregated together and ex-

hibited poor adhesion when they added less curing agent to the PDMS prepolymer, which leads 
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to a softer polymer. When they increased the stiffness, more cells anchored on the surface, sug-

gesting that the stiffness of the membrane was related to cell adhesion and proliferation. In the 

same manner, we observed that cells tended to aggregate on regions sustained by the pillars un-

derneath our membrane - the pillars were added to avoid the soft membrane from collapsing and 

blocking the chamber underneath. Thus, we made a series of changes to the bottom layer to pro-

vide more rigidity to the membrane while still allowing for gases to diffuse through. The rest of 

the parameters of the culture on-chip established with the previous design were maintained, as 

they were not affected. 

 With a consistent fabrication of the devices, a reliable method to generate and 

monitor oxygen concentrations, and an optimised on-chip culture protocol, the functionality of 

the system was tested by subjecting HeLa cells cultured in the chambers to different oxygen con-

ditions. To do this, the system was first evaluated by subjecting the cells to either 100% or 0% 

oxygen levels, and hypoxia-related factors (CA9 and VEGF) were studied. Our initial results 

showed a high variability in the expression of these genes, which can be attributed to the insta-

bility of the housekeeping gene that was selected (ACTB). ACTB is a cytoskeleton component 

whose main function is related to cell morphology maintenance. In our system, the cells were 

subjected to multiple mechanical stresses, mainly the stiffness of the substrate and the shear 

stress caused by the continuous perfusion. This is a source of variability for this reference gene 

[370], therefore confounding the measurements of the changes of the hypoxia-related genes. To 

test this hypothesis, ACTB was directly compared to TOP1 and YWHAZ. The levels of dispersion of 

the CT values were assessed calculating the coefficient of variation, and showed a 4-fold reduction 

of the variability of both TOP1 and YWHAZ compared to ACTB. This was further proved when in 

later experiments, using TOP1 and YWHAZ as housekeeping genes, much more consistent results 

with a 12-fold and 3-fold increase in the expressions of CA9 and VEGF respectively were obtained. 

It is worth mentioning that this reduction in variability of the HKG could also be attributed to the 

higher specificity of the Taqman technology compared to SYBR Green. A final experiment subject-

ing the cells to a gradient of oxygen tensions indicated the potential of the system to provide 

specific gaseous microenvironments and to observe the differences in the cell response across 

the chambers. Although the upregulation trend was very clear, even with these housekeeping 

genes there was still a high variability between experiments. This could be due to the varying 

starting material, as mentioned above, since not all the chambers had the same initial number of 

cells. The upregulation of these factors is in accordance with the observations made by others 

[371–375], and evidences the ability of our system to subject the samples to different oxygen 

tensions and to collect those samples for analysis using conventional methods. We were not able 

to integrate both viability and gene expression measurements, but we could assess visually the 
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condition of the cells after the exposure to hypoxia. Similar to Sun et al., we did not observe sig-

nificant morphological differences between the cells under hypoxic and normoxic conditions, 

showing the limited effect of hypoxia on cancer cells [324]. However, this could be also due to the 

fact that dead cells are lifted off the substrate and carried out of the culture chambers by the flow, 

as noted by Wang et al., [328]. Indeed, Barmaki et al., observed that 2.3-fold fewer cells remained 

adhered under hypoxic conditions compared to the control [327]. As discussed above, poor ad-

herence could also be related to the mechanical stresses on the cells and could be further 

accentuated by the hypoxic environment. Interestingly, Wulftange et al., observed that cancer 

cells had lower growth rates under 3% O2 concentrations compared to 21% O2, but when the cells 

were subjected to a gradient between 0 and 3% O2, they had similar growth rates to the normoxic 

condition, suggesting that geometric delivery of oxygen could be an important factor [376]. 

Overall, in this work we have presented a microfluidic device for the culture of live tissues 

under controlled gaseous microenvironments, with the ability to monitor the effects and re-

sponses of the samples to changes in the microenvironmental parameters. This platform offers 

high versatility in the type of samples that can be used, from immortalised cells to whole tissue 

samples, and can be integrated with multiple sensors, as well as with different assays. 
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This thesis has presented the development and optimisation of a microfluidic device able 

to generate and monitor an oxygen gradient across multiple chambers in which cells can be cul-

tured. This system allows for the study of the cell response to specific oxygen tensions. It 

addresses challenges currently facing the biomedical, clinical, and pharmaceutical research fields: 

it has the potential to become a tool to study the effect of microenvironmental factors in the sur-

vival of tissues ex vivo, and to improve the viability of the samples and increase their lifespan 

while maintaining a high level of physiological accuracy in their responses. 

 The platform consists of a microfluidic device fabricated in biocompatible materials 

(PMMA, PDMS and glass) with two layers separated by a gas permeable membrane. The top one 

consists of four chambers for culturing cells or tissues under continuous perfusion without recir-

culation, to allow for waste removal and provide nutrients, as well as for downstream analysis if 

desired. The bottom layer contains a network of channels and chambers that allow for the flow of 

gases underneath the culture chambers, thus allowing for gas diffusion and equilibration between 

the layers through the membrane, providing control over the gaseous microenvironment in 

which the samples are cultured.  

An integrated oxygen sensing system was also developed to monitor the oxygen concen-

trations in the culture chambers. An oxygen-sensitive dye embedded in a gas permeable polymer 

was deposited on the substrates of the chambers and acted as the optical oxygen sensor. The flu-

orescent emission was captured by photodiodes, and after processing the signal, the oxygen 

concentration in the culture chambers was determined. In this manner, a measurement of the 

microenvironmental conditions in which the samples are being cultured is provided. With these 

integrated sensors, the ability of the system to generate an oxygen gradient was proven. The de-

sired oxygen concentrations were obtained by flowing mixtures of atmospheric air and nitrogen 

gas at different ratios through the serial dilutor.  

A protocol to culture cells within the device was optimised. Steps for cleaning, sterilising, 

priming, and seeding cells were refined to allow for the cells to be cultured and maintain their 

viability for at least 48 h. A fluorometric viability assay based on the reduction of resazurin was 

adapted to assess the viability of the samples on chip. Even though there was some variability 

between the chambers in terms of the number of cells and their viability, this system provided a 

means for the study of the cellular response to hypoxic environments. An upregulation of the hy-

poxic markers CA9 and VEGF was observed, and even the system showed potential to study the 

responses of these markers when subjecting the cells to an oxygen gradient across the chambers, 

indicating the ability of the system for subjecting tissues to a hypoxic challenge and for monitor-

ing their responses.  
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Oxygen is a key parameter that is often overlooked in traditional cell cultures. Cells con-

sume oxygen continuously, but the oxygen tension in the pericellular environment is usually 

assumed as constant and sufficient. Microfluidic technology allows for the tight control of the ox-

ygen microenvironment without the need of bulky instruments or hypoxic chambers. Most 

devices controlling the oxygen microenvironment within microfluidic chambers do so with cell 

lines grown as a monolayer [144,224,225]. Due to timing issues, this project used cell lines but 

can be considered a stepping-stone towards the long-term culture of whole tissue samples, such 

as MDT or PCTS, in the quest for improved in vitro models. Therefore, the chambers had to be 

much larger compared to other published works, providing good accessibility to the samples. This 

increased the difficulty of controlling the microenvironment and the many challenges that had to 

be overcome have been described in this thesis. Some research papers that describe the control 

of oxygen tension in whole tissue slices within microfluidic devices are focused on the effect of 

oxygen changes during acute events (e.g., neuronal function during hypoxic insults [141]), but 

they do not focus on the effects on the long-term survival, neither do they study how oxygen af-

fects their lifespan. Richardson et al., 2020 cultured mouse colon explants for 72 h in low and 

ambient dissolved oxygen and observed that the tissues were viable in both conditions, but the 

bacterial presence was enhanced at the lower oxygen level since most bacteria in the colon are 

anaerobic, proving the importance of mimicking the physiological environment to obtain accu-

rate models and responses [118]. However, they obtained low oxygen tensions by adding an 

oxygen scavenging salt (Na2SO3) and so, they had limited control over the oxygen levels provided 

to the tissues. Microfluidic technology also allows for the integration of sensors to monitor mi-

croenvironmental parameters. Including them in the culture systems provides more information 

of the culture conditions, which allows for the study of the effect of each parameter, or combina-

tion of, on the samples and their responses. Optimising the conditions of in vitro models to mimic 

the physiological environment would increase the prediction power of those models, which 

would have a vital impact on research and medicine. This project aimed to bring the capabilities 

of previously published works together by providing a platform for the culture of cells and tissue 

samples with the ability to control and monitor the gaseous microenvironment. 

Additionally, a major drawback of ex vivo models is the low throughput, compared to cell 

monolayer cultures. The system has four chambers, each with a different oxygen concentration 

to test an array of conditions simultaneously, which would be particularly useful for ex vivo stud-

ies where the sample availability is limited, or for testing in a clinical setting, to test 

simultaneously the samples of a single patient. The presented platform has potential to be scaled 

up in terms of the number of chambers and the number of devices, as they have the same footprint 

as a conventional well-plate, and also in terms of the number of oxygen concentrations that can 
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be achieved. Possibilities to automate it can also increase the output as less human interaction 

would be required to run several platforms in parallel. 

The system focussed on proof of concept, and although the results obtained were encour-

aging, more experiments are required to build confidence in the platform and fully prove its 

reliability, robustness, and functionality. If more time was available, the first step would be to 

prove the ability of the system to measure the responses to the hypoxic challenge with good re-

producibility. In order to do that, other HKGs should be tested. Due to the high variability of the 

selected HKG, it was not possible to obtain conclusive and consistent results. To elucidate the 

origin of this variability, the aforementioned experiments should be repeated with other HKGs 

such as those proposed in Section 4.7. Switching to a more sensitive RNA isolation kit would also 

help reduce that variability, especially in the chambers with hypoxic conditions, where the viabil-

ity and the amount of RNA extracted tends to be lower. Some commercial kits are specially 

designed for samples with limited starting material, like in our case. These kits purify higher 

amounts of RNA with more efficient gDNA (guide DNA) removal, improving the quality of the 

samples. 

Once the protocol for this experiment is optimised and consistent results obtained, the 

next step would be to subject the samples to oxygen gradients generated by the serial dilutor. 

This would allow the challenge of the cells to intermediate oxygen concentrations, not only 0 or 

100%, and thus obtain an oxygen-dependent response. It would also give information on the 

threshold oxygen tension at which the cells trigger the hypoxic response, which would allow for 

refinement of the oxygen gradient. It would also be important to include methods to regulate the 

CO2 levels, neglected in this work. 

Furthermore, additional viability measurements could be included to provide more infor-

mation on the condition of the cells. The data obtained from the gene expression changes could 

be complemented with the viability assay developed in this project. Other hypoxia-related genes 

could be examined such as LOXL2 [377], EGFR [378] or heat shock proteins [379]. Other potential 

assays could include direct measurements of HIF activity, for example, looking at the transloca-

tion of HIF to the nucleus by immunofluorescence assay, or phosphorylation of HIF by western 

blots and ELISA. However, it should be taken into account that HIF degrades very fast in the pres-

ence of oxygen and therefore direct measurements are complicated and potentially misleading. 

Indirect measurements of HIF could include the use of HIF reporter assays, although these require 

infection of the cells with lentivirus or the use of modified cell lines, which require highly specific 

skills and laboratory infrastructures. The final test to validate the platform would be to perform 
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these experiments using other cell types more sensitive to hypoxia such as endothelial or epithe-

lial cells, or even primary cells to prove the ability of the system to maintain a wide variety of 

tissue types. 

Once the system has been proven to be functional and reliable, further improvements 

could be explored to expand the capabilities of the platform. This further work is outlined below: 

1) Device design: 

The devices are fabricated in PMMA by bonding multiple layers using chloroform vapour. The 

layers are manually aligned, which leads to misalignments. Reducing the number of steps in the 

fabrication procedure, as well as the need for manual alignment would improve the outcome and 

reduce the variability between the devices. This could be potentially achieved by using micro-

milled devices. Additionally, the assembled device is mounted onto the chip holders and manually 

aligned with the inlets and outlets. Modifications to the chip holders could be made to include a 

slot in which the device can fit fitted and locked, in a Lego-like fashion, to increase the user-friend-

liness of the platform. Other future prospects could include methods to multiplex this concept to 

increase the throughput. 

2) Oxygen gradient control: 

The oxygen gradient generator consists of a network of microfluidic channels in a split-and-com-

bine design to mix gases and generate four different oxygen concentrations at the outputs. This 

design could be modified to obtain different gradient profiles, and/or upgraded to increase the 

number of concentrations generated. One of the challenges faced in this project was the lack of 

accurate control of the gases, because only pressure controllers were available. Mass flow con-

trollers give a much higher level of control over the flow and would allow accurate gas mixtures 

to be injected in the gradient generator inlets to fine tune concentrations at the outlets. Automa-

tion of the oxygen gradient generation and monitoring system would also be an interesting 

pursuit and would further increase the user-friendliness of the system. 

3) Tissue models: 

Cells adapt to the environment. In this project, the immortalised cell line used has been adapting 

over several decades to the standard culture conditions: 5% CO2, 20% O2, stiff substrate and no 

flow. Therefore, changes in those parameters, such a culture in the devices, even if they are phys-

iologically more accurate, would trigger responses. It would be interesting to explore other 

tissues such primary cells after direct extraction from patients, or with a low passage, so they still 

preserve their phenotypes, and whole tissue samples, such as PCTS. This would require further 
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exploration of the optimal culture conditions (perfusion flow rate, thickness of the sample, viabil-

ity assays, culture medium…) and include other tests to check on the functionality, for example, 

treating PCLS with methacholine to provoke airway constriction [380]. 
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Appendix 1. Design drawings 

a. Device v4 – Gas layer 

b. Device v4 – Culture layer 

c. Oxygen gradient generator 

d. Clamp platform – top 

e. Clamp platform – bottom 

f. Chip holder – top 

g. Chip holder – bottom 
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Appendix 2. Oxygen sensing  

a. Arduino script 

#define inPin0 0 
 #define inPin1 1 
 #define inPin2 2 
 #define inPin3 3 
 #define inPin4 4 
int led = 13; // the pin the LED is connected to 
unsigned long previousMillis = 0; 
const long interval = 600000;  //measuring period 
double pinRead0;  
double pinRead1;  
double pinRead2; 
double pinRead3; 
double pinRead4; 
float DO1; 
float DO2; 
float DO3; 
float DO4; 
 
void setup() { 
  Serial.begin (9600); 
  pinMode (led, OUTPUT); 
} 
 
void loop() { 
  analogWrite (led, 255); 
  unsigned long currentMillis = millis (); 
 
  if (currentMillis – previousMillis >= interval){   
     previousMillis = currentMillis; 
     analogWrite (led, 0);   //turn LED on 
      delay (4000);    //Excite for 4 s 
      pinRead0 = analogRead (inPin0); //read signal of each chamber 
      pinRead4 = analogRead (inPin1); 
      pinRead0 = analogRead (inPin0); 
      pinRead2 = analogRead (inPin2); 
      pinRead0 = analogRead (inPin0); 
      pinRead1 = analogRead (inPin3); 
      pinRead0 = analogRead (inPin0); 
      pinRead3 = analogRead (inPin4); 
      pinRead0 = analogRead (inPin0); 
      analogWrite (led, 255);   //turn LED off  
      DO1 = pinRead1*5/1023;    //Transform reading into a voltage (0-5V) 
      DO2 = pinRead2*5/1023; 
      DO3 = pinRead3*5/1023; 
      DO4 = pinRead4*5/1023; 

Serial.print (DO1); Serial.print (", "); //print on screen 
Serial.print (DO2); Serial.print (", ");  
Serial.print (DO3); Serial.print (", ");  
Serial.print (DO4); Serial.println (); 
} 

} 
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b. Signal processing 

Previous to each experiment, the sensors were calibrated by flushing N2 gas through the 

gas channels, and monitoring the signal collected from the sensors until it stabilised (Appendix 

2). The maximum value was then attributed as the 0% DO and the background value as the 100% 

DO. Due to the linearity of the sensor in the range of interest (Figure 3.30, right), the Stern-Volmer 

equation is used to calculate the KSV of each chamber, which is then used to transform the voltages 

collected by the Arduino into oxygen tensions. During the experiment, the flow of gas mixtures 

was started, and the DO detector was connected (Appendix 2.1, left). The signal collected was 

then filtered using a Gaussian filter to reduce the noise (Appendix 2.2, right), and transformed 

into an oxygen concentration using the KSV calculated during the calibration step (Appendix 2.3). 
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Appendix 2.1: Calibration of each individual chamber detector, showing the maximum and minimum signal to 
calculate the KSV 
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Appendix 2.2: Signal before and after filtering with a gaussian filter. 



226 

 

0 5 10 15 20

0

20

40

60

80

100

Time (h)

D
is

so
lv

ed
 o

xy
ge

n
 (

%
)

Chamber 1

Chamber 2

Chamber 3

Chamber 4

8 10 12 14 16

0

2

4

6

8

10

Time

 
Appendix 2.3: Oxygen concentration in each chamber calculated by transforming the voltage using the Stern 
Volmer equation and the constant previously obtained during calibration. Below, detail of the lower different 
oxygen tensions in each chamber, stable over several hours. 
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Appendix 3. Media formulations 

  DMEM  MEM  Leibovitz's L-15  

S
a

lt
s 

CaCl2.2H20  0.2 (anhyd) 0.185 0.14 (CaCl2 (anhdyr)) 

Ferric Nitrate 0.0001 - - 

MgCl2 (anhydr) - - 0.0937 

MgSO4 (anhdyr) 0.09767 0.09767 0.09767 

KCl  0.4 0.4 0.4 

KH2PO4 (anhyd)  - 0.06 0.06 (KH2PO4) 

NaHCO3  3.7 0.35 - 

NaCl 6.4 8 8 

Na2HPO4 (anhy) 0.125 0.048 0.19 

D-glucose  4.5 1 0.9 (D+ Galactose) 

Phenol Red 0.015 0.011 0.01 

D+ galactose - - 0.9 

sodium pyruvate - - 0.55 

A
m

in
o

 a
ci

d
s 

Glycine 0.03 - 0.2 

L-Alanyl-Glutamine  - - 0.446 

L-Arginine hydrochloride 0.084 0.126 0.5 (L-arginine) 

L-Cystine 0.063 0.0313 0.12 

L-Histidine hydrochloride-H2O 0.042 0.042 0.25 (L-histidine) 

L-Isoleucine 0.105 0.052 0.25 

L-Leucine 0.105 0.052 0.125 

L-Lysine hydrochloride 0.146 0.0725 0.075 (L-lysine) 

L-Methionine 0.03 0.015 0.075 

L-Phenylalanine 0.066 0.032 0.125 

L-Serine 0.042 - 0.2 

L-Threonine 0.095 0.048 0.3 

L-Tryptophan 0.016 0.01 0.02 

L-Tyrosine 0.104 0.04176 0.3 

L-Valine 0.094 0.046 0.1 

L-Alanine - - 0.225 

L-Asparagine - - 0.25 

V
it

a
m

in
s 

Choline chloride 0.004 0.001 0.001 

D-Calcium pantothenate 0.004 0.001 0.001 

Folic Acid 0.004 0.001 0.001 

Niacinamide 0.004 0.001 0.001 

Pyridoxal hydrochloride 0.004 0.001 0.001 

Riboflavin 0.0004 0.0001 0.0001  

Thiamine hydrochloride 0.004 0.001 0.001 

i-Inositol 0.0072 0.002 0.002 
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