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1 Introduction

Instrumental variables estimation is a widely used method for analysing the causal ef-

fects of treatment variables on an outcome when the causal relationship between them is

confounded. Consistent estimation requires all instruments to be valid. This requires that

(a) Relevance: Instruments are associated with the endogenous variables.

(b) Exclusion: IVs do not affect the outcome directly or through unobserved factors.

In this paper, we propose a new method to select the valid instruments, by combining the

agglomerative hierarchical clustering (AHC) algorithm, a statistical learning method com-

monly employed in cluster analysis, with the Hansen-Sargan test (Sargan, 1958; Hansen,

1982) of overidentifying restrictions. We rely on the plurality rule (Guo et al., 2018) which

states that the largest group of IVs is valid. Instruments are said to form a group if their IV-

specific just-identified estimators converge to the same value. Under plurality, our method

achieves oracle selection, meaning that valid instruments can be selected consistently, and

the two-stage least squares (2SLS) estimator using the instruments selected as valid has the

same limiting distribution as the ideal estimator that uses the set of truly valid instruments.

Previous work has tackled the IV selection problem in the single endogenous variable

case. Kang, Zhang, et al. (2016) propose a selection method based on the least absolute

shrinkage and selection operator (LASSO). Windmeijer, Farbmacher, et al. (2019) make

improvements by proposing an adaptive Lasso based method that has oracle properties

under the assumption that more than half of the candidate instruments are valid (the

majority rule). Guo et al. (2018) propose the Hard Thresholding with Voting method

(HT) that has oracle properties under the sufficient and necessary identification condition

that the largest group is formed by all the valid instruments (the plurality rule). This is

a relaxation to the majority rule. Under the same identification condition, Windmeijer,
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Liang, et al. (2021) propose the Confidence Interval method (CIM), which has better finite

sample performance.

Our research adds to the literature in two ways:

1. We combine agglomerative hierarchical clustering with a traditional statistical test,

the Sargan overidentification test, to yield a novel algorithm for IV selection.

2. We extend our method to accommodate multiple endogenous regressors. This is not

available for the aforementioned methods, but it is straightforward in our setting.

The new method provides the theoretical guarantee that under the plurality rule it can

select the true set of valid instruments consistently, which is also true for HT and CIM

for the one regressor case. In Monte Carlo simulations, we show that our method achieves

oracle properties in the multiple endogenous regressors setting (Section 4). We illustrate

the consequences of local-to-zero violations of exclusion and weak IVs. In the Appendix,

we compare our method with HT and CIM in the single regressor case, which also rely on

the plurality rule and show that our method shows comparable performance with strong

IVs, and has an edge on them in the case with weak IVs. It is worth mentioning that AHC

is computationally less complex than CIM and HT.

Our work adds to a growing literature on valid IV selection inspired by D. W. Andrews

(1999) who proposes moment selection criteria and a downward testing procedure. In our

context, the number of IVs is large in the sense that it exceeds the number of regressors and

considering all possible overidentified models is infeasible. However, we are not in a setting

where the number of IVs grows with the sample size. Our setting is also different from the

one in Belloni et al. (2012) that uses regularization to find an optimal set of instruments,

in that it does not uphold the assumption that all IVs fulfil the exclusion restriction.

We illustrate the various strengths of our method by revisiting the estimation of the

effect of immigration on wages in the US. The results indicate that the actual effects might
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be much larger than suggested by standard 2SLS estimates. Researchers often use previous

shares of immigrants as IVs and try to estimate the effects of current and past migration

contemporaneously, making this a good illustration for the case with multiple regressors.

We also provide R-code that makes implementation easy in practice.

The remainder of this paper is structured as follows. Section 2 states the model and

assumptions, illustrates some well-established properties of the just-identified estimator

and introduces the main theoretical properties. Section 3 describes the method and the

algorithm when there are multiple endogenous variables, and investigates its asymptotic

properties. In Section 4, we provide Monte Carlo simulation results. Section 5 revisits

the effect of immigration on wages in the US. Section 6 concludes. The appendix in the

supplementary material includes discussions, all proofs and additional simulations.

2 Model and Assumptions

In the following, we introduce notational conventions used throughout this paper. Matrices

are in upper case and bold, vectors are in lower case and bold, scalars are in lower case and

not in bold. Let y be an n×1-vector of the observed outcome, d1, ..., dP be P endogenous

regressor vectors (each n × 1), which can be subsumed in an n × P - matrix D, and z1,

..., zJ be J instrument vectors, which can be subsumed in an n× J - matrix Z. Let error

terms be u and εp for p ∈ {1, ..., P}, which are all n × 1 error-vectors and are correlated

with σup := cov(u, εp). The latter covariances measure the endogeneity of regressors in

D. The P × 1 coefficient vector of interest is β. The J × P matrix γ contains first-stage

coefficients.1 Let s be the number of instruments in the set of valid instruments, V , g be

the number of instruments in the set of invalid instruments, I, and J = g + s be the total

number of instruments in the overall set of instruments, J . The arithmetic mean of a
1To be consistent with the literature, we denoted this matrix as lower case because upper case Γ denotes

the reduced form parameters.
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variable x is defined as µx = Σn
i=1xi

n
, the mean of a vector is the vector of dimension-wise

arithmetic means, ∥·∥ denotes the L2-norm and | · | denotes cardinality, when used around

a set and an absolute value, when used around a scalar. The symbol ∧ denotes the logical

conjunction, and. The n× n projection matrix is PX = X(X′X)−1X′, and the annihilator

matrix is MX = I − PX and D̂ = PZD are the fitted values. Throughout the paper, we

assume that J and g are fixed and P < J .

2.1 Model Setup

The following observed data model takes the potentially invalid instruments into account:

y = Dβ + Zα + u, (1)

with E[ui|zi] = 0. This observed data model is the same as in Kang, Zhang, et al. (2016),

Guo et al. (2018), and Windmeijer, Liang, et al. (2021) who derive it from a potential

outcomes model. The linear projection of D on Z is

D = Zγ + ε. (2)

The vector α is J × 1 with entries αj, each associated with an individual IV. Each entry

indicates which of the IVs has a direct effect on the outcome variable and hence is invalid.

Following a large econometric and statistical literature, such as Conley et al. (2012), Kang,

Zhang, et al. (2016), Guo et al. (2018) or Masten and Poirier (2021) we define a valid IV

as:

Definition 1. For j = 1, ..., J , zj is valid if αj = 0. If αj ̸= 0, then zj is invalid.

Following the literature, we restrict our attention to violations of the exclusion restriction.

This could be extended to exogeneity violations, as in Cov(Z,u) ̸= 0. The consequences
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of different violations are beyond the scope of this work and have been discussed in Apfel

and Windmeijer (2022).

The ideal model which selects the truly valid instruments as valid and controls for the

set of invalid instruments is the oracle model, defined as

y = Dβ + ZIαI + u = XIθI + u, (3)

where XI = (D ZI) and θI = (β α′
I)′.

2.2 Assumptions

The assumptions that follow are analogous to the ones in Windmeijer, Liang, et al. (2021),

but for the general case P ≥ 1. The inputs of our method, all the just-identified estimators,

are estimated by all the P -combinations from z1, ..., zJ . Hence we have
(

J
P

)
just-identified

estimators. This simplifies to J estimators when P = 1. Let [j] be a set of identities of

any P instruments such that the model is exactly identified with these P instruments. Let

Z[j] denote the corresponding n× P instrument matrix.

Assumption 1. Rank assumption.

E(ziz′
i) = Q with Q a finite and full rank matrix.

Assumption 2. Identification of just-identified models.

For all possible [j], let γ[j] be the combination of the kth rows of γ for k ∈ [j]. We assume

rank(γ[j]) = P.

Assumption 3. Error structure.

Let wi = (ui εi,p)′ for p = {1, ..., P}. Then, E(wi) = 0 and
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E[wiw′
i] =

 σ2
u σu,εp

σu,εp σ2
εp

 = Σp with V ar(ui) = σ2
u, V ar(εi) = σ2

ε Cov(ui, εi,p) = σu,εp

and the elements of Σ are finite.

Assumption 4.

plim(n−1Z′Z) = E(ziz′
i) = QZZ ; plim(n−1Z′D) = E(zid′

i) = QZD

plim(n−1Z′u) = E(ziui) = 0 ; plim(n−1Z′ε) = E(ziεi) = 0

plim(n−1
n∑

i=1
wi) = 0 ; plim(n−1wiw′

i) = Σ.

Assumption 5. 1√
n

n∑
i=1

vec(ziw′
i)

d→ N(0,Σ ⊗ Q) as n → ∞.

Assumptions 1 and 2 guarantee identification for all
(

J
P

)
models. Assumption 5 is made for

ease of exposition, but the method can be easily extended to accommodate heteroskedas-

ticity, clustering and serial correlation. From (1) and (2), we have the outcome-instrument

reduced form

y = ZΓ + ϵ

where Γ = γβ + α. Each just-identifying combination of IVs [j] is associated with a just-

identified estimator β̂[j], the 2SLS estimator using Z[j] as the just-identifying combination

of IVs, and controlling for the rest. We write the
(

J
P

)
just-identified estimators as:

β̂[j] = γ̂−1
[j] Γ̂[j]

where Γ̂[j] and γ̂[j] are the OLS estimators for Γ[j] and γ[j], i.e. the [j]-th entries and rows

of Γ and γ respectively. Details can be found in Appendix B.1. Then we have

Property 1. Properties of just-identified estimators.
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Under Assumptions 2 to 5 it holds that

plimβ̂[j] = β + γ−1
[j] α[j] = β + q[j]

where the inconsistency is plimβ̂[j] − β = γ−1
[j] α[j] = q[j] and there are

(
J
P

)
inconsistency

terms q[j]. In the single regressor case, this becomes plim(β̂j) = plim
(

Γ̂j

γ̂j

)
= β + αj

γj
with

inconsistency plim(β̂j) − β = αj

γj
= qj. For P = 1, Guo et al. (2018) define a group as:

Definition 2. A group Gq is a set of IVs that has the same estimand βj = β + q.

Gq = {j : βj = β + q}

where q ∈ R. In words, a group is a set of IVs whose just-identified estimators converge to

the same value β + q, where q loses the subscript because it is the same for all IVs in the

group. The group consisting of all valid IVs is G0 = {j : qj = 0}. Let the number of groups

be G. The plurality assumption in Guo et al. (2018) is key and it states that among the G

groups formed by z1, ..., zJ , the largest one is composed by all valid IVs.

Assumption 6. Plurality Rule.

g > max
q ̸=0

|Gq|

where g is the number of valid instruments. Because when P > 1, each IV is not associated

with a single scalar q, we introduce the concept of a family:

Definition 3. A family is a set of just-identifying IV combinations that is associated with

just-identified estimators which converge to the same value.

Fq = {[j] : β[j] = β + q}.
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Let there be Q families. The family that consists of IV combinations which generate

consistent estimators is F0 = {[j] : q = 0}. A natural extension of the plurality assumption

to the family case is |F0| > max
q ̸=0

|Fq|. We show in Appendix B.2, that a combination of IVs

is an element of F0 if and only if all of the IVs in the combination are valid. This means

that the family with q = 0 consists of all combinations that use IVs from the set of valid

instruments, V , and hence |F0| =
(

g
P

)
. Therefore, the plurality assumption becomes

Assumption 6.a. Family plurality

(
g

P

)
> max

q ̸=0
|Fq|.

The inconsistency term of elements in Fq with q ̸= 0 depends on both γ[j] and α[j] and

hence there is no direct relation from α[j] to q[j], unless α[j] = 0. One way in which this new

plurality rule can be fulfilled, is when the largest set of IVs has zero direct effects αj = 0

and the vectors γ−1
[j] α[j] constituted by P -sets with α[j] ̸= 0 are sufficiently dispersed.

Strictly speaking, the family plurality assumption can also hold when the largest set of IVs

has some non-zero effect αj. If the dispersion of γ−1
[j] α[j] is large enough, the largest family

will still be constituted by valid IVs only.

The plurality assumption is reasonable when researchers can credibly uphold validity,

but might have missed some direct effect between some IV and the outcome because perfect

structural knowledge of the mechanisms is not given. In our application, all instruments

follow a similar logic but some are long lags, while others are short lags of a variable. If

the violation of validity comes from correlation with unobservables and these are serially

correlated, it might make sense to believe that serial correlation breaks with long lags.

More detailed discussion of the plurality assumption can be found in section 5.
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3 IV Selection and Estimation Method

Based on the definition of groups, families and the plurality rule, a natural strategy for

IV selection is to find out the G IV groups and then select the largest group as the set of

valid instruments. The CIM and HT also build on the plurality assumption, but they are

presented in the case P = 1, which we would like to extend. The CIM is based on ordered,

overlapping confidence intervals, but in the multiple regressor case it is not clear how to

order and find overlapping confidence regions. The HT is based on pairwise tests for the

Null hypotheses βj = βk. The method could in fact be extended, but there are a number

of disadvantages: first, one would need to run
(

J
P

)
·
((

J
P

)
− 1

)
pairwise tests, while AHC

needs at most
(

J
P

)
tests. Second, HT does not include a downward testing procedure and

it is not clear how to incorporate it to robustly select the tuning parameter. Third, HT

can lead to counter-intuitive selection results: HT selects a set of IVs which has been voted

for by other IVs, but in finite samples the IVs involved in the voting do not have to be the

ones selected as valid. This can lead to situations where pairwise tests of the estimators in

the largest group in fact do not agree with each other in that a pairwise test would lead

to rejection. In AHC, all point estimates need to be close to each other by construction.

Finally, the link between largest groups of point estimates and instrument groups would

not be immediate. We have provided such a link with our family plurality assumption and

our selection method and these concepts can also be helpful when trying to extend HT to

the multiple regressor case.

In this paper, we explore the clustering methods to discover the IV groups. First, we

fit the general clustering framework to the IV selection problem, which is summarized in

the minimisation problem in (4). This general method needs a pre-specified parameter

K, which is the number of clusters. We show that when K equals the true number of

families, K = Q, asymptotically there is a unique solution to this minimization problem,
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and this solution coincides with the true underlying partition. However, the fact that

consistent selection depends on K makes it difficult to implement in practice, as we do

not have prior knowledge about the number of families. If K is too large (larger than the

number of families), then the largest family will be split. If K is too small, then the largest

group might be in a cluster with some other family. To tackle this problem, we propose a

downward testing procedure which combines agglomerative hierarchical clustering (Ward’s

method) with the Sargan test for overidentifying restrictions to select the valid instruments,

which allows us to select the valid instruments without pre-specifying K.

3.1 Clustering Method for IV Selection

Let S(K) = {S1, ...,SK} be a partition of
(

J
P

)
just-identified estimators β̂[j] into K cluster

cells with identities k = 1, ..., K. This results in the following minimization problem:

Ŝ(K) = argmin
S

K∑
k=1

∑
β̂[j]∈Sk

||β̂[j] − S̄k||2, (4)

where S̄k is the arithmetic mean of all just-identified estimators in cluster Sk. The term∑K
k=1

∑
β̂[j]∈Sk

||β̂[j] − S̄k||2 in equation 4 corresponds to the intra-cluster variance, summed

over the number of clusters. Based on Assumption 6.a, for a given K, the cluster that

consists of just-identified estimators obtained with valid IVs is estimated as the cluster

that contains the largest number of estimators:

Ŝm(K) = {Ŝk(K) : |Ŝk(K)| = max
k

|Ŝk(K)|}.
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The elements in Ŝm(K) are just-identified estimates which need to be translated to families,

F̂(K), which are sets of IV combinations. The family associated with the largest cluster is

F̂m(K) = {[j] : β̂[j] ∈ Ŝm(K)}.

Now, the families need to be translated to sets of IVs to be tested. To achieve this, for

each K, the potentially valid IVs are selected as those that are in the largest family.

V̂m(K) = {j : [j] ∈ F̂m(K)}.

The remaining IVs are then selected as invalid:

Î(K) = J \ V̂m(K).

For P = 1, each cluster is directly associated with a group of IVs, and we can select V as

V̂(K) = {j : β̂j ∈ Ŝm(K)}. For each K, in the finite sample there might be cases where

there are multiple maximal clusters Ŝm(K) and multiple V̂m(K). Let V̂M(K) denote the

set of the multiple V̂m(K). In this case, we select the cluster in which the most IVs are

involved, V̂Max(K) = {V̂m(K) : |V̂m(K)| = max|V̂M(K)|}. If there are multiple clusters

with maximal number of estimates and IVs, we select the set of IVs which leads to the

lowest Sargan statistic. Then for each K, the unique set to be tested is:

V̂Sar(K) = {V̂m(K) : Sar(V̂m(K)) = minSar(V̂Max(K))}. (5)

When the number of clusters K is equal to the number of families Q, K = Q, then for

n → ∞ there is a partition minimizing the sum in Equation (4). Asymptotically, this

occurs, when the grouping is such that Ŝk = Sq and each selected family F̂k is in fact
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formed by a true family, Fq. Define the partition leading to this grouping as the true

partition S0 = {S01, ...,S0Q}. To see that, first note that if the partition is such that

Ŝk = S0q ∀k, q, i.e. Ŝ(K) = S0,

g(Ŝ(K)) = g(S0) = plim{
K∑

k=1

∑
β̂[j]∈Sk

||β̂[j] − S̄k||2} = 0,

where g(·) is the plim of the sum of squared deviations from the cluster mean, summed

over k. For all β̂[j] ∈ S0k, we have plim β̂[j] = plim S̄k, and plim{||β̂[j] − S̄k||2} = 0. This is

the case for all k ∈ 1, ...K, hence g(S0) = 0. If the partition is such that some Sk ̸= S0q, i.e.

S ≠ S0, then plim β̂[j] ̸= plim S̄k for some β̂[j] ∈ Sk and g(S) > 0. This means that when

n → ∞ and K = Q there is a unique solution for Equation 4, which is such that S = S0.

3.2 Ward’s Algorithm for IV Selection

To choose the correct value of K without prior knowledge of the number of families, we

propose a selection method which combines Ward’s algorithm, a general agglomerative

hierarchical clustering procedure proposed by Ward (1963), with the Sargan test of overi-

dentifying restrictions. Our selection algorithm has two parts.

The first part is Ward’s algorithm, as described in Algorithm 1 below. The algorithm

aims to minimize the total within-cluster sum of squared error. This is achieved by minimiz-

ing the increase in within-cluster sum of squared error at each step. The method generates

a path of cluster assignments with K clusters at each step such that K ∈ {1, ...,
(

J
P

)
}.

After obtaining the clusters for each K, we use a downward testing procedure based on the

Sargan-test to select the set of valid IVs (Algorithm 2). Ward’s Algorithm works as follows

Algorithm 1. Ward’s algorithm

1. Input: Each just-identified point estimate is calculated. The Euclidean distance

between all of these estimates is calculated and written as a dissimilarity matrix.
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2. Initialization: Each just-identified estimate has its own cluster. The total number

of clusters in the beginning hence is
(

J
P

)
.

3. Joining: The two clusters which are closest as measured by their weighted squared

Euclidean distance |Sk||Sl|
|Sk|+|Sl|

||S̄k − S̄l||2 are joined to a new cluster. |Sk| is the number

of estimates in cluster k. S̄k denotes the mean of cluster k, which is the arithmetic

mean of all the just-identified estimates in Sk.

4. Iteration: Step 3 is repeated until all just-identified estimates are in one cluster.

This yields a path of S =
(

J
P

)
−1 steps, on which there are clusters of size K ∈ {1, ...,

(
J
P

)
}.

Ward (1963) also allows for alternative objective functions, which are associated with dif-

ferent dissimilarity metrics. Our motivation for using the Euclidean distance is that the

objective function is the intra-cluster variance or the sum of residual sum of squares. We

discuss alternative choices of these so-called linkage methods and dissimilarity metrics in

Appendix A.4. The downward testing procedure considers the selection made in Algorithm

1 for each number of clusters K ∈ {1, ...,
(

J
P

)
− 1}, and chooses the smallest K such that

the selected group passes the Sargan test:

Algorithm 2. Downward testing procedure

1. Starting from K = 1, find the cluster that contains the largest number of just-identified

estimators. In the first step, all estimators are in one cluster.

2. Do Sargan test on the IVs associated with the largest cluster, using the rest as controls.

If there are multiple such clusters, select the one with the smallest Sargan statistic.

3. Repeat the procedure for each K = 2, ...,
(

J
P

)
− 1.

4. Stop when for the first time the model selected by the largest cluster at some K does

not get rejected by the Sargan test.
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5. Select the instruments associated with the cluster from Step 4 as valid instruments.

The Sargan statistic in Step 4 is given by

Sar (K) = û(θ̂K)′Z (Z′Z)−1 Z′û(θ̂K)
û(θ̂K)′û(θ̂K)/n

where θ̂K is the 2SLS estimator using the IVs associated with the largest cluster for each

K as valid and controlling for the rest, and û(θ̂K) is the 2SLS residual. We show later

that to guarantee consistent selection, the critical value for the Sargan test, denoted by

ξn,J−|Î|−P should satisfy ξn,J−|Î|−P → ∞ and ξn,J−|Î|−P = o(n). In practice, we choose the

significance level 0.1
log(n) following Windmeijer, Liang, et al. (2021).2 The downward testing

procedure can also be described as

V̂dts = {V̂Sar(K), K = min(1, ...,
(
J

P

)
− 1) : Sar(V̂Sar(K)) < ξn,J−|Î|−P .} (6)

[Figure 1 here]

In figure 1, the procedure is illustrated for a situation with four IVs and two endogenous

regressors. Instrument No. 1 is invalid, because it is directly correlated with the outcome,

while the remaining three IVs (2, 3, 4) are related with the outcome only through the

endogenous regressors and are hence valid. In the first graph on the top left, we have

plotted each just-identified estimate. The horizontal and vertical axes represent coefficient

estimates of the effects of the first (β1) and second regressor (β2), respectively. Each point

has been estimated with two IVs, in this case with IV pairs 1-2, 1-3, 1-4, 2-3, 2-4 and 3-4,

because there are four candidate IVs.

In the initial Step (0), each just-identified estimate has its own cluster. In step 1, we join

the estimates which are closest in terms of their Euclidean distance, e.g. those estimated
2This significance level has been suggested by Belloni et al. (2012).
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with pairs 2-3 and 2-4. These two estimates now form one cluster and we only have five

clusters. We re-estimate the distances to this new cluster and continue with the procedure,

until there is only one cluster left in the bottom right graph. We continue with Algorithm

2 and evaluate the Sargan test at each step, using the IVs contained in the largest cluster.

When the p-value is larger than a certain threshold, say 0.1/log(n), we stop the procedure

and select the corresponding cluster as the set of valid IVs. Ideally this will be the case at

step 2 or 3 of the algorithm, because here the largest cluster (in light gray) is formed only

by valid IVs (2,3 and 4). If this is the case, only the valid IVs are selected as valid.

To make the procedure robust to heteroskedasticity, clustering and serial correlation,

the Sargan test can be replaced with a robust score test, such as the Hansen J-test (Hansen,

1982), analogously to Windmeijer, Liang, et al. (2021).

3.3 Oracle Selection and Estimation Property

Next, we state the theoretical properties of the selection results obtained by Algorithm 1

and Algorithm 2 and the post-selection estimators. We establish that our method achieves

oracle properties in the sense that it selects the valid IVs consistently, and that the post-

selection estimator has the same limiting distribution as if we knew the true set of valid

IVs.

Theorem 1. Consistent selection

Let ξn be the critical value for the Sargan test in Algorithm 2. Let V̂dts be the set of IVs

selected from Algorithms 1 and 2. Under Assumptions 1 - 6, for ξn → ∞ and ξn = o(n),

lim
n→∞

P (V̂dts = V) = 1.

The post-selection 2SLS estimator using the selected valid instruments and controlling for

the selected invalid IVs has the same asymptotic distribution as the oracle estimator:
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Theorem 2. Asymptotic oracle distribution

Let ZÎ = Z \ ZV̂dts with ZÎ , ZV̂dts being the selected invalid and valid instruments respec-

tively. Let β̂V̂dts be the 2SLS estimator given by

β̂V̂dts = (D̂′MZÎ
D̂)−1D̂′MZÎ

y

Under Assumptions 1-6, the limiting distribution of β̂V̂dts is

√
n(β̂V̂dts − β) d→ N(0,Σ2

or)

where Σ2
or is the asymptotic variance for the oracle 2SLS estimator given by

Σ2
or = σ2

u(Q′
ZDQ−1

ZZQZD − Q′
ZIDQ−1

ZIZI
QZID)−1

with I being the true set of invalid instruments.

The proof of Theorem 2 follows from the proof of Theorem 2 in Guo et al. (2018).

4 Monte Carlo Simulations

4.1 Strong Instruments

We conduct three sets of Monte Carlo simulations to illustrate the performance of our

method under different settings. First we evaluate the method in the setup where all the

candidate instruments are strong instruments. We then relax Assumption 2 such that there

are some weak instruments among the candidates. After that we inspect the methods for

the case with local-to-zero violations and check the performance of the method when ruling

out globally and locally invalid IVs. Here we present the case of multiple regressors. For
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the single regressor designs, see Appendix C, where we also compare with the performance

of HT and CIM.

We follow the setting in Windmeijer, Liang, et al. (2021): There are 21 candidate

instruments, 12 of which are invalid, while 9 are valid with α = (ι′
6, 0.5ι′

6, 0′
9)

′ where 0r

is an r × 1 vector of zeros and ιr is an r × 1 vector of ones. The first-stage parameters are

drawn from uniform distributions as γ1 = unif(1, 2) and γ2 = unif(3, 4) when there are

two endogenous regressors (P = 2), and additionally with γ3 = unif(5, 6) when there are

three regressors (P = 3). We set the true treatment effects as β = 0 and the candidate

IVs are generated as zi ∼ N(0,Σz) with Σz,jk = 0.5|j−k|. Errors are generated from

 ui

εi

 ∼ N

0,

 1 0.25

0.25 1


 .

We report the median absolute error (MAE) and the standard deviation (SD) of the IV

estimators, and the coverage rate of the 95% confidence intervals (Coverage). For IV

selection results we report three statistics: the number of selected invalid instruments

(# invalid), the frequency of selecting all invalid instruments as invalid (p allinv) and the

frequency of selecting the oracle model (p oracle). We report the results for the oracle model

which uses the true set of valid instruments for IV estimation (Oracle), the naive model

which treats all candidate instruments as valid (Naive), and the AHC method (AHC ). We

run the simulations with number of observations n ∈ {500, 1000, 5000}. All statistics are

calculated based on 1000 Monte Carlo replications.

The results are shown in Table 1. The IV selection performance of our method approaches

the ground truth as the sample size grows large. This can be seen as # invalid is close

to 12, p allinv and p oracle approach 1 and coverage increases as the sample size grows.

But as the number of endogenous variables increases from 2 to 3, it needs a larger sample

size to achieve oracle selection. When P = 3 and n = 5000, coverage is still not at its
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Table 1: Simulation Results with More Than One Regressor

MAE SD # invalid p allinv Coverage p oracle
P=2 n=500

Oracle 0.049 0.085 12 1 0.965 1
Naive 0.597 0.377 0 0 0.032 0
AC 0.080 0.583 12.215 0.930 0.879 0.750

n=1000
Oracle 0.044 0.068 12 1 0.952 1
Naive 0.658 0.272 0 0 0 0
AC 0.055 0.343 12.202 0.982 0.919 0.827

n=5000
Oracle 0.021 0.033 12 1 0.949 1
Naive 0.755 0.138 0 0 0 0
AC 0.024 0.037 12.109 1 0.938 0.909

P=3 n=500
Oracle 0.063 0.099 12 1 0.952 1
Naive 0.880 0.372 0 0 0.002 0
AC 0.121 0.804 12.190 0.794 0.725 0.520

n=1000
Oracle 0.050 0.078 12 1 0.934 1
Naive 0.915 0.279 0 0 0 0
AC 0.073 0.416 12.367 0.948 0.844 0.696

n=5000
Oracle 0.037 0.058 12 1 0.919 1
Naive 0.941 0.211 0 0 0 0
AC 0.049 0.307 12.261 0.976 0.853 0.797

This table reports median absolute error, standard deviation, number of IVs selected as invalid, frequency
with which all invalid IVs have been selected as invalid, coverage rate of the 95 % confidence interval and
frequency with which oracle model has been selected. For the first two, means over the statistic for each
regressor are taken. The true coefficient is β = 0. Settings are described in the text. 1000 repetitions per
setting.
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nominal level and p oracle is only at about 0.8. Generally, the estimation bias of our

method approaches the oracle bias and is only a fraction of that of the naive estimator.

The existing IV selection methods, HT and CIM, do not allow for multiple regressors and

we compare the performance of AHC with these two methods for the single regressor case

in Appendix C.1. We find that our method works as well as the CIM in terms of selection

and bias and outperforms HT when the sample size is relatively small.

4.2 Some Weak Instruments Among the Candidate Instruments

Now we examine the performance of AHC when Assumption 2 is violated, i.e. there

are weak instruments among the candidates. We focus on the case with two endogenous

variables in large samples (fixed sample size n = 5000). For individually weak instruments,

we consider the local to zero setup and set their first stage parameters as γj = C/
√
n with

C = 0.1. For ease of illustration, simulations are conducted in four simplified designs with

9 candidate instruments (see Table 2). In Design 1, each IV is valid but only strong for one

of the regressors. We are interested to see if the AHC method can include all the IVs as

valid. In Design 2, still all the candidate IVs are strong for only one regressor, but some of

them are invalid. In the last design, we make some of the IVs weak for both variables and

we set some of them to be invalid. All other parameters are the same as in Section 4.1.

Results are presented in Table 3, where we report three additional IV selection statistics:

the frequency of selecting all valid and strong instruments as valid (strongval), the frequency

of selecting all weak invalid instruments as invalid (weakin), and the frequency of selecting

all weak valid instruments as invalid (weakva). In these designs, the oracle model includes

only the strong and valid instruments as valid.

Our primary focus is the selection of all the invalid instruments, especially the weak

invalid instruments, as the weak IVs can amplify the bias caused by invalidity (see discus-

sion in Appendix C.2). In all designs, AHC has high frequencies of including all invalid
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instruments, either weak or strong, as invalid (p allinv and weakin close to 1). Hence the

MAEs are very similar to those of the oracle. In terms of valid IVs, all the strong valid

instruments are included as valid with high frequencies (strongval close to 1). However, for

weak valid instruments, some of them are still selected as valid, which can be seen from

the relatively low weakva in Design 3. This may be the main drawback of AHC in the

presence of weak IVs. In Design 3, we should start to see the limitations of AHC in the

weak IV case, because there are only four just-identifying combinations of strong and valid

IVs (1-8, 1-9, 2-8, 2-9), and the remaining 32 combinations either violate assumption 2 or

validity. Still, the MAE and the probability with which all invalid (0.929), all strong, valid

(0.904) and especially all weak invalid (0.997) are selected correctly is high. However, the

few selection mistakes that occur create a very large variance, that can be seen from the

high SD. This is in line with the intuition that bias is amplified in presence of weak and

invalid IVs. In the simulations very few outlier estimates can strongly increase the SD. In

Appendix C.2 we compare the AHC method with HT and CIM in presence of weak IVs

with P = 1. We find that AHC outperforms CIM in all settings and it outperforms HT in

the case where the valid and strong group is not strictly the largest.

4.3 Simulations with Local Violations

The results of this paper and also of Guo et al. (2018) and Windmeijer, Liang, et al. (2021)

are pointwise: if we take the values of the violations α as fixed, the convergence results

hold. However, Leeb et al. (2005) point out that for any n there can be DGPs such that the

asymptotical results regarding selection and inference do not hold. For example, when the

violations of the exclusion restriction are local-to-zero, selection algorithms might select

invalid instruments with positive probability leading to an asymptotic bias. To illustrate

this problem we follow the literature on near exogeneity as in Newey (1985), Conley et al.

(2012, CHR), Caner (2014) and I. Andrews, Gentzkow, and Shapiro (2017) we consider a
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Table 2: Weak IV Simulation Designs with Two Endogenous Regressors

Design 1 Design 2 Design 3
IV γ1 γ2 α IV γ1 γ2 α IV γ1 γ2 α

z1 1 C/
√
n 0 z1 1 C/

√
n 1 z1 1 C/

√
n 0

z2 2 C/
√
n 0 z2 2 C/

√
n 1 z2 2 C/

√
n 0

z3 3 C/
√
n 0 z3 3 C/

√
n 1 z3 3 C/

√
n 1

z4 4 C/
√
n 0 z4 4 C/

√
n 0 z4 C/

√
n C/

√
n 1

z5 C/
√
n unif(1, 2) 0 z5 C/

√
n unif(1, 2) 0 z5 C/

√
n C/

√
n 1

z6 C/
√
n unif(1, 2) 0 z6 C/

√
n unif(1, 2) 0 z6 C/

√
n C/

√
n 0

z7 C/
√
n unif(1, 2) 0 z7 C/

√
n unif(1, 2) 0 z7 C/

√
n unif(3, 4) 1

z8 C/
√
n unif(1, 2) 0 z8 C/

√
n unif(1, 2) 1 z8 C/

√
n unif(3, 4) 0

z9 C/
√
n unif(1, 2) 0 z9 C/

√
n unif(1, 2) 1 z9 C/

√
n unif(3, 4) 0

Table 3: Some Weak Instruments with Two Endogenous Regressors

MAE SD # invalid p allinv strongval weakin weakva coverage

Design 1
oracle 0.004 0.006 0 1 1 - - 0.894
naive 0.004 0.006 0 1 1 - - 0.894
AHC 0.004 0.006 0.020 1 0.988 - - 0.887

Design 2
oracle 0.008 0.011 5 1 1 - - 0.895
naive 0.571 0.013 0 0 1 - - 0
AHC 0.009 0.301 5.004 0.811 0.810 - - 0.723

Design 3
oracle 0.010 0.015 5 1 1 1 1 0.908
naive 0.730 0.021 0 1 1 0 0 0
AHC 0.010 11.171 4.215 0.929 0.904 0.997 0.122 0.863

This table reports median absolute error, standard deviation, number of IVs selected as invalid, frequency of
all invalid IVs selected as invalid, frequency of all valid and strong instruments selected as valid, frequency
of all weak invalid instruments selected as invalid, frequency of all weak valid instruments as invalid, and
coverage rate of the 95% confidence interval. 1000 repetitions per setting.

setting in which the violations consist of a global part αj and a local part τj, collected in

τ , that disappears asymptotically, with τj → 0 as n → ∞. The model now is

y = Dβ + ZIαI + Zτ + u, (7)
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where both αj and τj can differ by IV. As in Caner (2014), we model

τj = c

nκ
,

with κ > 0. Here, κ = 1/2 is a mild violation of an exclusion restriction, 1/2 < κ < ∞ is

the range of minor and 0 < κ < 1/2 is the range of strong violations. Because our testing

procedure builds on the Sargan test, we investigate its performance when IVs from the same

group and mixtures of different groups are tested, with varying degree of violations. This

helps us formulate expectations on how the testing procedure will perform under various

DGPs. The results on the Sargan test, which are summarized in Table 6 in the Appendix

suggest that with no and minor local violations the downward testing procedure will accept

for groups and reject for mixtures, which is desirable. With strong violations, we expect

that the procedure detects strong local violations for certain configurations of ξ (critical

value of the Sargan test) and κ. We expect the most problematic case to be the one with

mild violations, because the test accepts when globally valid IVs have mild local violations,

leading to bias. However, this is a general shortcoming of 2SLS. The selection method can

help discern globally invalid and strong local violations from globally valid and minor local

violations. This has the potential to reduce bias. Therefore, as further discussed in the

Appendix, in this type of setting our method can be seen as a pre-screening procedure to

weed out global violations and local but strong violations to reduce bias.

To illustrate the above discussion, we conduct simulations to investigate the performance

of the methods when there are local violations. Our primary focus is to exclude global and

local strong violations. Consider a setting with P = 2, n = 5000, α = (0′
6, ι60.5′, 0′

9)
′ and

τ =
(
ι′

12cα/n
k, 0′

9

)′
where cα = 2. All other parameters are chosen in the same way as in

the preceding section, in Table 1. We then vary κ in three designs:

• Design 1, minor violations, κ = 3/4
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• Design 2, mild violations, κ = 1/2

• Design 3, strong violations, κ = 1/4.

We report two additional statistics: the number of invalid instruments with global vio-

lations selected as invalid (global violation) and the frequency of selecting all the invalid

instruments with global violations as invalid (p allins). We report the performance of the

oracle estimator which treats the globally but not the locally invalid IVs as invalid (oracle

global) and the estimator that treats both globally and locally invalid as invalid (oracle).

The simulation results are presented in Table 4.

In Design 1, the oracle and oracle global both have low bias and variance, while the

naive 2SLS is clearly biased. AHC works well in selecting the six global violations and the

MAE as well as SD approach the performance of oracle global. Keeping IVs with minor

violations does not hurt the asymptotic performance of estimators. Coverage is also close

to the nominal level. In Design 2, oracle global has a lower coverage probability than the

oracle that takes all invalid IVs into account. AHC inherits this problem and displays a

larger bias and SD than the oracle estimator and a coverage probability of only 0.55. This

confirms that in the case with mild violations in fact our method can underperform, but in

this setting it still outperforms the naive 2SLS which has coverage 0 and higher bias. With

strong violations in Design 3, the oracle estimator that does not take local violations into

account performs almost as poorly as the naive estimator and hence it is important to also

select the IVs with local violations. However, AHC selects all invalid IVs as invalid 98.6%

of the time and coverage is at 0.894, not far from the nominal level. Overall, these results

are in line with what was suggested by our results on the Sargan test.

A recent approach to address local violations is Guo’s (2023) searching and sampling

method into which AHC can be incorporated. For this, an algorithm searches over values

of β and categorizes IVs into valid and invalid. When a plurality of IVs is chosen as valid
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Table 4: Local Violations with Two Regressors

MAE SD # invalid p allinv global viol p allins coverage
Design 1: κ = 3/4

oracle 0.021 0.032 12 1 6 1 0.931
oracle global 0.013 0.019 6 0.5 6 1 0.927
naive 0.143 0.060 0 0 0 0 0.000
AHC 0.014 0.021 6.16 0 6 1 0.919

Design 2: κ = 1/2
oracle 0.021 0.032 12 1 6 1 0.931
oracle global 0.020 0.020 6 0.5 6 1 0.793
naive 0.138 0.062 0 0 0 0 0.000
AHC 0.033 0.047 8.623 0.001 6 1 0.569

Design 3: κ = 1/4
oracle 0.021 0.032 12 1 6 1 0.931
oracle global 0.139 0.035 6 0.5 6 1 0.000
naive 0.139 0.082 0 0 0 0 0.000
AHC 0.023 0.059 12.457 0.985 6 1 0.893
This table reports median absolute error, standard deviation, number of IVs selected as invalid, frequency of
all invalid IVs selected as invalid, number of invalid IVs with global violations selected as invalid, frequency
of selecting all the invalid IVs with global violations as invalid, and coverage rate at 5% significance level.
1000 repetitions per setting.

the value of β is assigned to the CI. The entire CI is the union of all β values for which

a majority is chosen as valid. This approach delivers a uniformly valid confidence interval

when more IVs are valid than locally invalid. We use this approach for the single regressor

case in Table 10 in the Appendix, and find that in fact the coverage is larger than the

nominal level and CIs are conservative. Another problem with this procedure is that it has

been developed for the single regressor case, P = 1. If one was to extend this procedure to

multiple endogenous regressors, it would be necessary to search over values of β not over

the real line but in RP -space which becomes infeasible quickly. Developing an extension

of this method for the multiple regressor case is outside of the scope of this paper and we

leave it for future research.
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5 The Effect of Immigration on Wages

Many studies3 have tried estimating the contemporaneous effects of immigration on labor

market outcomes via some variant of the following equation:

∆ylt = βshort∆immil,t + ψt + εlt, (8)

with year t, location l, the outcome ∆ylt being the change in log weekly wages of high-skilled

workers. The independent variable is ∆immil,t, denoting the current change of immigrants

in employment. The coefficient of interest is the short-term (contemporaneous) effect βshort.

Decade fixed-effects are captured by ψt and εlt is the error term. Commuting-zone fixed

effects are eliminated through first-differencing as is standard with panel data (Wooldridge,

2010, p. 315). The dataset used for estimation is taken from Basso and Peri (2015), who use

data from the Census Integrated Public Use Micro Samples and the American Community

Survey (Ruggles et al., 2015) with t ∈ {1990, 2000, 2010} and 722 commuting zones.

The key econometric challenge is that migrants choose where to live endogenously, for

example, based on economic conditions in a region, creating bias in the estimates. A

much-used estimation strategy to address this issue is to use historical settlement patterns

of migrants from many countries of origin as instruments. When earlier migrants attract

migrants at later points in time, the instruments are relevant. This identification strategy

dates back to Altonji and Card (1991) and many papers use it (see Jaeger et al., 2020).

This approach is canonical and highly relevant in applied economics. In a recent paper,

Goldsmith-Pinkham et al. (2020) discuss a class of IVs which are extensively used in labor

economics. These so-called shift-share IVs combine the previous settlement shares with

aggregate-level shocks, so-called shifts. A sufficient condition for this type of IVs to be

valid is that all shares are valid. Apfel (2024) discusses the use of IV selection methods for
3An overview of the literature can be found in Dustmann et al. (2016).
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shift-share instrumental variable analysis in this context.

We use all shares of foreign-born people (migrants, analogously), sjlt0 , in working age

from a certain origin country j at a base period t0 in region l, measured relative to their

total number in the country. We use origin-specific shares from 19 origin country groups

and base years 1970 and 1980 as separate IVs and obtain L = 38 IVs. It is usually expected

that the reasons that attracted migrants in the past are quasi-random as compared with

current migration. Validity is typically defended on these grounds.

However, these previous settlement patterns might be invalid for various reasons. Jaeger

et al. (2020) show that IV estimators that rely on this kind of exclusion restriction might

be inconsistent, first, because of correlation of the IVs with unobserved demand shocks

and, second, because of dynamic adjustment processes: through complementarities between

factors of production the initial effect of immigration might propagate in time. For example,

native workers might migrate as a response to immigration, leading to a negative shock

and hence to a continuation of the initial effect. To capture these dynamic adjustments,

they propose to use the following model specification:

∆ylt = βshort∆immil,t + βlong∆immil,t−10 + ψt + εlt. (9)

where we have included the lagged regressor ∆immil,t−10 with the coefficient βlong. Of

course, the lagged regressor will also be subject to the same endogeneity problem as before

and hence should also be instrumented.

The shares of migrants might still be endogenous if ∆immil,t−10 does not perfectly

control for the direct effects of lagged immigration and the instruments themselves still

have a direct effect. Moreover, serial correlation in unobserved shocks and correlation

between unobservables in the past and shares of immigrants might still be an issue.

Although some of the shares might be invalid, it is reasonable to believe that the
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plurality rule holds. The migration literature uses migrant shares as instruments, because

it is believed that long lags break the serial correlation in unobservables and all correlation

between shares and outcome is mediated through the treatment variable. In our application,

half of the shares are from 1970, half from 1980. Typically a 10-year lag is thought to be

long enough to break serial correlation in unobservable shocks (Jaeger et al., 2020) and

shares from 1980 would be used for the construction of the instrument. Still some of the

shares might be invalid for various reasons. First, if shares from 1980 are correlated with

unobservables and these are still serially correlated, shares from 1980 would be invalid.

Secondly, visa composition might play a role. In the 1970s many migrants were in the

US on family visas, while by 1980 many visa were work-related (Jaeger, 2007). The latter

would be more likely to choose their location based on labor market shocks. Migrant groups

differ by their visa composition even in the same cohort and those with a high proportion of

work-related visa would be more prone to invalidity. We expect these concerns to hold for a

few but not all shares. In this sense, plurality is not at all restrictive, especially as compared

to the baseline assumption which means to assume that all shares are valid. If the shares

from 1970 are all valid and at least one of the shares from 1980 is valid, a majority, not only

a plurality assumption would hold. For these reasons, researchers should feel comfortable

with the plurality assumption and we can use AHC to select valid and invalid shares and

to estimate the effects of immigration.4

The results can be found in Table 5. In order to compare our results with Basso et al.

(2015) we start with the estimate of the short-term effect only. The first column shows

results for ordinary least squares: the contemporaneous effect is 0.451, which is significant.
4These issues have also been similarly discussed in Apfel (2024) who uses the same empirical example to

illustrate share selection via the adaptive LASSO and the Confidence Interval Method. Notably, Goldsmith-
Pinkham et al. (2020) propose weights that measure how the overall inconsistency of the 2SLS estimator
changes in relative terms when specific shares are invalid, specifically in the migration economics context.
Robustness checks excluding the top-5 weights are then proposed. This implies that a some valid-some
invalid setting is credible in general. However, these weights do not tell us which shares are indeed valid
and even shares that are not influential in relative terms can still lead to large absolute bias.
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Table 5: Impact of Immigration

OLS 2SLS OLS 2SLS 2SLS AHC
∆immilt 0.451 0.519 0.586 0.877 1.215

(0.0674) (0.173) (0.0935) (0.460) (0.505)
∆immilt−10 -0.197 -0.249 -0.667

(0.0814) (0.321) (0.403)
Nr inv 0 0 2
P-value .0067 .0126 .1137
CD 64.0901 17.7088 17.9824
n = 2166 (722 CZ × 3), L = 38. Robust standard errors in parentheses. Observations
weighted by beginning-of-period population. Significance level in testing procedure:
0.013.

For the 2SLS regression in column 2 we use all shares from 1970 and find a significant

effect of 0.519. The coefficient estimate in column 3 of the first line of Table 7 in Basso

and Peri (2015) is a significant 0.38 and is the one most comparable to our estimate of the

short-term effect in the second column. These estimates differ because the authors also use

the 1980 data for estimation and we will use shares from this year as IVs in the following,

and for comparability with our own results we omit this year from the estimation with a

single regressor. Moreover, the authors use a non-linear version of the shift-share IV but

motivate the instrument through the use of shares and hence we can use the 2SLS with all

shares used as IVs as the baseline estimate.5 Note that the estimands of SSIV and 2SLS in

this case don’t have to be identical. The Hansen-Sargan test rejects at the 0.01 significance

level and the Cragg-Donald test statistic is at 64. Introducing lagged immigration and

estimating via OLS in Column 3, the lagged effect is -0.197 and statistically significant.

When using all shares as valid IVs also including those from 1980, both short- and long-

term effects are higher in absolute terms but only the contemporaneous effect is marginally

statistically significant at the 10 percent level. The Hansen-Sargan test for this model gives

a p-value of 0.0126, which is lower than the proposed significance level of 0.1/log(n).
5Goldsmith-Pinkham et al. (2020) show that an overidentified GMM regression weighted by the shifts

is equivalent to the shift-share IV estimate.
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When using AHC with this significance level in the downward testing procedure, two

origin country shares are selected as invalid: the share of Scandinavians and North Euro-

peans in the 1980s and the share of foreign-born from the Baltic States. The coefficient

estimates of the short- and long-term effects increase considerably in absolute terms. Now,

the coefficient estimate of the short-term effect is statistically significant at the 5 percent

level and the estimate of the long-term effect is significant at the 10 percent level. This

indicates that the use of AHC indeed makes a big difference. Moreover, the p-value of the

Sargan test is now 0.1137, exceeding the threshold of 0.1/log(n) = 0.013. The coefficient

estimates for short- and long-term effects are considerably higher than OLS and 2SLS esti-

mates. The short-term effect is at 1.215 as compared to the 0.887 estimated by 2SLS and

is still almost double the statistically insignificant long-term effect (-0.667). This suggests

considerable sensitivity to endogenous shares and is interesting as potentially the positive

effects of immigration on wages of the high-skilled are larger than previously thought.

The two selected shares are similar a priori in that they are from the same region. It

is plausible that they are indeed invalid, through a combination of two reasons: invalid

and weak IVs. As to invalidity, correlation of unobserved shocks might be the culprit.

The concentration of Americans of Swedish descent is highest in the Midwest, especially in

Minnesota. Cheap land attracted northern European settlers to these agricultural centers.

The agricultural sector remained one of the main sectors in this region in subsequent

decades, affecting wages at later periods. Similarly, Baltic migrants concentrated in the

same large cities which attracted migrants with high wages in the subsequent decades. It

is therefore well possible that wages or unobserved productivity shocks that drove initial

settlement are correlated over time and invalidate these shares.

Second, weak instruments might exacerbate the problem of inconsistent estimates when

using the two selected shares. Northern European and Baltic migration accounted for a

small fraction of migration, as compared to the large migrant groups, such as Mexicans or
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Indians. Therefore, trying to predict more recent overall migration, where their fraction

is even less empirically relevant, as is the case especially for Scandinavian migration must

result in a low correlation and therefore in weak instruments.

Goldsmith-Pinkham et al. (2020) show sensitivity-to-misspecification weights that il-

lustrate how the overall bias changes as a certain share’s invalidity increases. The shares

we identify as being invalid are not among the top-5 sensitivity-to-misspecification weights

in their migration example. This shows how small and unsuspicious shares might lead to

misleading results and how our method can help in identifying them.

6 Conclusion

We have proposed a novel method to select valid instruments. This method is partic-

ularly helpful in cases where the number of candidate instruments is large and tests of

overidentifying restrictions reject. The method was demonstrated for estimating the effects

of immigration on wages but it could be useful for many additional applications, such as

estimating the returns to education, in environmental economics and in the study of the

effects of health exposures on outcomes with the help of genetic instruments.6

The strengths of our method are that it extends straightforwardly to the multiple en-

dogenous regressor case and even without a pre-selection step it performs well in settings

with weak IVs, avoiding pre-test bias. It is still an open question how to deal with local

average treatment effects (LATEs). If LATEs are clustered in different groups and all IVs

are valid, AHC can be shown to find the set of different LATEs consistently. Another

setting where AHC can retrieve an interesting estimate is when the largest group consists

of valid IVs and the others of a mixture of LATEs with invalidity. An important contribu-

tion would be to disentangle violations of the LATE assumptions and heterogeneous effects
6This field of epidemiology is called Mendelian Randomization (Davey Smith et al., 2014).
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in general cases. To improve the method one could also account for the variance of each

just-identified estimator in the selection algorithm, and apply it in nonlinear models. We

leave these questions for future research.

SUPPLEMENTARY MATERIAL

Online Appendix: • Details on the method

• Proofs of all Lemmas and Theorems

• Additional simulations for one regressor case, and for multiple regressors

R-code for AHC: R-Code to perform the methods. (R-file, will be made available on

GitHub)
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Figure 1: Illustration of the Algorithm with Two Regressors

Step: 0, Nr. of clusters: 6 Step: 1, Nr. of clusters: 5 Step: 2, Nr. of clusters: 4

Step: 3, Nr. of clusters: 3 Step: 4, Nr. of clusters: 2 Step: 5, Nr. of clusters: 1
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Appendices

A Extensions and Discussion

In this Appendix, we provide the theoretical result that the algorithm covers the true model

(A.1) and discuss its performance in presence of local violations (A.2) and weak instruments

(A.3). Discussions of different proximity measures and computational complexity can be

found in Appendices A.4 and A.5 respectively.

A.1 Selection path covers true model

To better understand the results of theorems 1 and 2, we introduce and discuss a Lemma.

Suppose Algorithm 1 decides how to merge two of the three clusters Sj, Sk and Sl, where

all the IV combinations associated with the just-identified estimators in Sj and Sk are

from the same family Fq. For Sl, however, it contains at least one estimator such that

the corresponding IV combination is from a family other than Fq. The following Lemma

establishes that asymptotically, Algorithm 1 merges Sj and Sk.

Lemma 1. Let Sj and Sk be two clusters such that any just-identified estimator β̂[j] that

is contained in Sj and Sk satisfies [j] ∈ Fq. Let Sl be a cluster such that ∃β̂[l] : β̂[l] ∈ Sl

and [l] ∈ Fr with r ̸= q. Under assumptions 1, 2, 3, 4, 5, 6.a in Algorithm 1, if merging
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two of Sj, Sk and Sl, then Sj and Sk are merged with probability approaching 1.

In Algorithm 1, we start from the number of clusters K =
(

J
P

)
. For each step onward,

according to Step 3 in Algorithm 1, there would be two clusters joining with each other

and forming a new cluster.

Based on Lemma 1, along the path of Algorithm 1, members of different families will

not be joined with each other until all the members from the same family have been merged

into one cluster. If for each family, all the just-identified estimators associated with the

IV combinations in the family have been merged into the same cluster, then we know that

the total number of clusters is K = Q. This implies that when the number of clusters

is smaller than Q, at least one cluster contains estimators that use IV-combinations from

different families. If the number of clusters is larger than Q, then the estimated clusters

are subsets of families.

Corollary 1. Under assumptions 1 to 6.a, in steps 3 and 4 of Algorithm 1:

When
(
J

P

)
≥ K ≥ Q, ∀k = 1, ..., K : limP (F̂k ⊆ Fq) = 1

where family F̂k corresponds to cluster Sk.

To better understand why this is the case, consider the following analogy. There are N

guests (
(

J
P

)
just-identified estimates) which belong to Q families. These N people live in a

hotel, which has N rooms (clusters). Each day, one room disappears, and one of the people

needs to move into the room of some other guest. The people in a family have closer ties,

so the person whose room disappears will move into the room of somebody from their own

family. This goes on until each family is living respectively in one crowded room. The hotel

now continues to shrink. Only now people from different families are merged together into

the same rooms. The largest family can be detected, before people from different families

start to merge.

38



In Algorithm 1, the number of clusters starts with K =
(

J
P

)
and ends with K = 1. For

each step in between, the number of clusters decreases by 1, hence there must be a step

where K = Q. Based on Lemma 1 and Corollary 1, estimators from different families are

joined together only when all elements of their own family have been completely joined

to their clusters. This implies that in particular when K = Q, there would be a cluster

such that all the just-identified estimators in this cluster are estimated by all the valid

instruments. Therefore, the path generated by Algorithm 1 contains the true family with

probability going to 1 as there must be one step such that K = Q.

Corollary 2. When K = Q, limP (F̂k = Fq) = 1 ∀k, q.

The theoretical results above establish that the selection path generated by Algorithm

1 covers the family which uses only valid IVs, F0. In Appendix B.3 we show that by

Algorithm 2, we can locate this F0 and select the valid instruments consistently. This

consistent selection property is summarized in Theorem 1 which holds for P ≥ 1 under

Assumption 1 to Assumption 6 (6.a). These assumptions also must hold for Theorem 2 to

hold.

A.2 Local violations

We provide details for our discussion of simulations with local violations in section 4.3. For

κ = 1/2 without global invalidity (α = 0) I. Andrews, Gentzkow, and Shapiro (2017) show

that the 2SLS-estimator, β̂2SLS, is asymptotically biased:

√
n(β̂2SLS − β) d→ N(0,V) + (QZd

′QZZQZd)−1QZd
′τ

where Z′d P→ QZd and V is a variance-covariance matrix.

With strong violations, the bias is exacerbated. Moreover, given that we use the Sargan

test in the downward testing procedure, we inspect its behaviour in the model with near

39



exclusion to get a better idea of how our procedure will work. Table 6 offers a summary of

results detailed in propositions in Appendix B.4. The first column shows the size of local

violations τ , the second column shows the behavior of the Sargan test when all IVs are

globally valid and the third column shows the order of growth, δξ in ξn = o(nδξ), needed for

the critical values of the Sargan test, ξn, in order for the test to accept. In columns 4 and

5 we repeat the last two columns for a setting where some IVs are globally valid and others

are globally invalid but local invalidity affects all. The order of the critical values denotes

how large they need to be in order for the test to reject. With the help of these results,

we can get a sense under which circumstances the downward testing procedure continues

to work correctly.

In brief, with instruments from the same group, as long as τ ≤ c√
n

and ξn → ∞ the

Sargan test accepts as n → ∞. For mixtures, the statistic will always be Op(n) and as

long as ξn = o(n), the test rejects asymptotically. For strong violations, i.e. τ > c√
n

we

want to reject even with groups of globally valid IVs and hence the critical values should

not be too large in order to reject: we should have that ξn < o(n1−2κ). One special case

is given when the degree of violation for globally invalid IVs is strong but it is minor for

the globally valid IVs, relative to the rate of growth, δ, of the critical value (ξn = o(nδ)):

κI ≤ 1−δ
2 < κV . In this case, the Sargan test rejects for strong violations, but not for sets

with minor or no violations of exclusion. It could even be that plurality is violated because

the largest group of IVs is globally invalid and the downward testing procedure correctly

proceeds to a smaller group of valid IVs which is globally valid with minor violations - an

especially advantageous case.

The AHC method can help complement a number of existing methods that are designed

to calculate confidence intervals when there are local violations. Conley et al. (2012)

propose to use possible values of the invalidity vector α to create multiple confidence

intervals, then take their union, obtaining a confidence interval with conservative coverage.
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Table 6: Summary of Sargan results

Same group Mixture

Local
viola-
tions

Sargan Needed to accept Sargan Needed to reject

None Sar
(
θ̂I
)

d→ χ2
J−K−1 δξ > 0 Op(n) ξn = o(n)

Minor Sar
(
θ̂I
)

d→ χ2
J−K−1 δξ > 0 Op(n) ξn = o(n)

Mild Sar
(
θ̂I
)

d→ Op(1) δξ > 0 Op(n) ξn = o(n)

Strong Sar
(
θ̂I
)

= Op(n1−2κ) ξn > o(n1−2κ) Op(n) ξn = o(n)

Note: This table summarizes the behavior of the Sargan test with local violations τ =
c

nκ . The first column denotes the severity of local violations, depending on κ. Minor
stands for 1/2 < κ < ∞, mild stands for κ = 1/2 and strong stands for 0 < κ < 1/2.
The second column concerns the behavior of the Sargan test when IVs are in the same
group. The third column shows how large the critical values need to be in order for
the test to accept. The fourth and fifth columns concern the Sargan test when there
is a mixture of IVs from different groups but local invalidity affects all. Properties
summarized in this table and their proofs are detailed in section B.4.

The main drawback of this is that even with only one strong violation the confidence

interval becomes very wide and runs the risk of not being particularly informative. AHC

could be used to pre-screen strong violations to make the union of CIs narrower. Similarly,

Kang, Lee, et al. (2022) propose the union of CIs obtained estimating overidentified models.

The drawback is again that inference can be very conservative. As described in the main

text, Guo (2021) proposes searching and sampling methods for uniformly valid confidence

intervals into which AHC can be incorporated for the single regressor case, but here as well

CIs are conservative in practice.
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A.3 Weak instruments

In the simulations in section 4.2 we allow for weak IVs among the candidates, by defining

an instrument Zj as weak if γj = C/
√
n where C is a fixed scalar and C ̸= 0 as in Staiger

and Stock (1997). For consistent selection, we maintain the plurality assumption for strong

and valid instruments as in Guo et al. (2018): the group formed by all the strong and valid

instruments is the largest group.7 Here, we provide some additional heuristic discussion to

assist in understanding those results.

We expect the CIM to select weak invalid instruments as valid, because their CIs are

wide. Thus, most of them will be overlapping with all other confidence intervals, and the

resulting largest group (the selected set of valid IVs) will contain weak invalid IVs. It is

noteworthy that inconsistent selection by CIM can arise especially in settings which seem

advantageous at first sight: the valid IVs are strong and the invalid are weak.

For weak and invalid instruments, it can be shown that their just-identified estimands

tend to infinity8 and they can be separated from the just-identified estimands of the strong

and valid instruments as the latter correspond to the true value of the causal effect. This

implies that AHC limits the impact of including the selected weak instruments on estima-

tion, because it selects the weak and invalid IVs as invalid. These are the IVs that have the

strongest detrimental effect on estimates. If the weak valid instruments are classified as

valid, their just-identified estimators are not biased too much from the true value. Wind-

meijer (2019) shows that the 2SLS estimator is a weighted average of all just-identified

estimates. The weights for each IV-specific estimate increase with the strength of each

IV. In this case, the biasing effect of including additional weak valid instruments on the

2SLS estimator would be small as their weights of contribution to the 2SLS estimator are
7Note that the largest group now also needs to be strong, while IVs in other groups can be weak. The

equivalent holds for the largest family when there are multiple regressors.
8Consider P = 1. Let Zj be a weak and invalid instrument, i.e. γj = C/

√
n and αj ̸= 0. Following

Appendix A.5 in Windmeijer, Liang, et al. (2021), for the just-identified estimator of Zj , denoted by β̂j ,
we have plim(β̂j) = βj = β + αj

γj
= β + plim(

√
n

αj

C ) with αj ̸= 0. Therefore plim(β̂j) → ∞ as n → ∞.
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small and their estimates are not far from the strong valid ones. In comparison, the HT

method uses a first-stage hard thresholding and drops all weak IVs. This forces the user to

select an additional tuning parameter and it is not clear how to choose it optimally. More

importantly, this procedure might result in pretesting bias as illustrated in I. Andrews,

Stock, et al. (2019).

Overall, we expect AHC to select invalid instruments as invalid regardless of their

strength. The results in section 4.2 illustrate that in Design 3 indeed the weak invalid are

selected almost always and the weak valid are selected only 12.2% of the time, affecting

the performance of the estimator but clearly improving over the naive estimator. We leave

additional theoretical results on the behaviour of the method with weak IVs for future

work.

A.4 Different Proximity Measures

In Algorithm 1 we have made use of the Euclidean distance to assess the proximity of

clusters. One might be worried that the results are sensible to the choice of proximity

measure. However, in practice this choice does not seem to play an important role.

Furthermore, Algorithm 1 computes the weighted Euclidean norm to evaluate the dis-

tance between clusters. The choice of linkage and distance definition is associated with a

specific choice of the objective function, as discussed in Ward (1963). The latter aims to

minimize the sum of within-cluster variation. In complete linkage, the two most distant

elements of two clusters define the distance between the clusters. Alternative ways to assess

proximity would be to use the medians or centroids of each cluster. In unreported sim-

ulations, available on demand, we considered these variants of the AHC algorithm, using

different linkage and distance measures and the results are very similar to those obtained

by using the Euclidean distance and the Ward-linkage function. We allow for alternative

distance definitions and linkage methods in the R-package we provide.
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A.5 Computational Complexity

Recent implementations of the hierarchical agglomerative clustering algorithm have a com-

putational cost of O(J2) (Amorim et al., 2016). In the downward testing procedure, a

maximum of J − 1 different models needs to be tested. Therefore, the computational cost

of the downward testing algorithm is O(J2). This is an improvement on the CIM which has

a time complexity of O(J2log(J)) and where the maximal number of tests is J(J − 1)/2.

B Proofs

B.1 Properties of just-identified estimates when P ≥ 1

There are
(

J
P

)
just-identified models. We write the corresponding just-identified estimators

for β and α analogously to the proof of Proposition A.5 in Windmeijer, Liang, et al. (2021)

for the case P = 1. First, for an arbitrary [j], partition the matrix Z = (Z1 Z2), where

Z1 is a n × P matrix containing the [j]-th columns of Z, and Z2 is a n × (J − P ) matrix

containing the remaining columns of Z. γ = (γ ′
1 γ ′

2)′ is the equivalent partition of the

matrix of first-stage coefficients. Z∗ = [D̂ Z2] where D̂ = PZD, then Z∗ = ZĤ, with

Ĥ =

 γ̂1 0

γ̂2 IJ−P

 ; Ĥ−1 =

 γ̂−1
1 0

−γ̂2γ̂
−1
1 IJ−P


The just-identified 2SLS estimators using Z[j] as instruments and controlling for the re-

maining instruments can be written as

(β̂[j] α̂′
[j])′ = Ĥ−1Γ̂ = Ĥ−1(Z′Z)−1Z′(Dβ + Zα + u) = Ĥ−1(γ̂β + α + (Z′Z)−1Z′u)

Note that γ̂β + α is equal to

 γ̂1β + α1

γ̂2β + α2

 .

44



By Assumption 4, we have the following probability limits

plim(β̂′
[j] α̂′

[j])′ = plim(Ĥ−1

 γ̂1β + α1

γ̂2β + α2

) =

 β + γ−1
1 α1

−γ2γ
−1
1 α1 + α2


We denote the

(
J
P

)
P×1-dimensional inconsistency terms as plim(β̂[j]−β) = γ−1

[j] α[j] = q[j].

B.2 F0 consists of valid IVs only

Next, we show that the family with q = 0 is composed of valid IVs with α1 = 0, only. Let

γ, Z and α be partitioned the same way as in Appendix B.1.

Remark 1. α1 = 0 is necessary and sufficient for q = 0.

Proof: First prove sufficiency: Direct proof: Assume α1 = 0 holds. q = γ−1
1 α1 = 0

follows directly. Second, prove necessity: Proof by contraposition: Assume α1 ̸= 0, then

γ−1
1 α1 ̸= 0. The latter inequality holds, because otherwise the columns of γ−1

1 would be

linearly dependent, γ−1
1 would not invertible and hence (γ−1

1 )−1 = γ1 would not exist,

which it clearly does, by Assumption 1.a.

This also implies that F0 consists of valid IVs only and all combinations [j] : γ−1
1 α1 = 0

are elements of F0. Hence, the following remark directly follows:

Remark 2. |F0| =
(

g
P

)
.

B.3 Oracle Properties

This section gives proofs for Lemma 1 and Theorem 1. All proofs apply for the general

case that P ≥ 1.

B.3.1 Proof of Lemma 1

Overall, we want to show that the probability that a cluster Sj with elements from the true

underlying partition S0q is merged with a cluster with elements from the same partition

S0q goes to 1. The proof is structured as follows:

45



1. We note that the means of clusters which are associated with elements from the same

family also converge to the same vector as each estimator in the cluster.

2. Merging two clusters which are associated only with elements from the same family

is equivalent to the two clusters having minimal distance.

3. We show that clusters which are associated with members from the same family have

distance zero and clusters which are associated with elements from different families

have non-zero distance, with probability going to one.

Proof. Part 1 : Consider

[j], [k] ∈ Fq , q ∈ RP

[l] ∈ Fr , r ∈ RP , r ̸= q

Under Assumptions 1 - 5:

plim(β̂[j]) = plim(β̂[k]) = q

plim(β̂[l]) = r
(10)

Let Sj and Sk be clusters associated with elements from the same family: Sj, Sk ⊂ S0q and

Sl ⊂ S0r.

plim S̄j = plim

∑
β̂[j]∈Sj

β̂[j]

|Sj|
= |Sj|q

|Sj|
(11)

and hence

plim(S̄j) = q.

Part 2: Consider the case where the Algorithm decides whether to merge two clusters, Sj

and Sk, containing estimators using combinations from the same family, or to merge two

clusters from different underlying partitions, Sj and Sl. The two clusters which are closest

in terms of their weighted squared Euclidean distance are merged first. Hence, we need to

consider the distances between Sj and Sk, Sj and Sl, as well as Sk and Sl.
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Sj is merged with a cluster with elements of its own S0q iff |Sj ||Sk|
|Sj |+|Sk| ||S̄j − S̄k||2 <

|Sj ||Sl|
|Sj |+|Sl|

||S̄j − S̄l||2. The following two are hence equivalent

limP (Sj ∪ Sk = Sjk ⊆ S0q) = 1

⇔ limP ( |Sj||Sk|
|Sj| + |Sk|

||S̄j − S̄k||2 < |Sj||Sl|
|Sj| + |Sl|

||S̄j − S̄l||2) = 1 (12)

where Sjk is the new merged cluster.

Part 3 : We want to prove equation (12) in the following. We can then prove limP ( |Sj ||Sk|
|Sj |+|Sk| ||S̄k−

S̄j||2 < |Sk||Sl|
|Sk|+|Sl|

||S̄k − S̄l||2) = 1 by changing the subscripts. First, define an = |Sj ||Sk|
|Sj |+|Sk| ||S̄j −

S̄k||2, bn = |Sj ||Sl|
|Sj |+|Sl|

||S̄j − S̄l||2 and c = |Sj ||Sl|
|Sj |+|Sl|

(q − r)′(q − r). Under (11)

plim(an) = 0

plim(bn) = c

To show: lim
n→∞

P (an < bn) = 1. Since plim(an) − plim(bn) = −c. By the definition of

convergence in probability, we have limn→∞ P (|an − bn + c| < ϵ) = 1 holds for any ϵ > 0.

Let ϵ = c/2, then we have limn→∞ P (−c/2 < an − bn + c < c/2) = 1, limn→∞ P (−3c/2 <

an − bn < −c/2 < 0) = 1 and therefore, limn→∞ P (an − bn < 0) = 1.

B.3.2 Proof of Theorem 1

Proof. The proof of Theorem 1 is structured as follows:

1. We show that asymptotically the selection path generated by Algorithm 1 contains

F0, the family formed by all the valid instrumental variables.

2. We show that Algorithm 2 can recover F0 from the selection path from Algorithm 1.

Part 1 follows from Corollary 2 directly.

Part 2 : Firstly, we establish the properties of the Sargan statistic. The following two

equations can be also found in Windmeijer, Liang, et al. (2021, p.10). Let I be the true

set of invalid instruments and V be the true set of valid instruments. The oracle model is
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y = Dβ + ZIαI + u = XIθI + u

with XI = [D ZI ] and θI = [β α′
I ]′, the Sargan test statistic is given by

S(θ̂I) = û(θ̂I)′ZI(Z′
IZI)−1Z′

Iû(θ̂I)
û(θ̂I)′û(θ̂I)/n

(13)

where û(θ̂) = y − XI θ̂I , with θ̂I the 2SLS estimator of θI .

Let Î be the estimated set of invalid instruments and V̂ be the estimated set of valid

instruments where Î = J \ V̂ . Following Windmeijer, Liang, et al. (2021), the Sargan

statistic has the following properties, where Vs is a set of valid IVs with |Vs| ≤ |V|:

Property 2. Properties of the Sargan statistic

1. For all the
(

|V̂|
P

)
combinations of the instruments from V̂, if the IVs contained in them

belong to the same family, then: S(θ̂Î) d→ χ2
|Vs|−P

2. For all the
(

|V̂|
P

)
combinations of the instruments from V̂, if the IVs contained in them

belong to a mixture of families, then: S(θ̂Î) = Op(n).

With these properties we can show that the downward testing procedure described in

Algorithm 2 selects the valid instruments consistently with the critical values ξn,|Vs|−P →

∞ for n → ∞, and ξn,|Vs|−P = o(n). Let the number of clusters formed in Algorithm 1 at

some certain step be K, e.g. at Step 1, K =
(

J
P

)
and at Step 2, K =

(
J
P

)
− 1 etc. Let the

true number of families be Q. Consider applying the Sargan test to the model selected by

the largest cluster at each step under the following scenarios:

1. 1 ≤ K < Q. For each of these steps, the largest cluster is either associated with a

mixture of different families, or with one family.

• Consider the case where the largest cluster is associated with a mixture of dif-

ferent families. Then by Property 2 and ξn,|Vs|−P = o(n), we have

lim
n→∞

P (S(θ̂Î) < ξn,|Vs|−P ) = 0.
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In this case, asymptotically the Sargan test would be rejected and the downward

testing procedure moves to the next step.

• Consider the case where the largest cluster is associated with one family. Then

this family must be F0 as by Assumption 6.a, F0 is the largest family among all

Q families. Then following Property 2 and ξn,|Vs|−P → ∞ for the Sargan test we

have

lim
n→∞

P (S(θ̂Î) < ξn,|Vs|−P ) = 1. (14)

indicating that V would be selected as the set of valid instruments asymptoti-

cally.

2. K = Q. By Corollary 2 we know that the K clusters are associated with the Q

families respectively, and by Assumption 6.a, the cluster associated with F0 is the

largest cluster. Then applying the Sargan test at this step would be testing all the

valid instruments, hence we also have Equation (14) and Algorithm 2 selects V as the

set of valid instruments.

To summarize, asymptotically, at steps 1 ≤ K < Q, Algorithm 2 only stops when F0 forms

the largest cluster and hence selects the oracle model, otherwise it moves to step K = Q

and selects the oracle model. Combine Part 1 and Part 2, we prove Theorem 1.

B.4 Sargan statistic under local violations

In this appendix, we provide detailed statements and proofs for the results discussed in

section A.2. Note that here we refer to model 7 and that the Sargan test statistic is

Sar
(
θ̂I
)

= û(θ̂I)′Z (Z′Z)−1 Z′û(θ̂I)
û(θ̂I)′û(θ̂I)/n

.
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Proposition 1. If τ = 0, then

Sar
(
θ̂I
)

d→ ζ ′Aζ ∼ χ2
J−|I|−1 (15)

where ζ ∼ N(0, I) and A is a finite square matrix. The proof follows by standard arguments

but we still reproduce it here so as to let the reader follow the other propositions more easily.

Proof of Proposition 1 We know that 1
n
Z′u P→ 0, 1

n
Z′Z P→ QZZ , 1

n
Z′X P→ QZX and

1√
n
Z′u d→ N(0, σ2

uQZZ), as n → ∞. Note that if all invalid instruments are selected

correctly and controlled for, the estimator of θ is consistent:

θ̂I
P→ θI . (16)

The residual can be written as:

û(θ̂I) = y − XI θ̂ = XIθI + u − XI θ̂

= XIθI + u − XI(XI
′PZXI)−1XI

′PZy

= XIθI + u − XI(XI
′PZXI)−1XI

′PZ(XIθI + u)

= u − XI(XI
′PZXI)−1XI

′PZu.

(17)

Note that in u′PZXI(XI
′PZXI)−1XI

′XI(XI
′PZXI)−1XI

′PZu we have that plim(u′Z) =

0, while plim(Z′Z), plim(XI
′Z) and plim(XI

′XI) all converge against finite, non-zero

matrices. In this term, we have an uneven number of terms that converge, two of them to

zero. Therefore, dividing by n in the limit leads to a product of finite matrices with zero.

All terms except for u′u/n disappear for this reason. Hence

û(θ̂I)′û(θ̂I)/n P→ σ2
u.

50



Also, the numerator of the Sargan statistic can be written as

û(θ̂I)′PZû(θ̂I) = û(θ̂I)′Z(Z′Z)−1/2(Z′Z)−1/2Z′û(θ̂I). (18)

Plugging in (17), we get

(Z′Z)−1/2Z′û(θ̂I) = (I − (Z′Z)−1/2Z′XI(XI
′PZXI)−1XI

′Z(Z′Z)−1/2)(Z′Z)−1/2Z′u (19)

With the assumptions shown at the beginning, it can be seen that

(Z′Z)−1/2Z′u d→ N(0, σ2
uI) (20)

as (Z′Z
n

)−1/2 = Q−1/2
ZZ , Z′u√

n

d→ N(0, σ2
uQZZ) and hence

(Z′Z)−1/2Z′u√
û(θ̂I)′û(θ̂I)/n

d→ N(0, I) (21)

Consider I − (Z′Z)−1/2Z′XI(XI
′PZXI)−1XI

′Z(Z′Z)−1/2, a symmetric, idempotent projec-

tion matrix that goes to a finite square matrix A in probability and hence:

Sar
(
θ̂I
)

d→ η′Aη ∼ χ2
J−|I|−1 (22)

where η ∼ N(0, I). This holds by Theorem 2 in Searle (1971, p.57-59).

B.4.1 Globally valid, locally invalid

Next, we assume that the globally valid IVs have been selected but there is local invalidity

as in the model in equation 7.

y = dβ + ZIαI + Zτ + u = XIθI + Zτ + u
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Proposition 2. If τ = op(n−1/2), then

Sar
(
θ̂I
)

d→ χ2
J−|I|−1 .

Proof of Proposition 2 The 2SLS estimator is

θ̂I = (XI
′PZXI)−1XI

′PZy

= (XI
′PZXI)−1XI

′PZ(XIθI + Zτ + u)

= θI + (XI
′PZXI)−1XI

′PZ(Zτ + u)

= θI + (XI
′PZXI)−1XI

′Zτ + (XI
′PZXI)−1XI

′PZu

(23)

If τ = op(1), then θ̂I
P→ θI and the residual becomes

û(θ̂I) = XIθI + Zτ + u − XI θ̂I

= Zτ + u − XI(θI − θ̂I)

= Zτ + u − XI(XI
′PZXI)−1XI

′Zτ − XI(XI
′PZXI)−1XI

′PZu

(24)

Hence:

û(θ̂I)′û(θ̂I)/n = (Zτ + u − XI(XI
′PZXI)−1XI

′Zτ − XI(XI
′PZXI)−1XI

′PZu)′

(Zτ + u − XI(XI
′PZXI)−1XI

′Zτ − XI(XI
′PZXI)−1XI

′PZu)

= τ ′Z′Zτ

n
+ u′u

n
− 2u′XI(XI

′PZXI)−1XI
′Zτ

n

− 2τ ′Z′XI(XI
′PZXI)−1XI

′Zτ

n

+ τ ′Z′XI(XI
′PZXI)−1XI

′XI(XI
′PZXI)−1XI

′Zτ

n

+ op(1).

(25)

The terms that involve (u′Z
n

P→ 0) go to zero in probability and are subsumed by op(1).

This term goes to σ2
u in probability, when τ = op(1). The root of the numerator of the
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Sargan test, the term from equation 19, now becomes

(Z′Z)−1/2Z′û(θ̂I) = (Z′Z)−1/2Z′(Zτ + u − XI(XI
′PZXI)−1XI

′PZ(Zτ + u))

= (Z′Z
n

)−1/2 Z′Z√
n

τ + (Z′Z)−1/2Z′u

− (Z′Z)−1/2Z′XI(XI
′PZXI)−1XI

′PZ(Zτ + u).

(26)

In order for this term to converge to the same normal distribution as before all summands

involving τ have to disappear. This is the case when there are minor violations, i.e. the

local violation vector is τ = op(n−1/2). If that is true, it still holds that

Sar
(
θ̂I
)

d→ χ2
J−|I|−1

Mild violations: κ = 1/2 Next, we look at the border case of mild violations, when

τ = c√
n
. This case was the object of a lot of attention in the nearly exogenous instruments

literature, because exogeneity error and sampling error both play a role contemporaneously

for the asymptotic distribution.

Proposition 3. If τ = c√
n
, then

Sar
(
θ̂I
)

d→ χ2
J−|I|−1

(
1
σ2

u

c′Q1/2
ZZ

′
AQ1/2

ZZc
)

. (27)

This result corresponds to the ones in Newey (1985, Theorem 2.1) and Hayakawa (2014,

Theorem 2) who look at general violations of the moment conditions. The Sargan statistic

converges in distribution and therefore is Op(1).

Proof of Proposition 3 With τ = op(1), as before

û(θ̂I)′û(θ̂I)/n → σ2
u
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Following equation (26), the root of the numerator with local invalidity becomes

(Z′Z)−1/2Z′û(θ̂I) = M(Z′Z)−1/2Z′(u + Z
c√
n

) (28)

where as before M = I − (Z′Z)−1/2Z′XI(XI
′PZXI)−1XI

′Z(Z′Z)−1/2 is an idempotent

projection matrix that goes to A in probability. Still,

(Z′Z)−1/2Z′u√
û(θ̂I)′û(θ̂I)/n

d→ N(0, I)

and
(Z′Z)−1/2Z′Z c√

n√
û(θ̂I)′û(θ̂I)/n

=
(Z′Z

n
)−1/2 Z′Z

n
c√

û(θ̂I)′û(θ̂I)/n
P→ 1
σu

Q1/2
ZZc

and hence the second part of equation (28) converges by Slutsky’s Theorem:

(Z′Z)−1/2Z′(u + Z c√
n
)√

û(θ̂I)′û(θ̂I)/n
d→ N

( 1
σu

Q1/2
ZZc, I

)

By Theorem 2 in Searle (1971, p. 57-59): when x ∼ N(µ, I) and A is idempotent, x′Ax ∼

χ2
J−K−1(µ′Aµ), where µ′Aµ is the non-centrality parameter. For the Sargan statistic, this

implies:

Sar
(
θ̂I
)

d→ χ2
J−KI−1

(
1
σ2

u

c′Q1/2
ZZ

′
AQ1/2

ZZc
)

Major violations: κ < 1/2 Now, consider the case τ = c
nκ with 0 < κ < 1/2, i.e.

τ > c√
n
.

Proposition 4. If τ > c√
n
, then

Sar
(
θ̂I
)

n1−2κ

P→ 1
σ2

u

c′Q1/2′

ZZ AQ1/2
ZZc (29)

Hence as Sar
(
θ̂I
)

= Op(n1−2κ), for critical values that fulfill ξn = o(nδ) with δ > 1 − 2κ

and ξn = o(n), the Sargan test still accepts asymptotically.
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Proof of Proposition 4 As before, since τ = op(1):

û(θ̂I)′û(θ̂I)/n P→ σ2
u.

The root of the numerator, ignoring M, becomes

(Z′Z)−1/2Z′(u + Z c
nκ )√

û(θ̂I)′û(θ̂I)/n
=

(Z′Z
n

)−1/2(Z′u√
n

+ Z′Z
n

c
nκ−1/2 )√

û(θ̂I)′û(θ̂I)/n
= n1/2−κ (Z′Z

n
)−1/2( Z′u

n1−κ + Z′Z
n

c)√
û(θ̂I)′û(θ̂I)/n

(Z′Z
n

)−1/2( Z′u
n1−κ ) would converge in distribution when κ = 1/2 and goes to zero in probability

when κ < 1/2. This follows because it converges to a normally distributed random variable

scaled by nν with ν > 0. The term ( Z′Z
n

)−1/2( Z′Z
n

c)√
û(θ̂I)′û(θ̂I)/n

converges in probability to 1
σu

Q1/2
ZZc,

hence

Sar
(
θ̂I
)

n1−2κ

P→ 1
σ2

u

c′Q1/2′

ZZ AQ1/2
ZZc (30)

B.4.2 Mixture of globally valid and invalid IVs, locally valid

Next, assume that the incorrect set of instruments has been selected as valid. The model

where some IVs have been wrongly included as valid is denoted as

y = dβ + ZAαA + ξ = XAθA + ξ (31)

A mixture of instruments from different groups has been selected instead. For example,

some invalid instruments have been selected as valid and some valid IVs have been correctly

selected. We can rewrite Equation (31) with ξ = Z1α1 + u, Z1 denoting the invalid IVs

selected as valid:

y = XAθA + Z1α1 + u.

Proposition 5. When testing a mixture of globally valid and invalid IVs, if τ = op(1),
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then

Sar
(
θ̂A
)

= Op(n)

Proof of Proposition 5 Under model (31) the estimator becomes

θ̂A = (XA
′PZXA)−1XA

′PZy = (XA
′PZXA)−1XA

′PZ(XAθA + ξ)

= θA + (XA
′PZXA)−1XA

′PZξ

The residual becomes

ξ̂ = ξ̂(θ̂A) = ξ − XA(XA
′PZXA)−1XA

′PZξ

To see to what the inner product of the residual converges, we look at each element of the

product: Note that ξ′ξ/n
P→ α′

1QZ1Z1α1 +σ2
u. The terms ξ′ZA/n and ξ′XA/n all converge

in probability to finite vectors and hence

ξ′XA(XA
′PZXA)−1XA

′PZξ/n

and

ξ′PZXA(XA
′PZXA)−1XA

′XA(XA
′PZXA)−1XA

′PZξ/n

(32)

also do. Denote the first term as C1 and the second term as C2. Let C = −2C1 +C2. Then,

the denominator of the Sargan-statistic converges in probability to σ2
u plus an inconsistency

ξ̂(θ̂A)′ξ̂(θ̂A)/n P→ σ2
u + α′

1QZ1Z1α1 + C (33)

The root of the numerator is

(Z′Z)−1/2Z′ξ̂ = (Z′Z)−1/2Z′(ξ − XA(XA
′PZXA)−1XA

′PZξ)

= (I − (Z′Z)−1/2Z′XA(XA
′PZXA)−1XA

′Z(Z′Z)−1/2)(Z′Z)−1/2Z′ξ

= (I − (Z′Z)−1/2Z′XA(XA
′PZXA)−1XA

′Z(Z′Z)−1/2)(Z′Z)−1/2Z′(Z1α1 + u).
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For the expression behind the projection matrix it holds that

1√
n

(Z′Z)−1/2Z′(Z1α1 + u) P→ Q−1/2
ZZ QZZ1α1

Therefore, after dividing by n (because the last term with 1√
n

appears twice), all of the

matrices in the denominator and numerator of the Sargan test statistic converge in proba-

bility:
Sar

(
θ̂A
)

n
P→ α′

1QZZ1
′Q−1/2

ZZ

′
AQ−1/2

ZZ QZZ1α1

σ2
u + α′

1QZ1Z1α1 + C
(34)

This means that Sar
(
θ̂A
)

= Op(n).

B.4.3 Mixture of globally valid and invalid IVs, with local violations

Next, assume we have selected instruments incorrectly, and hence we have a mixture of

valid and invalid instruments, but there are local violations τj. The error in the model with

too few IVs selected as valid is now

ξ = Z1α1 + Zτ + u. (35)

Proposition 6. When testing a mixture of globally valid and invalid IVs, if τ = op(1),

then

Sar
(
θ̂A
)

= Op(n).

Proof of Proposition 6 The inner product of the error term divided by n is ξ′ξ/n
P→

α′
1QZ1Z1α1 + τ ′QZZτ +σ2

u. Note that if τ = op(1), this inner product as well as the terms

ξ′ZA/n and ξ′XA/n and the terms in (32) still converge to the same finite matrices and

scalars as before. Equation (33) therefore still holds. Also, if τ vanishes, for the root of

the numerator it still holds that

1√
n

(Z′Z)−1/2Z′(Z1α1 + Zτ + u) P→ Q−1/2
ZZ QZZ1α1.
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Hence it again holds that the Sargan test statistic divided by n converges in probability to

the same expression as in (34) and the Sargan statistic is Op(n)

C Additional Simulations: Single Regressor Case

C.1 Simulations With Strong Instruments

This section provides details on the simulation results for one regressor and strong instru-

ments. The first-stage parameters are given by γ = cγ × ι21 and we set cγ = 0.4. The

invalidity vector is as in the main text: α = (ι′
6, 0.5ι′

6, 0′
9)

′. The IV selection and estima-

tion results are presented in Table 7 for sample sizes n = 500, 1000, 2000 for 1000 Monte

Carlo replications.

For n = 500, the oracle 2SLS estimator (oracle), which uses only the valid IVs and

controls for the truly invalid ones, has the lowest MAE at 0.016 and the coverage rate of

the 95 % confidence interval is at 0.929. The naive 2SLS estimator (naive) which treats all

candidates instruments as valid irrespective of their validity, however, has a much larger

median absolute error of about 1.056 and its 95 % confidence interval never covers the true

value. This does not change even when increasing the sample size to 2000, as expected.

When using the HT method with 500 observations, the MAE is even larger than that of

the naive 2SLS estimator and the method never chooses the oracle model, leading none of

the confidence intervals to cover the true value. This is in line with the IV selection results:

the frequency of including all invalid instruments as invalid, and that of selecting the oracle

model are 0. When using CIM, the MAE is already low when n = 500, the number of IVs

chosen as invalid is close to 12, the frequency with which the oracle model is selected is at

0.966, and the coverage rate is 0.906. Results are very similar for our AHC method. When

increasing the sample size, the performance improves for all three selection methods. For

CIM and AHC, the MAE is equal to that of the oracle estimator both for n = 1000 and

n = 2000, and the probabilities to select the oracle model are close to one, while for HT

it is lower, showing that CIM and AHC have better performance in this setting when the
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Table 7: Simulation Results with One Regressor

MAE SD # invalid p allinv Coverage p oracle
n=500

oracle 0.016 0.025 12 1 0.929 1
naive 1.056 0.049 0 0 0 0
HT 1.165 0.127 12.696 0 0 0
CIM 0.017 0.267 12.023 0.987 0.906 0.966
AHC 0.016 0.179 12.049 0.989 0.912 0.983

n=1000
oracle 0.012 0.017 12 1 0.953 1
naive 1.058 0.034 0 0 0 0
HT 1.374 0.114 18.205 0 0.001 0
CIM 0.012 0.017 12.015 1 0.948 0.986
AHC 0.012 0.135 12.052 0.991 0.936 0.980

n=2000
oracle 0.008 0.012 12 1 0.943 1
naive 1.059 0.025 0 0 0 0
HT 0.010 0.384 12.679 0.885 0.864 0.708
CIM 0.008 0.012 12.013 1 0.938 0.988
AHC 0.008 0.160 12.039 0.993 0.931 0.984

This table reports median absolute error, standard deviation, number of IVs
selected as invalid, frequency with which all invalid IVs have been selected as
invalid, coverage rate of the 95 % confidence interval and frequency with which
oracle model has been selected. The true coefficient is β = 0. WLHB setting
and invalid weaker setting are described in the text. 1000 repetitions per setting.

sample size is relatively small.

C.2 Some Weak Instruments Among Candidates

We examine the performance of the AHC method when there are weak instruments among

the candidates and there is a single regressor. We compare performance with the HT and

CIM methods.

Firstly, consider the same simulation setting as in Section C.1 but with the following

variations:

• Design 1: All the 12 invalid instruments are weak, and all the 9 valid instruments are

strong: γ = cγ (ι′
12C/

√
n, ι′

9)
′.
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• Design 2: All the 12 invalid instruments are weak, and 4 out of 9 of the valid instru-

ments are weak: γ = cγ (ι′
16C/

√
n, ι′

5)
′.

• Design 3: Both the valid and invalid IVs are mixtures of weak and strong IVs.

– a). Strong and valid instruments still form the largest group:

γ = cγ (ι′
6, ι′

7C/
√
n, ι′

8)
′.

– b). Strong and valid instruments do not form the (strictly) largest group:

γ = cγ (ι′
6, ι′

9C/
√
n, ι′

6)
′.

All the other parameters are the same as in Section C.1. We fix the sample size to n = 2000

and present the results in Table 8.

From the simulation results we can see that with weak instruments, the CI method can

be problematic: the frequencies of selecting all invalid instruments as invalid (p allinv) are

low in all settings (lowest at 0.024 in Design 1 and Design 2, and highest at 0.351 in Design

3a), meaning that it almost always includes invalid instruments as valid. Consequently,

the MAE for CIM is very large (and much larger than those of the oracle, HT and AHC).

Particularly, CIM tends to select weak invalid instruments as valid (low weakin in all

settings). This is because their confidence intervals are wide. Thus, most of them will be

overlapping with all other confidence intervals and the resulting largest group of mutually

overlapping confidence intervals (the selected set of valid IVs) tends to always contain the

weak invalid IVs.

The HT method performs well in all designs where the plurality rule holds (Design

1 to Design 3a). It selects all weak instruments (both valid and invalid) as invalid with

probability almost equal to 1. Also, it has high frequencies of selecting all strong and

valid instruments as valid. It can be seen that if the strong and valid instruments form

the largest group, the voting mechanism of HT can select the oracle model. The good IV

selection performance of HT in presence of weak instruments is mainly due to its first-

stage IV selection, the pre-screening of weak IVs (either valid or invalid). In line with the

selection performance, the MAE of HT is very close to that of the oracle model. In Design

60



Table 8: Some Weak Instruments with One Regressor

MAE # invalid p allinv strongvalid weakin weakva
Design 1

oracle 0.008 12 1 1 1 -
HT 0.008 12.000 1 1 1 -
CIM 35.112 13.289 0.024 0 0.024 -
AHC 0.008 12.028 1 0.988 1 -

Design 2
oracle 0.013 16 1 1 1 1
HT 0.013 15.951 1 1 1 0.952
CIM 33.646 12.806 0.027 0 0.027 0.527
AHC 0.012 12.445 0.999 0.997 0.999 0.002

Design 3a
oracle 0.008 13 1 1 1 1
HT 0.008 13.164 1 0.842 1 0.984
CIM 14.497 16.772 0.351 0.002 0.467 0.691
AHC 0.008 12.323 0.998 0.992 1 0.306

Design 3b
oracle 0.011 15 1 1 1 1
HT 0.929 10.511 0.053 0.870 0.999 0.961
CIM 13.636 16.500 0.277 0.008 0.462 0.421
AHC 0.013 12.766 0.847 0.847 1 0.002

This table reports median absolute error, number of IVs selected as invalid, fre-
quency of all invalid IVs selected as invalid, frequency of all valid and strong in-
struments selected as valid, frequency of all weak invalid instruments selected as
invalid, and frequency of all weak valid instruments as invalid. 1000 repetitions per
setting.
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3b, however, the plurality rule does not hold anymore: there is a tie between the group

of strong and valid instruments, and strong and invalid instruments. In this situation, the

voting mechanism does not perform well as p allinv is only at 0.053. This results in a

significantly larger MAE than the oracle model.

The AHC performs well in general and has similar MAE to the oracle model in all

settings. For Design 1, 2 and 3a, it guarantees that all the invalid IVs are selected as

invalid with p allinv and weakin close to 1. In terms of valid IVs, all the strong valid

instruments are included as valid with high frequencies (strongvalid close to 1). However,

for weak valid instruments, some of them are selected as valid with relatively low weakva.

This is because the just-identified estimators of the weak valid instruments may not be

too far away from those of the strong and valid instruments, thus in some cases they are

not totally separated by the algorithm. But this is not the major concern, as for weak

valid instruments, the algorithm would only keep those whose estimators are not severely

distorted, and the effect of the selected weak instruments on the resulting post-selection IV

estimator is limited. This can be seen from the MAE of AHC which are very close to those

of the oracle models even with low weakva. It should be noted that in Design 3b where

there are two largest groups, AHC outperforms HT with a frequency of 0.847 of including

all invalid IVs as invalid. Alternatively, AHC can report both groups. Overall, we find that

AHC clearly outperforms CIM in all settings with weak IVs and it also outperforms HT

in the case where plurality is not strictly fulfilled. The main drawback of AHC is that it

tends to include weak valid IVs as valid, which can be potentially complemented by the

weak IV pre-screening procedure in HT.

C.3 Local Violations

Consider the same setting as in Appendix C.1 with one endogenous variable, but with the

following variations:

• Design 1, minor violations with strong IVs: 6 IVs are globally invalid, while 6 are

locally invalid with α = (0′
6, ι60.5′, 0′

9)
′, τ = cα

(
ι′

6c/n
k, 0′

15

)′
with κ = 3/4, cα = 1.
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Table 9: Local Violations with One Regressor

MAE SD # invalid p allinv global
viol

p allins coverage

Design 1:, κ = 3/4
oracle 0.008 0.012 12 1 6 1 0.952
naive 0.383 0.014 0 0 0 0 0.000
HT 0.006 0.009 6 0 6 1 0.943
CIM 0.006 0.009 6.016 0 6 1 0.942
AHC 0.007 0.011 6.066 0 6 1 0.932

Design 2:, κ = 1/2
oracle 0.008 0.012 12 1 6 1 0.952
naive 0.395 0.014 0 0 0 0 0.000
HT 0.021 0.009 6.001 0 6 1 0.410
CIM 0.020 0.012 6.256 0 6 1 0.448
AHC 0.022 0.026 6.982 0 6 1 0.390

Design 3:, κ = 1/4
oracle 0.008 0.012 12 1 6 1 0.952
naive 0.482 0.013 0 0 0 0 0.000
HT 0.101 0.047 13.156 0.039 6 1 0.045
CIM 0.009 0.020 11.687 0.659 6 1 0.919
AHC 0.009 0.136 12.124 0.927 5.935 0.989 0.905

This table reports median absolute error, standard deviation, number of IVs selected as invalid,
frequency of all invalid IVs selected as invalid, number of invalid IVs with global violations selected as
invalid, frequency of selecting all the invalid IVs with global violations as invalid, and coverage rate
at 5% significance level. 1000 repetitions per setting.
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Table 10: Post-selection inference using the search and sampling method

SD cover cover-se cover-sa width wid-se wid-
sa

κ = 1/2, n = 500
oracle 0.024 0.949 - - 0.094 - -
naive 0.027 0.000 - - 0.099 - -
HT 0.019 0.364 1.000 1.000 0.074 0.918 0.389
CIM 0.024 0.409 1.000 1.000 0.076 0.909 0.383
AHC 0.049 0.353 1.000 0.985 0.083 0.906 0.379

κ = 1/2, n = 1000
oracle 0.017 0.951 - - 0.066 - -
naive 0.018 0.000 - - 0.070 - -
HT 0.013 0.386 1.000 0.999 0.052 0.608 0.268
CIM 0.017 0.407 1.000 1.000 0.053 0.604 0.265
AHC 0.033 0.358 1.000 0.989 0.057 0.601 0.263

κ = 1/2, n = 2000
oracle 0.012 0.952 - - 0.047 - -
naive 0.014 0.000 - - 0.050 - -
HT 0.009 0.412 1.000 0.999 0.037 0.419 0.189
CIM 0.012 0.448 1.000 1.000 0.038 0.415 0.186
AHC 0.026 0.390 1.000 0.994 0.041 0.413 0.185

This table reports standard deviation (SD), coverage rate of the post-selection 2SLS 95% con-
fidence interval (cover), coverage rate of the 95% confidence interval using the search method
(cover-se), coverage rate of the 95% confidence interval using the sampling method (cover-sa),
width of the post-selection 2SLS 95% confidence interval, (width), width of the 95% confidence
interval using the search method (wid-se), width of the 95% confidence interval using the sam-
pling method (wid-sa). 1000 repetitions per setting.

• Design 2, mild violations with strong instruments: same as Design 1, but with κ = 1/2

• Design 3, strong violations with strong IVs: same as Design 1, but with κ = 1/4

All the other parameters are the same as in Section C.1. Here we report two new statistics

that report how well a method does at detecting global violations: the number of invalid

instruments with strong violations that are selected as invalid (global violation) and the

frequency of selecting all the invalid instruments with global violations as invalid (p allins).

The simulation results are presented in Table 9.

In Design 1, all methods work well in selecting the six IVs with global violations. The

naive 2SLS is biased in this setting but the selection methods are not, because keeping IVs
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with minor violations does not hurt the asymptotic performance of estimators. In Design

2, all three methods perform well in terms of finding global violations, with frequencies of

selecting all the IVs with global violations as invalid equal to 1, and the numbers of such

IVs selected as invalid equal to 6. However, invalid instruments with local violations, tend

to be selected as valid by all three methods, leading to bias and resulting in deviations

from the oracle results in terms of MAE. This is what was expected from our results on

the Sargan test. In Design 3, global as well as strong local violations are detected by CIM

and AHC, with HT having a larger bias and low coverage (0.045).

In table 10 we have applied the search and sampling method of Guo (2023) for the

case with mild violations. This approach is discussed in section 4.3. For cases where the

methods in fact make selection mistakes, as modelled by the mild violations, the standard

CIs are narrow and coverage is much lower than the nominal level of 95 percent. Once

we use the searching and sampling approaches we get much wider CIs which are now even

conservative with coverage close to 1. This indicates there might be scope for more work

improving post-selection inference.

D Additional Simulations: Multiple Regressors

As a final simulation exercise, we investigate a setting which combines multiple regressors,

local violations and some weak IVs. The setting is the same as in the main text, as in

Table 4, with the same α and τ , but now we introduce weak IVs. The first two IVs of the

globally valid and locally invalid and the first two IVs of the globally invalid and locally

invalid are set to be weak IVs: γjp = C/
√
n for j ∈ {1, 2, 7, 10} and p ∈ {1, 2}. Once again,

Designs 1-3 are defined by κ ∈ {3/4, 1/2, 1/4}.

Results are displayed in Table 11. For minor violations in Design 1, all global violations

are correctly identified because global viol is 6 and p allins is 1. The number selected as

invalid is 7 instead of 12 and p allinv is 0, meaning that locally invalid IVs are not selected

as invalid, but bias, SD and coverage are still close to the oracle. In Design 2, with mild
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Table 11: Local Violations with Two Regressors and Weak IVs

MAE SD # invalid p allinv global
viol

p allins coverage

κ = 3/4
oracle 0.022 0.032 12 1 6 1 0.932
or
global

0.016 0.023 8 2/3 6 1 0.934

naive 0.423 0.074 0 0 0 0 0.000
AHC 0.016 0.026 7.006 0.000 6.000 1.000 0.922

κ = 1/2
oracle 0.022 0.032 12 1 6 1 0.932
or
global

0.026 0.024 8 2/3 6 1 0.752

naive 0.455 0.077 0 0 0 0 0.000
AHC 0.034 0.050 9.382 0.000 6.000 1.000 0.638

κ = 1/4
oracle 0.022 0.032 12 1 6 1 0.932
or
global

0.216 0.042 8 2/3 6 1 0.000

naive 0.733 0.108 0 0 0 0 0.000
AHC 0.024 0.124 12.868 0.988 6.000 1.000 0.908

This table reports median absolute error, standard deviation, number of IVs selected as invalid,
frequency of all invalid IVs selected as invalid, number of invalid IVs with global violations selected as
invalid, frequency of selecting all the invalid IVs with global violations as invalid, and coverage rate
at 5% significance level. 1000 repetitions per setting.
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violations again some locally invalid IVs are not detected, increasing bias and decreasing

coverage to 0.638. As compared to the setting without weak IVs, more locally invalid IVs

seem to have been detected, because for the weak IVs bias of the just-identified estimators

is exacerbated. This is reflected in a higher coverage in the case with weak IVs. In Design

3 with strong violations, similarly to the case without weak IVs, strong local violations are

correctly detected and performance is close to the oracle estimator.
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